
 

This paper was originally published by Sage as: 
Kämmer, J. E., Hautz, W. E., Herzog, S. M., Kunina-Habenicht, O., & 
Kurvers, R. H. J. M. (2017). The potential of collective intelligence 
in emergency medicine: Pooling medical students' independent 
decisions improves diagnostic performance. Medical Decision 
Making, 37(6), 715–724. 
https://doi.org/10.1177/0272989X17696998 
 
This publication is with permission of the rights owner freely accessible due to 
an Alliance licence and a national licence (funded by the DFG, German Research 
Foundation) respectively. 
 
 

Nutzungsbedingungen: 
 
Dieser Text wird unter einer Deposit-Lizenz 
(Keine Weiterverbreitung - keine 
Bearbeitung) zur Verfügung gestellt. 
Gewährt wird ein nicht exklusives, nicht 
übertragbares, persönliches und 
beschränktes Recht auf Nutzung dieses 
Dokuments. Dieses Dokument ist 
ausschließlich für den persönlichen, nicht-
kommerziellen Gebrauch bestimmt. Auf 
sämtlichen Kopien dieses Dokuments 
müssen alle Urheberrechtshinweise und 
sonstigen Hinweise auf gesetzlichen 
Schutz beibehalten werden. Sie dürfen 
dieses Dokument nicht in irgendeiner 
Weise abändern, noch dürfen Sie dieses 
Dokument für öffentliche oder 
kommerzielle Zwecke vervielfältigen, 
öffentlich ausstellen, aufführen, vertreiben 
oder anderweitig nutzen. Mit der 
Verwendung dieses Dokuments erkennen 
Sie die Nutzungsbedingungen an. 

Terms of use: 
 
This document is made available under 
Deposit Licence (No Redistribution - no 
modifications). We grant a non-exclusive, 
nontransferable, individual and limited right 
to using this document. This document is 
solely intended for your personal, non-
commercial use. All of the copies of this 
documents must retain all copyright 
information and other information 
regarding legal protection. You are not 
allowed to alter this document in any way, 
to copy it for public or commercial 
purposes, to exhibit the document in public, 
to perform, distribute or otherwise use the 
document in public. By using this particular 
document, you accept the above-stated 
conditions of use. 
 
 

 
 
Provided by: 
Max Planck Institute for Human Development 
Library and Research Information 
library@mpib-berlin.mpg.de 

https://doi.org/10.1177/0272989X17696998
mailto:library@mpib-berlin.mpg.de


The Potential of Collective Intelligence in
Emergency Medicine: Pooling Medical

Students’ Independent Decisions Improves
Diagnostic Performance

Juliane E. Kämmer, PhD, Wolf E. Hautz, MD, MME, Stefan M. Herzog, PhD,
Olga Kunina-Habenicht, PhD, Ralf H. J. M. Kurvers, PhD

Background. Evidence suggests that pooling multiple
independent diagnoses can improve diagnostic accuracy
in well-defined tasks. We investigated whether this is
also the case for diagnostics in emergency medicine, an
ill-defined task environment where diagnostic errors are
rife. Methods. A computer simulation study was con-
ducted based on empirical data from 2 published experi-
mental studies. In the computer experiments, 285 medical
students independently diagnosed 6 simulated patients
arriving at the emergency room with dyspnea. Participants’
diagnoses (n = 1,710), confidence ratings, and expertise
levels were entered into a computer simulation. Virtual
groups of different sizes were randomly created, and 3 col-
lective intelligence rules (follow-the-plurality rule, follow-
the-most-confident rule, and follow-the-most-senior rule)
were applied to combine the independent decisions into a
final diagnosis. For different group sizes, the performance
levels (i.e., percentage of correct diagnoses) of the 3 collec-
tive intelligence rules were compared with each other and

against the average individual accuracy. Results. For all
collective intelligence rules, combining independent deci-
sions substantially increased performance relative to aver-
age individual performance. For groups of 4 or fewer, the
follow-the-most-confident rule outperformed the other
rules; for larger groups, the follow-the-plurality rule per-
formed best. For example, combining 5 independent deci-
sions using the follow-the-plurality rule increased diagnos-
tic accuracy by 22 percentage points. These results were
robust across case difficulty and expertise level.
Limitations of the study include the use of simulated
patients diagnosed by medical students. Whether results
generalize to clinical practice is currently unknown.
Conclusion. Combining independent decisions may sub-
stantially improve the quality of diagnoses in emergency
medicine and may thus enhance patient safety. Key
words: collective intelligence; wisdom of crowds; medical
diagnostics; emergency medicine; simulation; follow-the-
plurality rule. (Med Decis Making 2017;37:715–724)

Every year, approximately 250,000 people in the
United States alone die from preventable medi-

cal errors,1 many of them diagnostic errors.2–5 In
addition, incorrect diagnoses substantially contrib-
ute to incorrect treatment and patient morbidity,6–8

especially in emergency medicine.9 Despite its cru-
cial importance, research on effective strategies to
decrease diagnostic errors is still limited.6,10–12

Here, we test whether combining independent
diagnoses can improve diagnostic accuracy in vir-
tual decision scenarios in emergency medicine.

Emergency medicine is a complex decision environ-
ment where many initial diagnoses are made and
diagnostic errors are rife.13

For many judgments, pooling independent deci-
sions can outperform the average and sometimes
even the best individual,14 because different indi-
viduals’ errors can cancel out at the group level.15,16

This ‘‘wisdom-of-crowds’’14,17 phenomenon has
gained importance in a variety of domains, such as
business, economics, and politics, and has long
been studied in social psychology under the term
‘‘statisticized groups.’’18–22 Previous studies have
demonstrated the potential of such a collective
intelligence approach also in clinical diagnostics,
but these studies have examined well-defined tasks
such as interpreting mammograms or diagnosing
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skin lesions,23–28 where the diagnosis is based on 1
or a few pieces of readily available information,
there are few time constraints, and the decision is
binary (e.g., cancer/no cancer). In emergency medi-
cine, by contrast, diagnoses are often based on
incomplete information and made under severe
time pressure, and diagnosticians must consider
many competing diagnoses.29,30 Crucially, these
diagnostic decisions can have immediate and severe
consequences for patients.

Patients arriving at the emergency room (ER)
with acute conditions are frequently seen by 2 or
more physicians. Whereas noncritical patients are
typically seen by at least 1 junior and 1 senior phy-
sician, team size can increase up to 15 clinicians or
more31–34 in high-acuity situations.3 Physicians
then make a joint diagnosis in an informal, nonstan-
dardized way. Such team decisions may be based,
for example, on independent examinations by each
physician involved or on collaborative examinations
(if a team assembles at the bedside). In addition, ask-
ing for a second (or further) opinion(s) may be either
unconditional or conditional on the first physician’s
assessment. In case of disagreement, physicians may
initiate discussion and reach an informal consensus
or the decision may be referred to, for example, the
most senior physician. Alternatively, several inde-
pendently made diagnoses could be pooled in a stan-
dardized, algorithmic way. Here, we evaluate the
performance of this latter approach by studying the
performance of different collective intelligence rules
that combine several independently, unconditionally
made diagnoses into 1 final diagnosis using virtual
decision scenarios from emergency medicine.

METHODS

Our analyses are based on previously published
data sets from 2 studies35,36 that are described below.

Experimental Procedures

Both studies assessed clinical reasoning using
the norm-referenced computer-based Assessing
Clinical Reasoning (ASCLIRE) test.36 The experi-
mental task was to diagnose simulated patients
with dyspnea, a common symptom in the ER.37 Six
patients with acute or subacute dyspnea, each with
a different correct diagnosis (see Supplemental
Table S1), were presented in random order.

The interpretation of ASCLIRE test scores has
been internally and externally validated36 against
established frameworks of validity.38,39 Test cases
based on real patients were developed by 3 board-
certified anesthesiologists, 2 board-certified inter-
nists, and 2 educational psychologists. Case selec-
tion was comparable to that of other studies asses-
sing clinical reasoning,40 suggesting good agreement
on representativeness and relevance for the domain
of dyspnea. In detail, we used an expert-based con-
sensus method to identify relevant cases, whereby
relevant was defined as frequent, urgent, or exemp-
lary. We then identified real patients diagnosed with
the respective conditions and incorporated their data
into the test (i.e., their X-rays, their electrocardio-
grams [ECGs], and so on). A patient actor was trained
to enact the symptoms of these patients and audio
responses were recorded from this simulated patient,
not the real patient.

The simulated patient presented prototypical
symptoms for the given disease, as indicated by the
near-perfect performance of an expert panel of 8
anesthesiologists and 12 internists with consider-
able context-relevant professional expertise (mean
expert accuracy 94.2%).36 A study assessing 283 med-
ical students (from the first to fifth year of study) with
this test revealed a monotone increase in diagnostic
accuracy across year of study, with significant differ-
ences between years with new relevant curricular con-
tent,36 which is considered an important criterion to
assess a test’s validity.41 The same study showed that
experts had higher accuracy rates and needed less
time than students, both typical findings distinguish-
ing experts from novices.42–44 Furthermore, diagnostic
performance in this test, which was designed to
assess aspects of clinical reasoning, did not correlate
with other performance measures such as factual or
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procedural knowledge.36 Latent reliability X ranged
between 0.63 and 0.85, depending on the measure of
performance.36

Figure 1 summarizes the procedure of the
ASCLIRE test in the 2 experimental studies.35,36

Participants first read the study descriptions and
signed a consent form. After answering demographic
questions, participants received a demonstration of
how to work on the clinical test cases. After a training
case, they worked individually on the 6 randomly
ordered test cases. (To note, one study36 additionally
used a second condition with interacting pairs; these
data are, however, not used here because, by design,
those diagnoses were not produced independently.)
Per case, participants first watched a short video
clip showing the same male, standardized actor
patient with case-specific prototypical symptoms and
makeup. For each case, participants then collected
patient-specific information using a graphical interface
on the computer screen (Figure 2; also see Table 1 in
Kunina-Habenicht et al.36 for details). Participants

were free to choose any type, order, and number of
diagnostic tests, the results of which were displayed
via text (e.g., pulse rate), image (e.g., ECG, chest X-ray),
or audio (e.g., heart sounds, history) and had to be
interpreted by the participant. This need to acquire
and interpret the diagnostic test results renders the
ASCLIRE a more high-fidelity test than the frequently
used multiple-choice examinations.

Participants were instructed to work as fast as pos-
sible without sacrificing accuracy. Participants eventu-
ally had to choose 1 of 20 possible diagnoses (or 1 of 3
‘‘other’’ options; see Supplemental Table S1); the set of
possible diagnoses was the same across all cases and
was known to participants from the training case.
After choosing their lead diagnosis, participants indi-
cated their level of confidence in their diagnosis on a
10-point Likert scale ranging from least confident to
most confident. The testing procedure allowed, in
principle, for several differential diagnoses to be evalu-
ated by students before deciding on the most likely
one and reporting their confidence in this diagnosis.

Figure 1 (A and B) General procedures used in the 2 experimental studies by Hautz et al.35 (A) and Kunina-Habenicht et al. (B).36 Note

that study A also contained a second condition with interacting pairs (not included in the current reanalysis) and thus a phase in which

participants were randomly allocated to conditions. MC, multiple choice.
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This is very close to clinical practice where patients
are admitted to the hospital or discharged from the ER
with typically one lead diagnosis. If a student used a

differential-diagnoses approach and could not exclude
all other diagnoses, this would (or should) presumably
lead to low-confidence diagnoses.

Figure 2 Screenshot of the experimental task. When participants selected 1 of the 6 main categories (first row), subcategories appeared

in the second row, which could again be selected, resulting in the diagnostic test result of that particular subcategory (here, an X-ray of

the chest). Participants were free to provide a diagnosis (left bottom corner) at any time. The screenshot is translated into English from

German. CT, computed tomography scan.

Table 1 Demographics and Diagnostic Accuracy of Participants in the Final Sample

Origin Year No. of Participants in the Subsample Age, Years

Gender, %

Women Proportion Correct

Hautz et al., 201535 1 — — — —
2 2 23.0 (0.0) 50.0 66.7 (0.0)
3 5 27.2 (2.8) 80.0 46.7 (27.4)
4 17 24.0 (1.8) 70.6 43.1 (25.5)
5 3 24.7 (1.2) 69.6 72.2 (25.5)

Total 28a 24.8 (2.4) 67.9 50.0 (24.4)
Kunina-Habenicht et al., 201536 1 56 22.4 (5.5) 69.6 36.6 (19.7)

2 55 23.9 (6.0) 72.7 48.2 (24.6)
3 44 24.6 (5.4) 70.5 55.7 (21.2)
4 48 25.9 (4.4) 62.5 69.4 (20.4)
5 54 26.4 (4.4) 63.0 71.0 (18.7)

Total 257 24.6 (5.4) 67.7 55.7 (24.7)
Total sample 1 56 22.4 (4.6) 69.6 36.6 (19.7)

2 57 24.0 (5.9) 71.9 48.8 (24.4)
3 49 24.9 (5.2) 71.4 54.8 (21.8)
4 65 25.4 (4.0) 64.6 62.6 (23.8)
5 57 26.3 (4.3) 63.2 71.1 (18.8)

Total 285a 24.6 (5.1) 67.0 55.1 (24.7)

Note: Values are given as means (SDs) unless otherwise indicated.
aOne participant did not indicate her study year.
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In both studies, the complete session lasted about
2 h. In 1 study,35 participants were compensated with
e25 ($33 at that time); in the other study,36 participa-
tion was part of the curriculum and not compensated.

Participants

Participants were 311 medical students (68%
female, 32% male, study years 1–5) from the
Charité Medical School in Berlin, Germany (283
participants from the Kunina-Habenicht et al.36

study and 28 participants from the Hautz et al.35

study). All participants had clinical experience,
either because they were already advanced in their
studies or because they were enrolled in a reformed
medical curriculum (in the study by Kunina-
Habenicht et al.36), which provides heavy clinical
exposure from the first day onward.45

For 26 of those participants, 1 or more confidence
responses were not recorded due to a technical
error. These participants were excluded from all
analyses, resulting in a final sample of 285 partici-
pants (see Table 1 for demographics). The 285 3 6 =
1,710 individually rendered diagnoses were entered
into the computer simulation, without any student-
specific variables except for their study year and
confidence ratings. The Charité Medical School
institutional review board approved both studies
(under EA 1/170/09 and EA 1/276/12).

Accuracy Criteria

We used 2 complementary accuracy criteria
(Supplemental Table S1): diagnostic accuracy and
treatment adequacy. First, diagnostic accuracy indi-
cated whether or not the diagnosis was correct.
Second, since not all diagnostic errors in the ER are
equally severe, we also evaluated treatment ade-
quacy. Seven experts independently categorized
(for each case) all 19 incorrect diagnoses as either
‘‘implied treatment partially adequate’’ or ‘‘implied
treatment not adequate’’ (i.e., whether or not the
treatment implied by the diagnosis would have
been at least adequate and not harmful, given the
true diagnosis; see below for an example). Experts
were board-certified consultants in emergency med-
icine with at least 10 years of professional experi-
ence, all currently working as supervising physi-
cians in a level I ER. Experts’ interrater agreement
across cases was moderately high (mean Fleiss
kappa 6 SE = 0.57 6 0.02; range, 0.51–0.61). We
used a majority rule to aggregate expert ratings of a

diagnosis as implying adequate or inadequate treat-
ment. Treatment adequacy is arguably more subjec-
tive than diagnostic accuracy; therefore, we focus
mainly on diagnostic accuracy. However, treating
all incorrect decisions as equally severe (as diagnos-
tic accuracy does) neglects a crucial aspect of deci-
sions in emergency medicine—namely, that some
incorrect decisions are worse than others. For exam-
ple, misdiagnosing a pulmonary embolism as a
myocardial infarction would—although the diagno-
sis is wrong—still imply thrombolytic therapy
together with the application of oxygen and moni-
toring and/or pharmaceutically supporting cardiac
output, whereas misdiagnosing a pulmonary embo-
lism as pneumonia would lead to antibiotic treat-
ment and likely to fluid restriction, both unneces-
sary or even harmful for patients with a pulmonary
embolism.

Collective Intelligence Rules

To test the performance of a collective intelli-
gence approach, we randomly created groups of dif-
ferent sizes (n = 2–15, 20, or 25), applied 3 different
collective intelligence rules to all 6 cases, and com-
pared the groups’ diagnostic accuracy against that
of the average individual (Figure 3). We deliberately
included very large group sizes of up to 25 as
benchmarks to study how well small groups already
approximate the collective intelligence of much
larger groups. Groups were created using computer
simulations, and group members thus did not

Figure 3 General procedure of the collective intelligence
simulations.
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interact. Per group size, we ran 10,000 repetitions
(in MATLAB R2014b; MathWorks, Natick, MA,
USA) using the following collective intelligence
rules:

1. The follow-the-plurality rule picks the diagnosis

chosen by most group members46; in case of a tie,

1 of the tied diagnoses was randomly selected.

The follow-the-plurality rule was applied from a

group size of 3 upward.

2. The follow-the-most-confident rule picks the diag-

nosis with the highest confidence rating47–49; in

case of a tie, 1 of the tied diagnoses was randomly

selected. This rule performs well when confi-

dence and accuracy correlate positively, which

was the case (Figure 4A).

3. The follow-the-most-senior rule picks the diagno-

sis of the most senior group member (in terms of

study year); if group members with the same high-

est seniority selected different diagnoses, 1 of

those diagnoses was randomly selected. We used

study year as a proxy for level of expertise.36,50,51

This rule performs well when seniority and accu-

racy correlate positively, which was the case

(Figure 4B).

In summary, the results presented here involve
high-fidelity simulated patient profiles, which were
independently examined by medical students; 3 col-
lective intelligence rules were applied to computer-
simulated, virtual teams of different sizes. The study
had no external funding source.

RESULTS

For all collective intelligence rules, combining
independent decisions increased diagnostic accuracy
(Figure 5A) and substantially outperformed the aver-
age individual. For example, considering a second
opinion and following the decision with the higher
confidence rating increased diagnostic accuracy by 10
percentage points. Combining 5 independent deci-
sions using the follow-the-plurality rule increased
diagnostic accuracy by 22 percentage points. Overall,
the follow-the-most-confident rule slightly outper-
formed the follow-the-most-senior rule. Beyond a
group size of 4, both rules were outperformed by the
follow-the-plurality rule. Moreover, the follow-the-
plurality rule continued to improve as group size
increased up to 25, whereas the gains achieved by the
other 2 rules quickly leveled off.

Although the 6 cases differed greatly in difficulty
(range of average individual diagnostic accuracy,
36–78%; Supplemental Figure S1), the collective
intelligence rules improved accuracy in all cases,
suggesting that this approach is appropriate for both
easy and difficult cases (Supplemental Figure S2A).
Similarly, although individuals’ diagnostic accu-
racy increased with seniority (from 37% for first-
year to 71% for fifth-year medical students; Figure
4B and Table 1), the collective intelligence rules
improved accuracy within each seniority level
(Supplemental Figure S3A).

We found parallel effects for treatment adequacy:
Increasing group size increased treatment adequacy

Figure 4 (A and B) Mean diagnostic accuracy per confidence rating (A) and study year (B). Error lines represent standard errors of the
mean proportion correct across participants.
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(Figure 5B) for all collective intelligence rules, with
the follow-the-plurality rule outperforming both
other rules beyond a group size of 5. Similar
results were obtained for the 6 cases separately
(Supplemental Figure S2B), and results for the fol-
low-the-plurality and follow-the-most-confident
rules were roughly invariant across all seniority lev-
els (Supplemental Figure S3B).

DISCUSSION

Misdiagnosis is one of the greatest concerns for
patients in outpatient and hospital settings,52 has
important legal and economic consequences,30 and
can severely affect patients’ health,1,12 especially in
emergency medicine.9 Our findings suggest that
combining independent decisions could substan-
tially improve diagnostic accuracy for patients
arriving at the ER with dyspnea, a common and dif-
ficult-to-diagnose symptom.37 Importantly, our
results were invariant across case difficulty, exper-
tise level (study year), and 2 complementary accu-
racy criteria; that is, the collective benefits were
also observed for difficult cases and senior students.
Although these results are based on high-fidelity
simulated patients examined by medical students
(see below for a more detailed discussion of the lim-
itations of our study), they nevertheless suggest that
a collective intelligence approach has the potential
to increase diagnostic accuracy and thus also
patient safety and to reduce inadequate treatments
in the domain of emergency medicine and other ill-
defined task environments where decisions have to

be based on incomplete information and a large
choice set has to be considered. Our results encour-
age the explicit use of collective intelligence rules
in settings where patients are regularly seen by
more than 1 diagnostician. In the ER, for example,
patients are often seen by a surprisingly large num-
ber of clinicians ranging up to 15 or even more.31–34

Combining independent diagnoses in an algorith-
mic way could be a time-saving alternative to tradi-
tional face-to-face interactions, because it does not
require extensive coordination and sidesteps many
of the pitfalls potentially accompanying group dis-
cussions (e.g., groupthink, production blocking53–57).
Moreover, diagnosticians would benefit from the dif-
ferent interpretations of the raw diagnostic findings
(e.g., chest X-ray) without invoking higher informa-
tion search costs because diagnostic information con-
cerning the patient’s history, physical examination,
and further diagnostic tests is commonly available to
all health professionals involved (through patient
charts or electronic health records).

We found that for small groups of 2 or 3 diagnos-
ticians, confidence and (to a lesser extent) seniority
could be exploited to increase diagnostic perfor-
mance in an ill-defined context such as emergency
medicine because of their positive relationship with
accuracy. Both are usually readily available in prac-
tice. Beyond a group size of 4, the follow-the-plural-
ity rule outperformed the other rules, corroborating
earlier findings of substantial gains in accuracy
when this rule is applied in well-defined domains
such as breast and skin diagnostics.26,28 In practice,
the rules may be exploited differently for patients
seen in the resuscitation or trauma room (where

Figure 5 Performance of the 3 collective intelligence rules averaged across all 6 cases. (A and B) For all 3 rules, increasing the number

of independent decisions increased diagnostic accuracy (A) and treatment adequacy (B). CI, collective intelligence.
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many more than 2 physicians are often present and
the follow-the-plurality rule can thus be applied)
and those seen in the remainder of the ER (where
pairs of physicians may base their decisions on
either seniority or confidence). We also investigated
the performance of very large group sizes of up to
25 as benchmarks to study how well small groups
already approximate the collective intelligence of
much larger groups. Interestingly, although the mar-
ginal improvements diminished at these large group
sizes,58 we still found a continuous improvement
for the follow-the-plurality rule. This contrasts with
earlier work on combining independent decisions
in medical diagnostics that found that collective
gains leveled off at much lower group sizes of
around 10 diagnosticians.23,26,28 This difference
could be because these studies investigated binary
decision tasks, in which there is only 1 wrong deci-
sion per case and thus all wrong diagnosticians
make the same incorrect decision. In contrast, here
we investigated decision scenarios with 20 possible
decision outcomes, possibly allowing for higher
independence of errors, which could improve the
scope for collective intelligence.

The reason why very large group sizes in our
study eventually reached near-perfect diagnoses
using the follow-the-plurality rule is because in all
6 cases, the correct diagnosis received the largest
support among the full sample of 285 participants
(Supplemental Figure S1), and the follow-the-plur-
ality rule necessarily amplifies the predominant
individual opinion as group size increases.59,60

Whenever the diagnosis receiving the largest sup-
port among all decision makers in the population is
the correct diagnosis, then the diagnosis based on
all those decision makers is necessarily the correct
diagnosis by virtue of the mathematical definition
of the follow-the-plurality rule (or, equivalently, the
multivariate hypergeometric distribution61 when
the number of draws equals the population size).
The speed with which the follow-the-plurality rule
approached perfect accuracy as group size
increased depends, however, on the specific empiri-
cal distribution of answers (e.g., the margin with
which the correct diagnosis is preferred over the
second most frequent diagnosis; Supplemental
Figure S1). Note that for ‘‘wicked cases,’’47,48,62

where an incorrect diagnosis receives the largest
support in the population, the plurality rule neces-
sarily converges to 0% accuracy as group size
increases. Whether, and to what extent, an incorrect
diagnosis receives the largest support in clinical
practice is an important empirical question.

One of the underlying mechanisms driving col-
lective improvements is observer variation (a.k.a.,
interrater agreement).63,64 Collective improvements
can arise only when raters make somewhat different
judgments.21,51,65,66 Previous work has shown that
collective gains are highest when pooling decisions
of diagnosticians who have low interrater agreement
(i.e., low kappa values) as compared to pooling
decisions of diagnosticians who have high interrater
agreement (i.e., high kappa values), keeping average
individual performance constant.67 Given that we
observed only 6 decisions for each participant, we
could not directly test the effect of interrater agree-
ment on collective performance, but future studies
could investigate the effects of interrater agreement
on collective intelligence in emergency medicine.
Furthermore, it would be interesting to know what
cues different participants use, how they translate
the raw diagnostic findings into a cue value where
necessary (e.g., from an electroencephalogram [EEG]
curve to the judgment of whether an EEG abnormal-
ity is present), and how exactly the diversity of cue
use and interpretation affects collective gains.16,68

Here, we studied the potential benefit of algorith-
mically combining independent diagnoses by 2 or
more (student) physicians of high-fidelity simulated
patients. There are, however, a variety of other ways
to harness collective intelligence. One is direct
interaction during or after the examination of the
patient, followed by a joint group decision to
resolve disagreements.48 Previous research has
shown that interacting pairs can also substantially
outperform the average individual.35 Future studies
should directly compare the available methods to
understand under what conditions each approach
(e.g., algorithmic combining v. direct interaction)
results in performance gains.

Considering limitations, our results are based on
experimental and not field data. Although the
design of the experiments35,36 captured several key
characteristics of the ill-defined task environment
of emergency medicine, including time pressure,
incomplete information, and a large set of diagnos-
tic tests and final diagnoses to choose from, the situ-
ation in real ERs is even more complicated with
many more possible outcomes and uncertainties.
Furthermore, we combined decisions made by med-
ical students and not experienced clinicians. As
already mentioned above, the benefits of the collec-
tive intelligence rules we found were roughly invar-
iant across case difficulty, expertise level, and 2
complementary accuracy criteria. This is consistent
with the conjecture that the collective intelligence
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benefits we observed would also be found for even
more difficult cases, more experienced diagnosti-
cians, and other criteria to evaluate the usefulness
of the final diagnoses. However, future research is
needed to directly investigate this conjecture and
whether our results can be replicated in clinicians
working on actual clinical ER cases. In conclusion,
combining independent decisions may substan-
tially improve the quality of diagnoses in emer-
gency medicine and reduce inadequate treatments
and may thus enhance patient safety.
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