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Anže Založnik1, Sabina Markelj1, Thomas Schwarz-Selinger2, Klaus Schmid2

1Jozef Stefan institute, Jamova cesta 39, 1000 Ljubljana, Slovenia
2Max-Planck-Institut für Plasmaphysik, Boltzmannstrasse 2, D-85748 Garching, Germany

Abstract

The influence of surface parameters on hydrogen isotope atom absorption into tung-
sten material was studied. For this purpose a series of experiments was performed,
exposing tungsten pre-damaged by tungsten ions, the so-called self-damaged W, to
low energy deuterium atoms with the flux density of 4.2 × 1018 D/m2s for 121 hours.
Exposures were performed at four sample temperatures between 450 K and 600 K.
Deuterium concentration was measured in situ and in real time during the exposure
by nuclear reaction analysis. After the exposure, thermodesorption spectroscopy was
performed on the samples. We have modeled the experimental data using a 1-D rate
equation model and determined the detrapping energies and values of modeling param-
eters, which are describing deuterium atom adsorption on the surface of tungsten and
migration of atoms from the surface to the bulk of the material. Assuming two ad-
sorption site types, the determined surface adsorption energies are (0.68±0.02) eV and
(0.71± 0.02) eV and the activation energies for migration from the surface to the bulk
are (1.41 ± 0.02) eV and (1.44 ± 0.02) eV, respectively. Modeling a low temperature
plasma loading with the derived parameter set reveals that plasma loading experimental
data could not be reproduced. We discuss possible reasons for the discrepancy between
atom and plasma loading.

1 INTRODUCTION

Tungsten, as a chosen plasma-facing material for future fusion devices [1, 2], will be subjected
to high fluxes of hydrogen isotope ions and neutral particles during the operation of a fusion
device [3]. Retention of hydrogen isotopes in tungsten is of great importance, mainly because
of the safety issues due to the radioactive nature of tritium [4]. Hydrogen retention in tungsten
is very low, however the properties of the material change when heavily irradiated by high
energy ions and neutrons. This introduces defects in the material, which act as strong binding
sites or traps for hydrogen atoms, enhancing their retention in the material [5]. It was shown
that retention increases for a couple of orders of magnitude when tungsten is damaged by
neutrons, e.g. [6]. Neutron damaged samples are activated after neutron exposure, therefore
high energy ion irradiation is often used as a surrogate for neutron irradiation, providing
a fast and efficient way of simulating the displacement damage [7–10]. Very often MeV W
ions are used for irradiation producing so-called self-damaged tungsten avoiding any chemical
effects.

Due to the increased hydrogen isotope retention such self-damaged tungsten is also a good
material to study the interaction of hydrogen isotopes with tungsten and effects of dislocation
damage on e.g. hydrogen trapping [7] or isotope exchange [11]. Rate equation models can
be applied to model the experimental results [12, 13]. The purpose of the present study is to
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elaborate how low energy neutral hydrogen atoms can contribute to the retention in a fusion
device as compared to ions with energies > 5 eV. Namely, in divertor region fluxes of low
energy neutrals go up to 1024 m−2s−1, comparable to the ion fluxes [14].

High energy hydrogen ions can penetrate directly into the bulk of tungsten and the
penetration depth depends on their kinetic energy [15]. The incoming low energy atoms,
however, are limited to surface processes where they can adsorb on the surface of the material.
From the surface they can recombine and leave the material or they can diffuse deeper in
the bulk. There is a potential barrier for migration from the surface to the bulk of the
material, responsible for low diffusion rate of H atoms into the bulk of W. To migrate to the
subsurface an adsorbed atom needs to overcome the activation energy Ech+Ebulk, where Ech
is the chemisorption energy on the surface of W and Ebulk is the potential barrier, defined
as the sum of the heat of solution Qs and the diffusion energy barrier Ediff . The rate of
migration into the bulk is temperature dependent and the probability is increased at higher
temperatures.

In order to study the rate of migration of low energy deuterium atoms into the bulk of
tungsten, we have exposed self-ion damaged tungsten to low energy deuterium atoms (0.28
eV) at different sample temperatures from 450 K to 600 K. We have measured D concentration
in situ during the D atom exposure by nuclear reaction analysis (NRA) at different exposure
times. Additionally, thermodesorption spectroscopy (TDS) was performed on the samples ex
situ after the loading and final D depth profile measurement. The experimental results of
these two complementary techniques were modeled with a rate equation model. This enabled
us to obtain information about surface adsorption sites and the activation energy for surface
to bulk migration in W.

2 MODEL

To simulate of our experimental results we have used a 1-D rate equation model [12], called
TESSIM. This model was developed for the simulation of deuterium ion implantation, diffu-
sion and trapping in the bulk of tungsten [12]. Equations

∂csol(x, t)

∂t
= D(T (t))

∂2csol(x, t)

∂x2
+ S(x, t)−

Ntrap∑
i=1

∂ctrapi (x, t)

∂t
,

∂ctrapi (x, t)

∂t
=
D(T (t))

a2
0β

csol(x, t)
(
ηi(x, t)− ctrapi (x, t)

)
− ctrapi (x, t)νie

−Edetrap
i /kBT (t)

(1)

are describing the concentration of solute hydrogen csol, which can diffuse between tetra-
hedral interstitial sites in W [16], and the concentration of trapped hydrogen ctrap, which
is strongly bound in traps presented by crystal lattice defects of W. The top equation is
the second Fick’s law of diffusion of solute hydrogen with additional implantation term and
trapping/detrapping term. Implantation in the bulk is described by S(x, t) = Γ

ρW
ξ(x), where

Γ is the implantation flux and ξ(x) is the implantation range distribution as a function of
depth x with x = 0 being the surface. Trapping and detrapping processes are described by
the bottom equation where the first term on the right-hand side describes trapping of solute
hydrogen and the second term describes detrapping from the traps. Since different trap types
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can exist, index i = 1, . . . , N trap denotes individual trap types with the concentration of i-th
trap type ηi, the attempt frequency to jump out of the trap νi and the detrapping energy
Edetrap
i . For this study the attempt frequency is considered to be the same for all trap types,

ν = 1013 s−1. Hydrogen diffusion is described by a temperature dependent diffusion coeffi-
cient D(T (t)) = D0e−Ediff/kBT (t), where D0 = 4.1 × 10−7 m2/s [17] is the diffusion constant
for H atoms and Ediff = 0.39 eV [17] is the diffusion energy barrier. The diffusion constant
for D atoms is by a factor of

√
2 lower, being D0 = 2.9 × 10−7 m2/s. The number of solute

sites per W atom is considered to be β = 1 and the lattice constant for W is a0 = −3
√
ρW ,

where ρW is W atom density.
TESSIM code in such form, as presented by Eqs. (1), was used for the simulation of

TDS spectra, where temperature is linearly increased with time and deuterium flux out of
the sample is followed. In this case the Dirichlet boundary condition with constant deu-
terium concentration set to 0 was assumed on the surface of tungsten as usually taken in the
literature.

In order to describe low energy hydrogen atom interaction with W, equations describing
processes on the surface had to be coupled with the TESSIM code. These equations are
written in terms of fluxes of particles on and off the surface. On the vacuum side of the
surface we consider the flux of adsorbing atoms Γads and the flux of desorbing molecules
produced by Eley-Rideal and Langmuir-Hinshelwood recombination processes [18], ΓER and
ΓLH , respectively. We also take into account the flux of atoms migrating from the surface to
the bulk, Γbulk, and from the bulk to the surface, Γsurf . According to [19, 20] the fluxes are
expressed as:

Γadsj =
Γ0

ηsurf
(1−R)

(
ηsurfj − cAj(t)

)
,

ΓERj = Γ0σER δW cAj(t),

ΓLHj = 2kLH (δW cAj(t))
2 e−2Ech

j /kBT ,

Γbulkj = νj δW cAj(t) e−(Ech
j +Ebulk)/kBT ,

Γsurfj =
D(T (t))

a2
0 η

surf
δW csol(0, t)

(
ηsurfj − cAj(t)

)
.

(2)

Different adsorption site types can exist due to various possible relative positions of the
adsorbed atom on the crystal lattice surface, therefore index j = 1, . . . , Nads denotes different
adsorption site types. The dimensionless concentration of j-th adsorption site type is ηsurfj

with ηsurf =
∑

j η
surf
j and the dimensionless areal concentration of hydrogen atoms is cAj(t).

Both dimensionless quantities are obtained by normalization to the areal density of W atoms
δW . The concentration of solute hydrogen in the sub-surface, at the position x = 0, is
csol(0, t) and the flux of deuterium atoms to the surface is Γ0. The reflection coefficient
of W surface was theoretically determined for these low energy D atoms to be R = 0.85
[15], which is in agreement within the uncertainty with experimental results, reported in
[11]. The rate of desorbing molecules is determined by the cross-section for Eley-Rideal
recombination σER = 10−21 m2 [11, 21] and by the desorption rate constant for Langmuir-
Hinshelwood recombination kLH = a2

0νj, which was taken from [22] to be 0.07 cm2/s. All
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energies are denoted in Fig. 1, where potential curves for hydrogen atom and hydrogen
molecule interaction with a metal as a function of the distance from the surface are shown.
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Figure 1: The potential energy for hydrogen atom (blue line) and hydrogen molecule (green
line) on a metal as a function of the distance from the surface x.

Hydrogen surface areal concentrations for all adsorption site types are calculated by solv-
ing Nads independent flux conservation equations

δW
dcAj
dt

= Γadsj − ΓLHj − ΓERj + Γsurfj − Γbulkj . (3)

The processes on the surface are fast with the characteristic times in the order of µs. There-
fore, stationary conditions on the surface are quickly accommodated to a sudden change of
the incident atom flux. Assuming that stationary conditions are present at any given mo-
ment, the equation (3) can be simplified by setting the left-hand side of the equation to zero.
Subsurface concentration is coupled with the bulk diffusion by equation:

−D(T (t)) ρW
∂csol(0, t)

∂x
=

Nads∑
j=1

(
Γbulkj − Γsurfj

)
, (4)

which presents a Neumann boundary condition for the concentration of solute hydrogen, used
for solving Eqs. (1).
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3 EXPERIMENT

This experiment was performed using four self-ion damaged recrystallized polycrystalline W
samples. Samples were first chemo-mechanically polished to a mirror finish according to the
procedure proposed by Manhard et al. [23]. After polishing the samples were heated in ultra-
high vacuum to 2000 K for 2 min for recrystallization, what resulted in grain size of 10-50
µm [24]. Self-ion damaging was performed with 20 MeV W 6+ ions at room temperature with
the fluence of 7.9× 1017 at/m2 [25]. This resulted in 2 µm thick damaged layer with 0.5 dpa
at the damage peak, as calculated by SRIM 2013 software [26] using a displacement energy
Ed = 90 eV, lattice binding energy EL = 3 eV and the ”full cascade option”. The calculated
damage profile is included in Fig. 2.

Samples were mounted on a temperature controlled heater in the INSIBA experimental
vacuum chamber. The experimental setup is described in detail in [27]. Samples were exposed
to low energy (0.28 eV) deuterium atom beam with a flux density of 4.2 × 1018 D/m2s at
the analyzing beam position for approximately 121 hours, resulting in a fluence of 1.8 ×
1024 D/m2. Each sample was exposed at different sample temperature, namely 450 K, 500
K, 550 K and 600 K. During the exposure the deuterium depth profiles were measured in
situ using NRA technique with 3He ion beam, utilizing nuclear reaction 3He(D, p)α. A 3He
ion beam of five different energies was used and the energy of the protons was analyzed.
This enables us to deduce the D depth profile in the material down to about 7 µm with
a resolution of 0.2-0.8 µm in the first 2 µm of the material and with a resolution of 0.8-
2 µm deeper in the bulk. By measuring at different exposure times the time evolution of
deuterium diffusion and retention in lattice defects in the bulk can be followed. After the
exposure thermodesorption spectroscopy was performed ex situ in order to determine the
trap concentrations and detrapping energies of deuterium atoms in bulk defects. Samples
were heated with the heating rate of 15 K/min and a quadrupole mass spectrometer was
used to monitor the desorbing species, including masses 2, 3 and 4. Details about the TDS
setup and the calibration procedure can be found in [28].

4 RESULTS

Deuterium depth profiles were measured at certain times during the exposure and are shown
in Fig. 2 for each exposure temperature. A clear temperature dependence of the deuterium
diffusion range after 121 hours can be observed. For the sample temperature of 600 K the
entire damaged layer is filled with deuterium, whereas for the temperature of 450 K only the
first 0.5 µm are populated. Moreover, higher D concentration is found in depth of samples
exposed at lower temperature, namely the maximum concentration in the sample exposed at
450 K was 0.5 at. % whereas for 600 K it was around 0.36 at. %.

Integrated deuterium amounts as a function of exposure time, obtained by summing
D concentration over the NRA information depth, are shown in Fig. 3 for all exposure
temperatures. The rate at which the damaged layer fills with deuterium depends strongly on
the sample temperature. At 450 K the integrated D amount is approximately 20 % of the
amount found at 600 K after the same exposure time of 121 hours.

The thermodesorption spectra were recorded for the four self-damaged W samples after
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Figure 2: Deuterium concentration depth profiles at different times during D atom exposure
at 450 K, 500 K, 550 K and 600 K. Damage profiles, determined by SRIM 2013, are also
included.

D atom loading. Deuterium effusion fluxes, shown in Fig. 4, were determined as a sum of
mass 4 (D2) and mass 3 (HD) contributions. The observed peaks are a result of a collective
effect of D diffusion, trapping, detrapping, self-clustering, etc. Only one peak is visible for
the sample loaded at 600 K and is positioned at approximately 850 K. This is indicating
that only one trapping site type is filled at this temperature. For the sample temperature
of 550 K two peaks are visible in the spectrum, whereas for the lowest two temperatures
three peaks are visible. One can also observe that the high temperature peak shifts to the
right with decreasing exposure temperature. In a previous study [10] an identical sample was
exposed at 500 K to a D atom beam fluence high enough to populate the entire damaged
layer. There, only two peaks were observed, therefore we can assume that the additional
middle peak in the current study is only due to the damaged layer being only partially filled
with D atoms and not due to additional trapping site type. Namely, during the heating of
a partially filled sample, atoms do not diffuse only towards the surface but also deeper into
depth until a flat D concentration profile throughout the damaged layer is achieved. After
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Figure 3: Time evolution of integrated deuterium amount within the NRA information depth
for exposure temperatures of 450 K, 500 K, 550 K and 600 K.

that, a D flux towards the surface depletes the deuterium out of the sample. This results in a
peak with additional low temperature shoulder or two separated peaks in the TDS spectrum,
depending on the initial range of D atoms.

5 SIMULATION

The TESSIM code without surface processes was first used to simulate the TDS spectra.
Simulation results are shown in Fig. 4 for all exposure temperatures. For the initial conditions
we used D range and concentration, as determined from the D depth profiles measured by
NRA. We assumed that each trap type is distributed homogeneously through the damaged
layer down to a depth of 2 µm, not following the calculated displacement damage profile
obtained by SRIM. This is justified by a homogeneous D depth profile obtained by NRA
and homogeneous depth distribution of defects observed by scanning transmission electron
microscopy [10]. Moreover, it was shown by ’t Hoen et al. [29] that the damage level of a
self-damaged tungsten saturates at around 0.2 dpa what in our case results in a homogeneous
damage distribution throughout the most of the damaged layer. The exposure temperature
of 450 K was assumed to be low enough for both traps to be saturated with D atoms. This
enabled us to determine the total concentration of both traps. According to data reported
in [10] D retention reduces by about 5 % due to defect annealing when the temperature is
increased from 500 K to 600 K. This small change we neglected in this study. The TDS
spectrum of the sample exposed at 600 K was used to determine the detrapping energy
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and trap density of the high energy trap type, being 1.87 eV and 40.9 × 1019 traps/m2,
respectively. The simulation confirmed that reducing the D range results in an additional
low temperature shoulder or peak positioned between the low and high temperature peak,
as observed in the TDS spectra of samples, exposed at lower temperatures. The position of
the lowest temperature peak was used to determine the detrapping energy of low energy trap
type, being 1.6 eV. The density of the low energy trap type was determined as the difference
between the integrated D amount and the D amount of the high energy trap type, which
results in the trap density of 12.4×1019 traps/m2. Such detrapping energies were interpreted
to belong to jogged dislocation lines and dislocation loops for low and high energy trap type,
respectively [13]. This set of parameters was used in the following simulations, where D
uptake at different sample temperatures was simulated.
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Figure 4: Simulated (solid lines) and measured (dotted lines) deuterium thermodesorption
spectra for self-damaged tungsten samples, exposed to D atoms at different temperatures.
Heating rate was 15 K/min.

Our next step was to determine the unknown surface parameters, i.e. adsorption en-
ergies Ech, concentrations of adsorption sites ηsurf and the height of the potential barrier
Ebulk. These parameters were obtained by fitting the experimentally determined integrated D
amounts in the samples with the data obtained from the TESSIM code with surface processes
included. The fitting procedure was performed using the simulated annealing algorithm [30],

minimizing χ2 =
∑
i

(yexpi −ymodel
i )

2

σ2
i

, where σi is the uncertainty of the i-th experimental point.

For this modeling two adsorption site types were assumed, since experimentally [22] two
adsorption site types were found on single crystal W with crystallographic orientation (100)
and (110). The preferential crystallographic orientation of this specific W material is (100)
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as reported by Manhard et al. [24] and confirmed by X-ray diffraction (XRD) performed by
the Advanced materials department at Jožef Stefan Institute. Results obtained at different
exposure temperatures were all fitted simultaneously since the values of fitting parameters
should be the same for all cases. The obtained values of the fitting parameters are shown in
Table 1. For the different temperatures as well as for the different fluence steps the integrated
D amounts could be reproduced with high accuracy, as shown in Fig. 5.

Table 1: The values of the fitting parameters, obtained by fitting integrated deuterium
amounts in the samples.

Ech
1 [eV] ηsurf1 [1019 D/m2] Ech

2 [eV] ηsurf2 [1019 D/m2] Ebulk [eV]
0.68± 0.02 0.51± 0.05 0.71± 0.02 1.1± 0.1 0.733± 0.003
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Figure 5: Time evolution of measured (dots) and modeled (lines) integrated deuterium
amounts within the NRA information depth for exposure temperatures of 450 K, 500 K,
550 K and 600 K.

We have also compared the simulated deuterium depth profiles to the experimentally
obtained ones. We found a good agreement between the simulation and experimental data,
as shown in Fig. 6. The calculated diffusion range coincides nicely with the diffusion range,
determined by the NRA technique.
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Figure 6: Simulated (lines) and measured (dots) deuterium concentration depth profiles at
different times during D atom exposure at 450 K, 500 K, 550 K and 600 K.

6 COMPARISON TO PLASMA LOADING

When comparing D retention for W samples prepared in the same manner and exposed to D
atoms [10] or low energy (15 ev/D) D plasma [9, 25] for sample temperatures of around 400
- 500 K the retention is of about a factor of three higher in the case of plasma exposure. In
order to explain this difference in D atom to D plasma loading, we have modeled the results
presented by Markina et al. [9]. There, the same polycrystalline W sample was recrystallized
and self-damaged to a damage level of 0.9 dpa in the damage peak. Then it was exposed at
400 K to D plasma with flux density of 5× 1019 D/m2s for 48 hours. Depth profile and TDS
spectrum were recorded after D plasma exposure, obtaining a homogeneous depth profile with
1.5 at. % of D in the damaged layer and two desorption peaks, as shown in Fig. 7. We have
modeled the experimental results to determine the trapping energies and the trap densities
and to compare these values to those obtained by simulating D atom loading. Experimental
TDS spectrum and the corresponding simulation result are shown in Fig. 7.

Again, two different trap types were used to model D plasma loading. The detrapping
energy for high energy trap type was determined to be 1.69 eV with trap density of 100.4×
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Figure 7: Deuterium thermodesorption spectra for self-damaged tungsten samples, exposed
at 400 K to D plasma from [9]. Simulated spectrum is also included as a solid line.

1019 traps/m2. For the low energy trap type the detrapping energy is 1.36 eV and the trap
density is 86.8× 1019 traps/m2. Both detrapping energies are about 0.2 eV lower compared
to energies obtained for D atom loading. Moreover, trap densities are drastically increased
in the case of D plasma loading. We applied the TESSIM code for D atom loading with
included surface processes, assuming that such concentration of traps is available also for
atom loading and taking the same values for trap energies as obtained for plasma loading.
We obtain higher D concentrations for all exposure temperatures, mainly on the account of
the high energy trap type. Low energy trap type is significantly occupied only at the lowest
two exposure temperatures. At 450 K the higher energy trap type is saturated, whereas the
occupation of the low energy trap type is 50 %. This gives the D concentration of 1.16 at. %.
At the highest exposure temperature of 600 K the occupations of high and low energy trap
type are 86.5 % and 1.1 %, respectively, resulting in D concentration of 0.71 at. %. A possible
explanation for the trap density increase obtained for plasma loading could be the creation
of additional traps during plasma loading. The low D ion energy of around 15 eV is too low
to create any displacement damage, however additional defects could be formed due to direct
implantation of D ions. The presence of D in the lattice could induce stress which reduces a
defect formation energy [31]. Moreover, thermodynamical calculations show a formation of
hydrogen-vacancy clusters for hydrogen concentrations above a critical value [32]. Another
possible explanation is that a different modeling approach is needed in order to be able to
describe both plasma and atom loading with the same set of parameters. Namely, density
functional theory (DFT) was used to show the ability of the lattice defects, such as vacancies
[33] and dislocations [34], to store more than one hydrogen atom. The detrapping energy
is then fill level dependent, i.e. the energy slowly decreases for higher number of hydrogen
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atoms trapped in a single trap. This would explain our shift of detrapping energies to lower
values for D plasma loading. A TDS peak, corresponding to individual trap type, consists
of multiple peaks corresponding to different fill level of the trap. Since plasma loading was
performed with much higher D flux density and direct implantation of ions in the bulk of the
material is possible, the stationary condition is achieved at higher fill level of traps compared
to low flux density D atom loading. Higher fill level results in the shift of the TDS peaks to
lower temperatures and also manifests as higher trap density in models considering only one
D atom per trap.

7 DISCUSSION AND CONCLUSIONS

Deuterium atom loading in self-damaged W samples at different sample temperatures was
studied experimentally by NRA and TDS. Using the TESSIM code including the processes
on the surface and transition of atoms to the bulk and back to the surface enabled us to
model the obtained experimental results.

First, we have compared the determined adsorption energies with the values reported
by Tamm and Schmidt [22]. Two desorption site types, β1 and β2, were observed on a
single crystal W with crystallographic orientations of (100) and (110). These crystallographic
orientations are also present on our polycrystalline samples as determined by XRD analysis.
For the orientation of (100) the reported desorption energies are (1.13±0.04) eV and (1.39±
0.04) eV for β1 and β2 site type, respectively. For the (110) orientation the corresponding
desorption energies are (1.16 ± 0.04) eV and (1.41 ± 0.04) eV. Since the desorption energy
is twice the adsorption energy, Edes

i = 2Ech
i , our values for desorption energies are (1.36 ±

0.04) eV and (1.42±0.04) eV. These values are in good agreement with the β2 desorption site
type on both, (100) and (110) crystallographic orientations. However, one should notice that
our determined values for adsorption energies are almost the same within their uncertainties.
Therefore we have performed additional simulation with only one adsorption site type. The
chosen adsorption energy was the mean of previous two values Ech = 0.7 eV and the density
of adsorption sites was the sum of previous values ηsurf = 1.61× 1019 D/m2. This additional
simulation resulted in a similarly good fit compared to the previous simulation with two
adsorption site types.

From the simulation of the experimental results the determined potential barrier is Ebulk =
(0.733 ± 0.003) eV, giving the activation energy for migration from the surface to the bulk
of (1.41 ± 0.02) eV and (1.44 ± 0.02) eV for the two adsorption site types. The determined
activation energies are similar to those obtained by Hodille et al. [13], (1.33± 0.04) eV and
(1.55±0.02) eV. There, experimental results from [10] and [11] were modeled by MHIMS code
[35] with included surface processes. Diffusion parameters obtained by DFT calculations were
used (Ediff = 0.2 eV), whereas experimentally obtained values from [17] (Ediff = 0.39 eV)
were used in our present study. Since deuterium atom absorption in W is a surface limited
process, similar modeling parameters values were determined in both studies, even though
different diffusion parameters were used.

According to Fig. 1, the heat of solution is defined as Qs = Ebulk − Ediff . Taking into
account the diffusion barrier for tungsten Ediff = 0.39 eV [17] and the value for Ebulk as
determined in this study, the calculated heat of solution is Qs = (0.343 ± 0.003) eV. This
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value is approximately three times lower compared to the value, reported by Frauenfelder
[17], Qs = 1.04 eV. To match this value for the heat of solution, the potential barrier for
migration into the bulk should be Ebulk = 1.43 eV. However, the simulation showed that this
value is too high to describe our experimental data since the migration from the surface to
the bulk is then too slow and integrated D amount is far too low. Therefore, in this additional
simulation with the fixed, higher value for the potential barrier Ebulk we also allowed direct
penetration to the bulk of the material for some fraction of impinging deuterium atoms.
This is motivated by molecular dynamics (MD) simulation that showed some fraction of D
atoms with energies below 1 eV could penetrate to the subsurface. This fraction can be 0
or 0.05, depending on the chosen interaction potential between tungsten and D atom [36].
However, we needed to use much larger fractions of penetrating atoms than predicted by the
MD simulation in order to compensate for the negligible migration from the surface to the
bulk of the material due to high potential barrier. The penetration depth was taken to be
0.2 nm [15] and the implantation distribution was assumed to be a Gaussian function with
the center of the peak at the penetration depth and standard deviation of 0.1 nm.

Figure 8 is showing the integrated D amounts after the exposure to D atoms for 121
hours as a function of exposure temperature. Experimental results and simulation with
Ebulk = 0.733 eV and no direct atom implantation are compared to modeling results, where
Ebulk = 1.43 eV was used and 20 % and 80 % of unreflected impinging D atoms were allowed
to penetrate directly into the bulk. We found a huge discrepancy between the temperature
dependence of experimental results and modeling with high value of Ebulk. Experimental
data show an increase of integrated D amount with exposure temperature, whereas modeling
results have a decreasing trend. This dependence is a consequence of high value of Ebulk, which
makes the migration into the bulk negligible. Therefore, the surface and bulk processes are
decoupled and the only source of D atoms in the bulk is direct atom implantation, which is
temperature independent. Since the probability for atom detrapping and desorption is higher
for higher temperature, the integrated D amount is lower at higher temperature. In order
to successfully model the experimental data a temperature dependent source of atoms in the
bulk is needed, producing more atoms for higher temperature. This is achieved by lowering
the bulk barrier Ebulk or by assuming temperature dependence of some other parameters (e.g.
surface atom reflection).

A possible explanation for Ebulk being lower as compared to Frauenfelder could be the
use of different W grades. In our case we used polycrystalline W samples with the grain size
of 10-50 µm. Since the probing 3He ion beam has a diameter of approximately 2 mm, we
are measuring deuterium concentration over many grains and grain boundaries. Deuterium
diffusion in the grain boundary can be largely enhanced compared to the diffusion through
the grain itself [37]. Therefore, our determined value for the potential barrier Ebulk is actually
an effective value, averaged over many grains and grain boundaries. However, there is no
information about the grain size of the sample used in [17], therefore no direct comparison
can be made.

Models, assuming only a single hydrogen atom occupying one lattice defect, are consid-
ered to be adequate for explaining simple hydrogen loading in the material. However, such
models fail to describe some more complex experiments, such as e.g. low temperature isotope
exchange [38]. Indeed, our simple model was capable of describing experimental results of
both, D atom and plasma loading, but the values of modeling parameters differ for both
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Figure 8: Integrated D amounts as a function of exposure temperature obtained experimen-
tally (black squares) and by modeling with Ebulk = 0.733 eV and no direct atom implan-
tation (black line), Ebulk = 1.43 eV and 20 % direct atom implantation (red circles) and
Ebulk = 1.43 eV and 80 % direct atom implantation (blue triangles). Integrated amounts
correspond to D atom exposure with a flux density of 4.2× 1018 D/m2s for 121 hours.

types of loading. This could indicate that such model is not providing a realistic picture of
deuterium tungsten interaction and only effective parameter values are determined for each
individual experiment. The difference in the parameter values could imply that fill level
dependent model is needed also for the simulation of simple hydrogen loading experiments
in order to obtain proper understanding of the studied interactions and to develop realistic
models applicable for a broad range of experimental conditions, especially large flux ranges.
However, at present we cannot exclude creation of additional damage due to ion implantation
as a reason for the difference between atom and plasma loading.
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