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Abstract

A series of neon seeded JET ELMy H-mode pulsesnsidered from the modeling as well
as from the experimental point of view. For twofeliént Ne seeding rates and two different
D puffing gas levels the heating powBfeat, is in the range 22-29.5 MW. The main focus is
on the numerical reconstruction of the total rastigbower (which mostly depends on the W
concentration) and its distribution between core aivertor and ofZeff (which mostly
depends on the Ne concentration). To model witls#iieconsistent code COREDIV the core
and the SOL two input parameters had to be adjusted by case: the SOL diffusivitys&,
and the core impurity inward pinctyincn. Dsor had to be increased with increasing and
the level ofv,incn had to be changed, for any givERe, according to the level dPhea: it
decreases with increasifyes. Since the ELM frequencyg v, is experimentally correlated
with Prey, (it increases withPhe) the impurity inward pinch can be seen as to dépmerig v.
Therefore, to maintain a low,nc level (i.e. highfeim) 'ne/Phear Should not exceed a certain
threshold, which slightly increases with thg rate. This might lead to a limitation in the
viability of reducing the target heat load by Nediag at moderatEp, while keepingZe at
acceptably low level. In the considered range aiperatures and densities, the numerical
results suggest the balance between friction amednial forces to be in favour of the

frictional drag for tungsten, thus providing a sfgrant W screening effect.

- see the Appendix of X. Litaudon et al., Proceedings of the 26th | AEA Fusion Energy Conference 2016.
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1.Introduction

For a fully metallic device like JET with the ITERke-Wall (W divertor, Be wall)made in
view to meet the requirements of low fuel retentsord low erosion in a next step device,
impurity seeding is an essential technique to redine power load to the targets, via
enhanced edge radiation. Indeed, the naturallyraoguradiation losses are low (~ 25-30 %
of the heating power), as compared to those witharatarget (~ 50 %). Significant progress
has been made at JET in reducing the heat andlpddad to the divertor plates by injecting
light impurities as N, Ne and Ar, expecially in tH&=R-relevant vertical-target configuration
(low and high delta), ap+ 2.5 MA and B= 2.7 T[1,2].

In contrast to Ne injection with carbon PFC, Nedseg in ILW causes significant changes in
the radiation pattern also in the core plasma. @dlge Ne injection not only leads to
enahanced radiation in the SOL and around the Xtpas for carbon sorroundings, but also
to increased tungsten release, with related enbacme radiation and, possibly, to reduced
ELM frequency. This can cause excessive impurisydence time and may lead to impurity
accumulation3]. This paper, based on experimental JET data asasedin core-SOL self-
consistent modelling, is focusing on the relati@tween the level of Ne seeding rate and the
change in the impurity transport.

Among a number of experiments carried out receatlseries of Ne seeded low-delta ELMy
H-mode pulses with heating powét,e:, up to 29.5 MW and with two different levels of
seeding rate as well of gas fueling is consid@rgtie present study.

We have focused our interest on the global radigtimperties of these pulses as well as on
impurity transport and on the effective chargg:;, neglecting other aspects of these
discharges, as, for example, the confinement ptiese(see refl,2,4]). In particular,an
anomalously higlZes is observed to occour when, for given level$gf: and of gas puffing
ratelp, the Ne seeding exceeds a certain thresholdidrcise the incrementdl; caused by

Ne seeding is higher than that expected from tladee incremental radiated power. It is also



observed that the ELM activity decreases signifigarwhile the plasma enegy remains
unchanged.

In these pulses the volume average density,<is in the range 6-7 x 10m3, Py from 22

to 29.5 MW (NBI+ICRH), the two steps in Ne seediage are 5 and 12 x {0e/s and the
two steps in B gas fuelling rate are 1.9 and 3.6 ¥4 The radiated power fractiofkdo=
Prag'°'/ Pheat) changes from 0.47 to 0.61 and the ratio of radigiower in the SOL to the
total one Prag " / Prag' O') is between 0.35 and 0.43. The main aim of thiskvemnsists in
reproducing numerically, for each pulse, the etatttemperature {r), and density 4fr)
profiles in the core plasm®&aq'"" , Prad-/Prag' ' andZe: by changing a limited number of
inputs : <>, Prear andlMye (S€e next section). It is worth mentioning that éach “shot-
point” the simulation outputs shown in Sect. 3 alotained from a single run, i.e. all the
guantities are calculated simultaneously. Indeedyerical simulation of these discharges is
being made in view of finding the best conditiormding to highfrap together with
acceptabl&g for a situation as close as possible to a reat@x@ntal pulse.

For the simulations we have used COREDIV c@gle which self-consistently couples the
plasma core (1-D) with the plasma edge (2-D) ardntlain plasma with impurities. Indeed,
both the impurity ionization and radiation lossestcibute to the establishment of the electon
density and temperature profiles. Although the $atmons refer to the inter-ELM phase of
the discharges, since production as well as flgsbut of W due to ELMs is not accounted
for in the present model, the numerical resultshinige compared with experimental data
averaged over several ELM perigds’].

Section 2 deals with the description of the nunarimodel COREDIV. In Sect. 3 the
numerical results are compared with experimenttd.daiscussion is made in Sect.4 and the

summary in Sect.4.

2The COREDIYV code

Since the energy balance depends strongly on tingling between the bulk and the scrape-
off layer (SOL) plasma, modeling requires the tpams problem to be addressed in both
regions simultaneously. The physics model usedhenGOREDIV code is based on a self-
consistent coupling of the radial transport in tlhee to the 2D multifluid description of the
SOL.



In the core, given as code input the volume average electaosity <>, the 1D radial
transport equations for bulk ions, for each ion@astage of each impurity ion (Be, Ne and
W) and for the electron and ion temperature areesblThe electron and ion energy fluxes
are defined by the local transport model proposerki. [8] which reproduces a prescribed
energy confinement law. In particular, the anomaltve¢at conductivity is given by the
expressiory e; = Ce; * @/1e* F(r) wherer is the radial coordinate,is the plasma radiusg

is the energy confinement time defined by the ELIMynode scaling law and the coefficient
(Ce = CG) is adjusted to have agreement between calcukaedexperimental confinement
times. The parabolic-like profile functidf(r) , which may slightly change from run to run in
order to match with the actual profiles of the ekpental pulse to be modelled, can be
modified at the plasma edge to provide for a trartsparrier of chosen level. The main
plasma ion density is given by the solution of thdial diffusion equation with diffusion
coefficientsDi= De = 0.2y ¢, as in refi8]. Note, however, that the solution of the diffusion
equation is largely independent of the exact valugd .. Indeed, a change D/ e causes a
consistent change in the source term, since thegeelectron density is a COREDIV input.
An anomalous pinch velocity can be applied to ttennons to account for possible density
peaking. In all these simulationg;,n(main) = - 0.05 m/s. For the auxiliary heating,
parabolic-like deposition profile is assunmgh(r) = Po (1-r%/a’)’ wherey is in the range 1.5-
3, depending on the quality of the auxiliary hegtifhBl or/and ICRF. For all the pulses
considered in this study=2, since the fraction of ICRH power level to tloeat power is
nearly constant, Ekn/Pner = 0.2. The impurity diffusion coefficient is set be equal to that
of the main ions and an anomalous impurity pinchiven as input, in the range 0 to -1 m/s
for the pulses here considered (see SecIl®. pinch profile increases linearly, in absolute
value, from zero at the plasma centre to its marinfilne value we quote) at r = a.

In the SOL the 2D boundary layer code EPJ9¥] is used, which is primarily based on
Braginskii-like equations for the background plasmnad on rate equations for each ionization
stage of each impurity species. An analytical dpgson of the neutrals is used, based on a
simple diffusive model. COREDIV takes into accouhé plasma and seeded impurities
recycling in the divertor as well as the sputtemprgcesses at the target plates including W
sputtering by deuterons, self-sputtering and spogedue to seeded impurities. (For

deuterium and neon sputtering and tungsten settesmg the yields given in ref$10,11]



are used). W self-sputtering accounts for about 1@P4he total W release, for the
simulations presented in this paper. The recydimgfficient is an external parameter which
in COREDIV depends on the level of the electronsitgrat the separatrixenep given as an
input, and increases with increasingsks

A simple slab geometry (poloidal and radial dil@ns) with classical parallel transport and
anomalous radial transpdiPso. = ¥ = 0.5 xe , Where xe ranges typically 0.5-1.87/s), is
used and the impurity fluxes and radiation losse#ipurity ions are calculated fully self-
consistently. Although the values of the transposfficients in the SOL are generally quite
comparable to those at the separatrix, in the ptesienulations the value ddgo is set
arbitrarily (in the range 0.4-0.7%s) in order to match with the core-SOL distributiof the
radiated power, depending on the different levélsl® seeding rate (see next section). All
the equations are solved only from the midplanéh&divertor plate, assuming inner-outer
symmetry of the problem. This implies that the expental in—out asymmetries, observed
especially at high density-high radiation levele arot reproduced in COREDIV results.
However, for all the different situations examinga far (with carbon plates and with the
ILW, and with different seeding level§,17]) the COREDIV numerical reconstructed total
radiation in the SOL matches well with the totapesmentally measured SOL radiation,
indicating that for JET conditions the edge-coreREDIV model can describe the global
trend of this important quantity.
The coupling between the core and the SOL is madenposing continuity of energy and
particle fluxes as well as of particle densitiesd @emperatures at the separatrix. The
computed fluxes from the core are used as boundanglition for the SOL plasma. In turn,
the values of temperatures and of densities cakdilan the SOL are used as boundary

conditions for the core module

3. Experiments and simulations

Fig.1 shows some time-dependent traces of the four puwieder exam. In JPN 87190 (top
left) Pheat (NBI +RF) is 22MW,Mye = 0.5 16%/s and for t < 14.5 s with, =3.6 x 16°e/s
ELM activity is stationary withig. =40 Hz,Zs=1.9 andfirap =0.47. Starting from t=14.5s the
gas fueling decreses kg =1.9x 1G° e/s and the ELM behavior is non-stable, alteratin

periods of ELM activity withfg = 40 Hz with ELMy-free periods. Correlated also hwé



slight decrease in sh, Zg goes up to 2.4 anfap=0.52. In JPN 87191 (top right) the two
gas fuelling steps are interchanged in time, beir thalues are quite similar to those in the
previous pulse, while the neon seeding level resain = 0.5 16%/s. WithPpes = 26 MW,
ELM activity is stable at bothp, fg = 60-70 Hz, withZg around 2 andikap =0.54 and 0.47
respectively. In JPN 87192 (bottom leffe=1.2 1G%e/s while all the other inputs are keept
as in the previous pulse. ELM activity is non-séablith fg y= 5-9 Hz,Z« in the range 3.4-
3.0 andfrap around 0.55. Adding 1 MW of ICRH, as in JPN 8718éttom right) up to
t=14.5s, does not improve the situation with resgecZs and fgm. At t=14.5s, 2 more
megawatts NBI are added resulting Baer = 29.5 MW. Even though no significant
improvement is observed with respect 4g, a tendency towards a more regular ELM
behavior might be seen, with yy which becomes 15Hz. A summary of the experimesdéad

for the 7 time slices (“shot-points”) belongingthe 4 pulses examined is given in table 1. In
the following, comparison is made between the @rpental data ofable land COREDIV
numerical results.

Before comparing and discussing the global qu&dilof the core and the SOL, the
experimental (from High Resolution Thomson Scattgdiagnostic) and simulated &nd n
profiles in the core plasma of one of the four palbere considered (JPN 87194 t= 14.9 s)
are shown irFig. 2, as an example. Although some discrepancies iexget-simulation can
be seen, these discrepancies are marginally irtfliserthe numerical reconstruction of the
global quantities of the core plasma. Indeed, dube rather flatness of the profile, small
differences experiment-simulation in the grofile in the confined plasma cause a marginal
effect on the level of the reconstructed radiatedvgr. On the other hand, recalling that
impurity transport is set to be anomalous in thespent version of COREDIV (see Sect.2), the
differences experiment-simulation in thggradients are also of minor concern.

Fig.3ashows the tomographic reconstruction from bolommetata for one typical Ne seeded
JET pulse. It is apparent that a clear limit betwt® radiation emitted in the core and that in
the SOL is difficult to define within the uncertéigs in space and absolute numbers of the
measurement, especially in the vicinity of the xapoTherefore, we have followed a
procedure, used at JET3], by which all the power radiated below Z= -1 m isisidered as
divertor radiation. Since neon radiates partlyha SOL and partly at the very edge of the

plasma core around the X-point, this assumptionstwut to include the total radiation



emitted by Ne in what we call “experimental divertadiation”. Being the core module of
COREDIV one-dimensional (see above), the simuldtedadiation inside the separatrix is
poloidally uniformly distributed and it is locateas in the experiment, at the very edge of the
core (sed-ig. 3. To compare consistently simulations with measaats we have therefore
added the COREDIV neon radiation emitted at the welge of the core to the COREDIV
SOL radiation, resulting in the “simulated divert@diation”. InFig. 4 the seven “shot-
points” have been ordered accordingPipy; and the four points referring #,e,=26 MW
have been slithly displaced P to avoid superposition. The points referringlfi@g=1.2
107%/s have been drawn with larger symbélsis.4a,b,cshow thatPaq™", Prag - / Prag'©"
andZg have been numerically reconstructed with sufficeecuracyFig.4d shows that the
experimentafrap (as well as the simulated one) does not increaggfisantly by increasing
Nves Which, however, leads to a clear increas&dn This point is made more clear by
noting that the quantit,.q'" / (Zeff-1) x n? [14] drops nearly by a factor of 2 at higke
(Fig.4e) Figs. 4fand4g show that the volume averaged W concentratiom(f8XR) and
the central plasma N¥ ion concentration (from CXRShatch relatively well with the
reconstructed ones, considering the error barr(29%) of the measurements. The electron
temperature at the outer stike point, measured Py\ith significant error bar), is in the
range 6-9 eV (9 eV for the pulse at 26 MW wiitl, = 0.5x16° e/s), while the simulated one
is in the range 4-6.5 eV. Considering that the erpental T. at the inner strike point is
about 2-3 eV lower than at the outer one, the dEncy experiment-simulation is consistent
with the COREDIV SOL model, in which in-out symmets assumed (only one target plate,
see Sect. 2)-ig.4h shows that high\e level is an effective tool to reduce the powethe
plate also at higPn«. (Note that inFig. 4hPso is calculated in COREDIV summing up all
the losses inside the separatrix, including theraiiation in the confined plasma). The
simulated recycling D fluxed,p, are about a factor of 2 higher than the LP expental
ones. This depends on the value of the COREDIVtimgbectron density at the separatrix,
Ne_sep INdeed, the recyclindeuterium flux is not a free parameter in the mddeé Sect.2),
but it is linked to the input value of Bep Which, in all these simulations is in the rangé50
0.5 x <n>. [6]

Together withPre;, <ne> andl \e two other input parameters have been changed-{sfiot”

to “shot-point” in order to match simulations widxperiments: Bo. and the anomalous



impurity pinch,vpinen. Differently from modelling of unseeded pulseshailso, =0.25 nd/s, it
has been setda, =0.45 ni/s for the points aff ne=0.5x1F%/s and QoL up to 0.65 s for
the points af ne=1.2x 1G?e/s. This dependence o&& on the level of y¢ is made to match
the simulated with the experimentks™". To match both the simulatdti.® (i.e. Prag' °"

- Prag>") andZg with the experimental datsgincn had to be changed from - 0.3 m/s up to -
0.8 m/s. It might be observed (see Fig.4f) thatantrast to g, Gy is relatively insensitive to
the application of a higlyincn for the pulses at high€ie. This does not depend on a reduced
W flux at higherlne (see Fig.5), but on the parallel transport in 8@L. Indeed, from the
modelling point of view, the ratio between the impudensity in the central plasma and that
at the separatrix is identical for Ne and W (ilee effect of the pinch is the same for both
impurities). What changes is the ratio betweendiresity at the separatrix and the flux at the
plate, which is higher for Ne than for W up to atéa of 4. This numerical result, supported
by experimental data, suggests that the balanagebat friction and thermal forces in the
SOL is in favour of the frictional drag more for ¥an for Ne [15] providing for W a high
divertor retention and screening effect.

It turns out thawine is correlated withfe v, as seenn Fig. 6a It has to be pointed out,
however, that there is no experimental evidencehahge in impurity density peaking with
decreasindg v and that the d'profile is centrally peaked for all these (partRf centrally
heated plasmas, while the profile is flat. Considering, moreover, thaf.., is a numerical
tool introduced to change the impurity dwell tingedifferent numerical approach has been
sought to account for the increas&d at lowfg y. In fact, a new set of simulations has been
performed in which the impurity inward pinch is keéeonstant\(inch = - 0.3 m/s) for all the
seven shot points and machting between experimants simulations is searched by
adjusting the impurity diffusion coefficient in tlere plasmaimp-core. IN all the simulations
previously reported the impurity diffusivity in tloere plasma is set to be equal to that of the
main ionS Dinp-core = Dmain ions(S€€ Sect. 2), while in the new set of simulatidRg-core/Dmain-

ions Nhas been scanned to find the best match expesmsanulations. The numerical results
previously reportedas in Fig. 4 have been fairly well reproduced applying valoé®iy,.
core/ Dmain ions Which decrase with decreasifigy, Fig, 6h Recalling that in the COREDIV
model Diain ions= De = 0.2Ye the decrease iDimp-core/Dmain ions IMplies an increase immp/Tg,

wheretimp is the impurity dwell time.



With respect to the mechanism responsible for dueicedfz v at higher Ne seeding rate it
seems reasonable to relate the drofgin with the little increase in the radiated powemiro
the main plasma volume. With larger core radiatiomgre time is needed to restore the
pedestal with the heat flow from the plasma coreradn ELM crash [16]. However,
considering also the modest reduction in the pdwehe SOL for the three “shot points” at
the higher Ne seeding rate and the enhanced mdiatiound the X-point, other driving
mechanisms cannot be excluded.

Since the key parameters of this study e Pre andMp, the seven data points above
considered plus two from JPN 87194 at t< 14 s Anektpoints belonging to a quite similar
series WithPhe= 24 MW andlp = 4.1 x 16? el/s (JPN 87090-927]) have been labelled
according to their value dine/Preat and plotted as function défp, Fig 7. Although it is not
possible to draw any quantitative dependence frioesd data, the plot shows the positive
effect of higher gas puffing rate on enhancingléwel of I'no/Phreat at Whichfg y remains in

excess of 40 Hz.

4. Discussion

The absolute value of the numerical neon seeditg Fa.(num), used in COREDIV to
match simulation-experiment for the four “shot pisinat Mye = 0.5 x 16%/s is lower than
the experimental one. The inplis(num) depends, indeed, on the input Ne recycling
coefficient, Re, as shown in Fig 8 for one of the considered pulsd . = 0.5 x 16%/s.
Since we made, arbitrarily, the choice of setting R0.8, the resulting numerical Ne seeding
rate islne = 0.32 x 16%/s i.e. about 0.65 Kye (experimental).

More relevant, it was not possible to model sattsfaly the three ~ shot points™ at highege

by increasing in COREDIV thEpe by a factor of 2.4 with respect to that of therféshot
points™ at lower \e, as in the experimentde inlet valve signals (see Fig. 1). Match of
Pag'O' and of its distribution between core and SOL, Zf and of the impurity
concentrations was only possible by increadingby a factor of 1.45- 1.5, and by changing
Dimp andvpinch, @S mentioned in Sect.3. For example (see Figstating from the shot point
87191 at t=14.5 (experimental. = 0.5 x 16%/s ) and going toward the shot point 87192 at
t= 14.5 Prag' "' =15.2, Prag™" | Prag ' =0.4, Z&=3, experimentallye =1.2 x 16%l/s),
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increasing Mne(numerical) by a factor 1.6 the resultinBag'°' (=15.6 MW) and
Prag - /Prad™" (=0.41) reproduce almost satisfactorily the experital values of the shot
point 87192 t= 14.5 s, buds (=2.34) as well as the impurity concentrations taie low.
IncreasingMne(num) by a factor 1.9Pq'°" (=16.1 MW) andPaqX " /Prag' O (=0.43) are
somewhat higher that the experimental values whie (=2.6) as well as the impurity
concentrations remain lower. Incresing furtHag(num) by a factor 2.3, the resulting
numericalPrag' ©' (=16.8 MW) andPaa - /Prag' ' (=0.47) are quite above the experimental
values whileZg (=2.87) and the impurity concentrations are stilittle lower than in the
experiment.

The reason for this discrepancy is not clear,as0 Among many concurrent possibilities,
this might be linked to the over-simplified CORED§éometry of the SOL, which does not
account for the divertor closure of the verticalg&t configuration of these pulses, with
possible related changes in the neon divertor cessprn.Indeed,in the case of impurity
recycling in the divertor (rare gases) impurity figaression” by the frictional drag may occur
[17]. (In JET the neutral Ne pressure in the dimers not known, which renders not possible
an estimate of the pumping efficiency). Also theerxmental strong increase in the radiation
from around the X-point may play a role. The reducbf T, (X-point) leads to a shift in the
ionization and recombination front [18], with pdssi related change of the neutral
compression in the divertor. Another possibilgyelated to the fact that while in COREDIV
the sedeed neon enters directly the plasma, irexperiment neon is puffed in the private
region: increasing the divertor density with insieg INve(exp), the Ne penetration depth
may decrease, resulting in the reduction of efffiective Ne seeding rate [19].

Using the actual steady-state version of COREDIX itot possible to simulate the effect on
W release caused by single ELMs. However, fop@ibove 3-4 eV the W sputtering yield by
Ne together with that by Be and by W self-sputgnmovide a simulated W flux, which is
comparable to that experimentally observed for ith@st common JET ELMy H-mode
situations, once the data are averaged over tmpeslfg v [6]. Indeed, in JET ELMy-H
mode the experimentdly is found to be in the range 3-9X18 [20,21], as in COREDIV
simulations. In particular, for this series of g8 the intensity of the WI emission line at 401

nm, measured at the outer divertor, shows a sligbtease with increasingl e, in
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gualitative agreement with the calculated COREDdtakW fluxes, which increase, in total,
from about 6 to 9.5 x s, Fig.5.

The necessity of introducing in the simulationsasomalous inward pinch (or aad hoc”
decrease in the impurity diffusion coefficient)rtmtch experiment-simulation for the pulses
at low fg m is correlated with the impurity flushing out menisans by ELMs[16], and,
specifically, with the experimentally observed d&se in W density in the core plasma for
feum @above 40 HZ21]. In fact, ELMs are simultaneously the main caus&/ofelease and of
impuritiy outflow [22].

Taking 40 Hz as the minim#&_y for impurity accumulation avoidance and considgtimat
for these JET pulses is 0.15-0.2 s, the resulting X fg v IS 6-8, which is not far from the
value of 10, found in previous studies as the mahivalue of e x fgm to avoid W

accumulatiori22,23].

5. Summary and conclusions

In spite of the inner-outer symmetry assumption ahdhe analytical description of the
neutrals which both might hamper the validity oé t8OL model especially for situations
close to detachment, the global properties of @&, &s the radiated power and the average
electron temperature at the plate, are sufficiewgyt numerically reproduced, due also to the
adjustement of the particle diffusion coefficientthe SOL, Qo.. The change in &, is a
technical tool to fitting the numerica&®. - with the experimental one and although it
reflects the increase in collisionality with desieg the divertor temperature it includes also
the action of other mechanisms as change in friatidorces and in flux expansion [1]. An
inward impurity pinch (or, alternatively, a redwstiin the impurity diffusivity) had to be
introduced in order to model the pulses at highnneeeding rate, which disply abnormally
high Zg and Ne concentration. This is experimentallytezglao the decrease ia v, likely
dependent on the reduction of the power to the SOL.

COREDIV results show that the frictional drag i tmain parallel transport mechanism for
W in the SOL, thus providing a significant W scriegn

The reason why the numerical Ne seeding rate isimexdrly related to the experimental one
remains an open question, at present. Analysis mithe sophisticated models and/or more
experimental data would be needed to clarify tloisifp
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Experiments and COREDIV modelling indicate that $&=ding is an efficient method to
maintain the power load to the target plates aepteble level also at highney (order 30
MW) in JET-ILW pulses. However, the level bfe should be modulated according to the
level of 'p and ofPre 10 keepZg at acceptable values. Indeed, when for givemndPreat

the neon seeding rate exceeds a certain thresBAREDIV simulations indicate that an
inward impurity pinch (order -1 m/s) is triggerear,(alternatively, a decrease in the core
impurity diffusivity), esperimentally related toehreduction in the ELM activity and to a
significantZg increase. To this point it is worth recalling tiiag “shot points” at lowedsg v

are experimentally correlated to the high€sg/P.ux as well as to the highest energy
confinement enhancement factoggH

The simplifying assumptions made in COREDIV in orde model self-consistently the
complex interaction core-edge plasma certainlynatiée the validity of some quantitative
numerical results. However, the simulation of tlksps here considered shows a clear trend
and suggests a limit in the level bfe / Paux (nence infrap) at moderate gas puffing rate, if
the decrease in ELM activity and the related ineega impurity dwell time is to be avoided.

This, of course, refers only to the case of unadletd (natural) ELM frequency.
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Figure captions

Fig.1. Experimental time traces of the four pulsgamined. The seven time slices of the
simulated “shot points” are shown.

Fig.2. Experimental (HRTS) and reconstructedid n profiles for JPN 87194 t=14.9 s.
Fig.3. a)Tomographic reconstruction of the radigtewer density for a typical neon seeded
JET pulse at highPhea;, JPN 87194 t= 15s. b) COREDIV simulated radiated/gr density
profile by neon inside the separatrix.

Fig. 4. Comparison experiment-simulation for theese“shot points” here considered.

Fig. 5. Numerical W fluxes and experimental WI lineensity

Fig.6. a) Numerical pinch velocity vs. experimerEaM frequency. b) Numerical iRy/Dmain
in the core plasma vs. experimental ELM frequency

Fig.7. Experimental ne/Preat VS b With different symbols fofg y > 40 Hz andg v <20Hz.
Fig. 8. Numerical Ne fluxes versus input Ne reayglcoefficient for JPN 87191.

Fig.9. Prad O, Prag -/Prag' O @andZes as a function of the ratio between infut andl e of
pulse 87191.
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Pheat s rz’\ie Ne(0) Te(0) | Hos | frap | Pgpp Z_. | Ponv/Pror | fewu
MW | ka0 1s) | BP0 ST g0 | kev [MW] | brem. [Hz]
22 3.6 5 8.3 35 [ 068|047 | 104 1.9 0.42 40
1.9 5 7.6 44 | 0.76 | 0.52 | 115 2.4 0.43 40/2
26.5 3.6 5 8.4 41 | 0.73 | 0.54 | 143 2.1 0.4 65
1.9 5 8.0 44 | 0.68 | 047 | 123 2.0 0.35 60
26.5 3.6 12 8.0 53 [ 0.79 | 0.57 | 15.2 3.0 0.39 9
1.9 12 7.5 55 [ 0.79 | 0.54 | 143 3.3 0.4 5
29.5 3.6 12 8.0 57 | 08 | 0.6 | 18.1 2.9 0.4 15

Table I. Summary of the experimental data
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