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Abstract The MPI-ESM1.2 is the latest version of the Max Planck Institute Earth System Model and is the
baseline for the Coupled Model Intercomparison Project Phase 6 and current seasonal and decadal
climate predictions. This paper evaluates a coupled higher-resolution version (MPI-ESM1.2-HR) in comparison
with its lower-resolved version (MPI-ESM1.2-LR). We focus on basic oceanic and atmospheric mean states
and selected modes of variability, the El Niño/Southern Oscillation and the North Atlantic Oscillation. The
increase in atmospheric resolution in MPI-ESM1.2-HR reduces the biases of upper-level zonal wind and
atmospheric jet stream position in the northern extratropics. This results in a decrease of the
storm track bias over the northern North Atlantic, for both winter and summer season. The blocking
frequency over the European region is improved in summer, and North Atlantic Oscillation and related storm
track variations improve in winter. Stable Atlantic meridional overturning circulations are found with
magnitudes of ~16 Sv for MPI-ESM1.2-HR and ~20 Sv for MPI-ESM1.2-LR at 26°N. A strong sea surface
temperature bias of ~5°C along with a too zonal North Atlantic current is present in both versions. The sea
surface temperature bias in the eastern tropical Atlantic is reduced by ~1°C due to higher-resolved orography
in MPI-ESM-HR, and the region of the cold-tongue bias is reduced in the tropical Pacific.
MPI-ESM1.2-HR has a well-balanced radiation budget and its climate sensitivity is explicitly tuned to 3 K.
Although the obtained reductions in long-standing biases are modest, the improvements in atmospheric
dynamics make this model well suited for prediction and impact studies.

1. Introduction

The increase in resolution of coupled climate models results in improved atmospheric and oceanic dynamics
and reduces biases in mean state and variability of many quantities. Atmospheric blocking and storm tracks,
for example, are substantially improved by the increase in atmospheric and oceanic resolutions (Scaife et al.,
2011; Zappa et al., 2013). On the other hand, increase in resolution of a coupled climate model often comes
with unexpected problems such as a very weak Atlantic meridional overturning circulation (AMOC), which is
an important quantity in the Atlantic-Arctic climate system (e.g., Polyakov et al., 2010). A stable coupled
climate model can therefore only be obtained by consideration of both climate components, which must
be well-balanced in the atmospheric radiation budget and the ocean circulation. The slowdown of the
AMOC has been a major reason for the provision of the coupled Max Planck Institute Earth System Model
(MPI-ESM) in a relatively low resolution for the Coupled Model Intercomparison Project phase 5 (CMIP5;
Giorgetta et al., 2013; Jungclaus et al., 2013) and current seasonal and decadal predictions (Baehr et al.,
2015; Marotzke et al., 2016). Here we describe the coupled MPI-ESM version 1.2 in a higher-resolution config-
uration (MPI-ESM1.2-HR), which maintains a stable coupled climate and contributes to the upcoming CMIP6
experiments (Eyring et al., 2016) and to the next generation of seasonal and decadal predictions.

The MPI-ESM1.2-HR employs twice the horizontal resolution in its atmospheric component (T127, ~100 km)
compared to its precursors provided for CMIP5 (T63, ~200 km). The impact of increasing the resolution of the
atmospheric component of MPI-ESM (European Centre/Hamburg, ECHAM) has been documented in several
Atmospheric Model Intercomparison Project (AMIP) types of experiments (Hertwig et al., 2015; Roeckner

MÜLLER ET AL. 1383

Journal of Advances in Modeling Earth Systems

RESEARCH ARTICLE
10.1029/2017MS001217

Special Section:
The Max Planck Institute for
Meteorology Earth System
Model version 1.2

Key Points:
• A higher-resolution version of
MPI-ESM1.2 is presented, which has a
well-balanced radiation budget and
stable ocean circulation

• The higher atmospheric resolution
improves North Atlantic storm tracks,
blocking frequency, and NAO
representation

• The higher computational costs
remain manageable and enable
studies of seasonal to decadal
predictions and climate impacts

Correspondence to:
W. A. Müller,
wolfgang.mueller@mpimet.mpg.de

Citation:
Müller, W. A., Jungclaus, J. H., Mauritsen, T.,
Baehr, J., Bittner, M., Budich, R., et al.
(2018). A higher-resolution version of the
Max Planck Institute Earth System Model
(MPI-ESM1.2-HR). Journal of Advances in
Modeling Earth Systems, 10, 1383–1413.
https://doi.org/10.1029/2017MS001217

Received 25 OCT 2017
Accepted 8 MAY 2018
Accepted article online 31 MAY 2018
Published online 2 JUL 2018

©2018. The Authors.
This is an open access article under the
terms of the Creative Commons
Attribution-NonCommercial-NoDerivs
License, which permits use and distri-
bution in any medium, provided the
original work is properly cited, the use is
non-commercial and no modifications
or adaptations are made.

http://orcid.org/0000-0001-7925-9311
http://orcid.org/0000-0002-3849-4339
http://orcid.org/0000-0003-1418-4077
http://orcid.org/0000-0003-4696-8941
http://orcid.org/0000-0002-7368-9764
http://orcid.org/0000-0002-2401-6176
http://orcid.org/0000-0001-9888-7292
http://orcid.org/0000-0002-9883-5086
http://orcid.org/0000-0002-3475-4842
http://orcid.org/0000-0003-2912-1837
http://orcid.org/0000-0003-0365-5654
http://orcid.org/0000-0003-1264-0024
http://orcid.org/0000-0001-9857-9900
http://publications.agu.org/journals/
http://onlinelibrary.wiley.com/journal/10.1002/(ISSN)1942-2466
http://dx.doi.org/10.1029/2017MS001217
http://dx.doi.org/10.1029/2017MS001217
https://onlinelibrary.wiley.com/journal/10.1002/(ISSN)1942-2466/specialsection/MPI-ESM1.2
https://onlinelibrary.wiley.com/journal/10.1002/(ISSN)1942-2466/specialsection/MPI-ESM1.2
https://onlinelibrary.wiley.com/journal/10.1002/(ISSN)1942-2466/specialsection/MPI-ESM1.2
mailto:wolfgang.mueller@mpimet.mpg.de
https://doi.org/10.1029/2017MS001217


et al., 2006). Roeckner et al. (2006) investigate the systematic error convergence in ECHAM5 in different resolu-
tions (T42–T159). In terms of the atmospheric mean state, they show that the mean-squared errors of the zonal
mean climate and stationary waves are reducedwith increasing horizontal resolution. The increase in horizontal
resolution further results in a warming of the troposphere in the middle and high latitudes, confirming earlier
works by Stratton (1999), and leads to an intensification and poleward shift of the jets. Hertwig et al. (2015)
examine the errors in ECHAM6 at the horizontal resolutions T63, T127 (as used here), and T255 (~50 km).
Normalized errors indicate a mean improvement of the mean state for various variables of 14% in T127 and
19% in T255 compared to the T63 resolution. The improvements vary dependent on regions and variables,
but the results are consistent with other publications and basically show improved extratropical key variables.
The mean state errors have also been reduced by ~30% from ECHAM5 to ECHAM6.3 due to improved physics.
This is shown in a forthcoming manuscript describing the developments in the MPI-M ESM version 1.2.

The increase in atmospheric horizontal resolution also affects higher-order moments and variability. The error in
variance of several variables is reduced by ~10% in T127 compared to the T63 resolution in AMIP-type experi-
ments within ECHAM6 (Hertwig et al., 2015). Weather regimes over the North Atlantic, such as atmospheric block-
ing, are also improved with increasing atmospheric resolution (e.g., Berckmans et al., 2013; Dawson & Palmer,
2015). Atmospheric blocking is typically characterized by the reversal of the upper-level geopotential height gra-
dient (e.g., Tyrilis & Hoskins, 2007), persists up to 20 days, and leads to extreme temperatures (Buehler et al., 2011).
However, global climatemodels tend to underestimate the blocking frequency (Anstey et al., 2013; D’Andrea et al.,
1998; Masato et al., 2013). Dawson and Palmer (2015) point out that the simulation of quasi-persistent regimes,
such as atmospheric blocking, are unrealistic in CMIP5-like resolutions and require atmospheric resolutions typi-
cally used for numerical weather predictions. Berckmans et al. (2013) show that European blocking frequency is
improved with increasing atmospheric resolution using AMIP-type experiments, owing to improved simulation
of variability patterns and the mean state. They argue that the improvements stem from a better representation
of the orography, and a positive effect of increasing resolution on transient eddymomentum forcing. Others point
out that improved parameterization of orographic wave drag rather than increasing of resolution can alleviate
typical circulation biases in low-resolution climate models (Pithan et al., 2016).

The combined increase in atmospheric and oceanic resolution of coupled climate models has been tested by
many modeling centers, and basically the biases can be reduced in first and higher moments of different key
quantities. Mean sea surface temperature (SST) bias in the North Atlantic is reduced by increasing the resolu-
tion in the atmospheric and ocean components of the Hadley Centre Global Environmental Model version 3
(Shaffrey et al., 2009). Here the horizontal resolutions of the atmospheric and oceanic components are
increased to ~0.8° and 0.25°. A marked improvement in regional precipitation patterns is found by using
higher model resolutions, for example, in the GFDL CM2.5 coupled model (50 km in the atmosphere,
28 km in the ocean, Delworth et al., 2012), and the Community Climate SystemModel (0.5° in the atmosphere,
Gent et al., 2010). Others have investigated the use of high resolution in the ocean to assess the impact of
ocean eddies on the mean state (e.g., Kirtman et al., 2012).

This paper serves as documentation of MPI-ESM1.2-HR, which is being prepared for CMIP6, and for further
developments of the seasonal and decadal prediction systems. This model version is also compared with
coupled model integrations of MPI-ESM1.2 in lower resolution (MPI-ESM1.2-LR), which is also used for
CMIP6. The developments of the atmospheric component ECHAM6.3 and MPI-ESM1.2-LR are described in
a forthcoming manuscript on MPI-ESM1.2. We start with the description of the coupled model, tuning pro-
cess, and spin-up experiments (section 2), followed by an evaluation of a selected set of variables describing
the mean states in the ocean (section 3). The ocean mean states are examined for temperature, salinity, sea
ice, and prominent diagnostics for the large-scale circulation such as ocean gyres and transports through dis-
tinct passages, and the ocean biochemistry. A special emphasis is placed on the AMOC. The AMOC transports
warm and saline water masses northward into high latitudes and is responsible for approximately a quarter of
the global northward heat transport (Cunningham & Marsh, 2010; Ganachaud & Wunsch, 2000). As such a
stable AMOC that is as close as possible to observational estimates is a basic requirement for mean state
and variability estimates of the North Atlantic coupled climate system and its predictability. The atmospheric
mean state is evaluated in section 4. Here the horizontal distribution of surface air temperature, precipitation,
sea level pressure (SLP), and the vertical structure of temperature and zonal wind are examined. Special
emphasis is placed on storm track climatology and blocking frequency, which is expected to be improved
with increasing resolution, as mentioned above.
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In section 5, two prominent modes of variability are discussed, the El Niño/Southern Oscillation (ENSO) and
the North Atlantic Oscillation (NAO). ENSO is the dominant mode of interannual climate variability, and its
representation in CMIP5 models has been documented in Bellenger et al. (2014). The models in CMIP5 show
an improvement against CMIP3 for some basic characteristics, such as SST amplitude, life cycle, the location
of surface temperature anomalies, and phase locking. Others, such as feedback mechanisms, are underesti-
mated, and a key characteristic, the ENSO spectrum, shows large variation of frequency of occurrence among
the models (Bellenger et al., 2014). Because ENSO is an important diagnostic for seasonal prediction, it is
examined in more detail. The NAO is a further important climate diagnostic, with distinct signatures in the
North Atlantic atmosphere-ocean coupling and impact on continental scale key parameters (for review see
Hurrell et al., 2003; Pinto & Raible, 2012). The NAO describes about one third of total variance and thus is
the most important mode on a seasonal timescale over the North Atlantic-European sector. Predicting the
NAO is of special interest, and recently, progress has been made in achieving predictive skill (Butler et al.,
2016; Dobrynin et al., 2018; Scaife et al., 2014). Therefore, the NAO is also described in more detail. Finally,
a summary and a discussion are given in sections 6 and 7.

2. Model, Tuning and Spin-Up, Experiments and Data
2.1. Model Description

For MPI-ESM1.2-HR (hereafter called MPI-ESM-HR) we use the atmospheric model ECHAM6.3 coupled to the
ocean model MPIOM version 1.6.2. The atmospheric component ECHAM6.3 dynamical core is spectrally
resolved with a truncation at wavenumber 127 (~100 km). The model’s physics are represented on a regular
Gaussian grid in the horizontal and 95 vertical levels, with a relatively highly resolved stratosphere and a
model lid at 0.01 hPa. This vertical resolution was also used in a mixed resolution for CMIP5 (MPI-ESM-MR,
Giorgetta et al., 2013) and allows for a detailed description of tropical waves and an improvement in a wide
range of stratospheric processes such as the quasi-biennial oscillation (Krismer et al., 2013). ECHAM6.3 builds
upon the previous version ECHAM6.1 used for CMIP5, and a detailed description of the model physics and
changes made are described in the forthcoming manuscript of MPI-ESM1.2. In the current version, the
ECHAM6.3 radiation scheme has changed to a Monte Carlo independent column approximation (Pincus &
Stevens, 2013). Furthermore, a stratocumulus parametrization is activated. Also, several bug fixes are imple-
mented in the cloud cover scheme accounting for energy conservation in the atmosphere. Changes in
ECHAM6.3 have led to several improvements in the bias structure, globally and on a regional scale.

For the ocean component, MPIOM is set up on a tripolar (TP) grid at nominal 0.4° horizontal resolution (TP04,
Jungclaus et al., 2013). The TP grid merges a quasi-isotropic grid north of the equator, for which the singular-
ity at the North Pole is replaced over Canada and Siberia, and a Mercator grid south of the equator. A similar
grid is applied for eddy-resolving studies described by von Storch et al. (2012). TP04 can be classified as “eddy
permitting.” In the vertical, 40 unevenly spaced levels are used. The first 20 levels are distributed over the top
700m. The bottom topography is described by a partial-step formulation (Wolff et al., 1997). Themodel’s phy-
sics of the current version of MPIOM remain unchanged with respect to the CMIP5 version, and a detailed
description is found in Jungclaus et al. (2013). An overview of the model resolutions and references is given
in Table 1.

MPI-ESM1.2 includes an ocean and land carbon cycle, comprising the latest ocean biogeochemistry module
Hamburg Model of the Ocean Carbon Cyle (HAMOCC; Ilyina et al., 2013; Paulsen et al., 2017) and the land sur-
face scheme JSBACH (Reick et al., 2013). New components in HAMOCC are the sinking velocity of detritus as a
function of depth according to Martin et al. (1987) and prognostic nitrogen fixers (Paulsen et al., 2017). The
new sinking velocity of detritus increases linearly with depth, and it varies from 3.5 m/day in the upper
100 m to 77.5 m/day at 6,000 m. New components of JSBACH include a five-layer soil scheme compared
to a bucket scheme in CMIP5 and an improved hydrology and soil model in the land biogeochemistry module
(Goll et al., 2015). The JSBACH five-layer scheme accounts for a root zone, which is differentiated into several
layers. Soil-moisture memory is increased and regionally enlarged during dry seasons (Hagemann & Stacke,
2015; Stacke & Hagemann, 2016). The five-layer scheme led to improved seasonal predictions of the
European summer climate (Bunzel et al., 2017). The dynamical vegetation is turned off in MPI-ESM-HR but
turned on in MPI-ESM1.2-LR (hereafter called MPI-ESM-LR). The river runoff is calculated by a horizontal
discharge model (Hagemann & Dümenil-Gates, 2003).
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The oceanic and atmospheric components are coupled without flux adjustment through the Ocean-
Atmosphere-Sea-Ice coupler version 4. The coupling frequency is increased to 1 hr, in contrast to the
CMIP5 version where the coupling frequency was 1 day. A higher coupling frequency improves the diurnal
cycle of convection in the tropical Pacific and enhances the higher SST that appears during El Niño events.
This has an effect on the skewness of the distribution of ENSO events (Tian et al., 2017). The increase in
resolution in MPI-ESM-HR results in a higher demand of the computer resources compared to MPI-ESM-
LR. MPI-ESM-HR currently has a throughput of ~15 model years per day and thus makes it possible to
perform climate simulations. For this, however, the model is run on 106 nodes (each with 36 cores).
MPI-ESM-LR is considerably faster and requires only 16 nodes for a throughput of ~50 model years per
day. The data storage increases by a factor of 5 from MPI-ESM-LR to MPI-ESM-HR considering 6-hourly
model output. This is mainly due to the doubling of horizontal resolution and the number of vertical levels
used form MPI-ESM-LR to MPI-ESM-HR.

It is noteworthy that the presented model versions are tuned with respect to the CMIP5 forcing, because
CMIP6 forcing was not available when the tuning experiments were carried out. In fact, when the CMIP6 for-
cing became available and was adopted, the global mean temperature (GMT) increased and drifted away
from the target of 13.8°C. For MPI-ESM-HR, the GMT increased by only 0.2°K. However, the top of the
atmosphere shortwave incoming and longwave outgoing radiation were balanced, and no further changes
appeared in the ocean circulation (e.g., ~18 Sv of mean AMOC strength at 30–40°N and 1,000-m depth).
Therefore, no further tuning was required for MPI-ESM-HR with CMIP6 forcing. For MPI-ESM-LR the CMIP6
forcing led to large increase in GMT, and tuning was required to achieve the target values (this is shown in
a forthcoming manuscript describing the MPI-ESM1.2).

2.2. Tuning and Spin-Up

Tuning of MPI-ESM-HR is done following Mauritsen et al. (2012) starting with the AMIP-type experiments of
ECHAM6 for the period 1979–2005. This is relatively unproblematic, with only minor adjustments compared
to ECHAM6 of MPI-ESM-LR. Tuned parameters in the cloud scheme are the critical relative humidity, the fall
velocity of ice particles, and the threshold of cloud ice on the Bergeron-Findeisen process. The convection
scheme is adapted through the conversion rate for cloud water to rain and the overshooting fraction. Also,
the timescale of removal of convective available potential energy is changed. The actual values are given in
Table 2. A correction of the orographic wave drag is not necessary, because Northern Hemispheric winds and
surface pressure biases are already adjusted and are similar to the lower resolution.

The equilibrium climate sensitivity (ECS) of ECHAM6.3 is explicitly tuned to 3 K. This target is chosen to
better match the observed centennial warming. A series of test experiments has been conducted with
ECHAM6 to achieve this target. Within these experiments several parameters were identified to control
the ECS, such as the entrainment rate of shallow convection, which made shallow clouds in the tropics
more stable (this is shown in a forthcoming manuscript on tuning the climate sensitivity in MPI-ESM1.2).
This parameter setting is carried over to the coupled models MPI-ESM-HR and MPI-ESM-LR, for which

Table 1
Model Setup of MPI-ESM1.2 (CMIP6), MPI-ESM-1.1 (CMIP5), Their Atmospheric and Oceanic Components, and Respective
Resolutions and References

MPI-ESM1.2-HR MPI-ESM1.2-LR MPI-ESM.1.0-LR

Atmosphere ECHAM6.3 ECHAM6.3 ECHAM6.1
Horizontal resolution T127 (~100 km) T63 (~200 km) T63 (~200 km)
Vertical resolution L95 L47 L47
Reference Stevens et al. (2013)
Ocean MPIOM 1.6.3 MPIOM 1.6.3 MPIOM 1.0.0
Horizontal resolution 0.4° Nominal 1.5° Nominal 1.5°
Vertical resolution L40 L40 L40
Reference Jungclaus et al. (2013) Jungclaus et al. (2013) Jungclaus et al. (2013)
Reference (coupled) Giorgetta et al. (2013)

Note. MPI-ESM = Max Planck Institute Earth System Model; CMIP = Coupled Model Intercomparison Project.
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the ECS is about 3 K. Here global mean yearly mean surface temperature anomalies are regressed
to surface solar and terrestrial radiation. The anomalies are calculated for an abrupt4xCO2 experiment
subtracted from the piControl climatology.

After tuning ECHAM6, in total a 2,000-year spin-up with the coupled model of MPI-ESM-HR is performed with
preindustrial conditions. This spin-up procedure is necessary to run the climate system in to radiative equili-
brium and to reduce the drift in the ocean. The ocean component of MPI-ESM-HR is started from an already
tuned version of MPI-ESM-LR. The Arctic sea ice volume appeared to be too large and, based on experience its
magnitude, is tuned to reach an annual mean value of about 2 × 1013 m3. This is performed by changing the
geometry of melting and freezing processes as described in Mauritsen et al. (2012). Two further changes are
applied to the model during this spin-up. First, the dynamical vegetation module is turned off due to an
increasing bias in the vegetation distribution. Second, the daily coupling is replaced by an hourly coupling.
However, this change is not relevant for either the tuning of radiation equilibrium or the drift in the ocean.
In HAMOCC, switching to hourly air-sea coupling produces a diurnal cycle of light, compared to daily mean
light used in MPI-ESM-LR. This leads to a reduced phytoplankton growth. Therefore, the zooplankton grazing
rate is adjusted to a lower value. The appropriate weathering rates, which are used to compensate the loss of
carbon and nutrient from the water column to the sediment, were calculated according to diagnosis of the
spin-up run.

The final steady state global mean surface air temperature exhibits no drift and stays on the target value of
13.8°C. The net of incoming shortwave and outgoing longwave radiation at the top of the atmosphere is
0.1 W/m2 for MPI-ESM-HR and 0.4 W/m2 for MPI-ESM-LR, for the spin-up and piControl experiments, and indi-
cate a well-balanced radiation budget (Table 3).

2.3. Experiments and Data

The Diagnosis, Evaluation, and Characterization of Klima experiments recommended for CMIP (Eyring et al.,
2016) are performed for MPI-ESM-HR. The experiments include an AMIP-type experiment, a preindustrial con-
trol run (piControl), 1% per year increase in carbon dioxide concentration (1pctCO2), quadrupling of CO2

(abrupt4xCO2), and historical simulations with nineteenth and twentieth century forcing (historical). The
forcing components are chosen from CMIP5, as by the time of writing CMIP6 forcing was not available.
The forcing and experiment set ups are similar to the ones described in Giorgetta et al. (2013).

Table 2
Specific Parameters and Their Active Values Used for the Tuning Procedure for MPI-ESM1.2-HR and MPI-ESM1.2-LR

Parameter MPI-ESM1.2-HR MPI-ESM1.2-LR

Critical relative humidity, surface (crs) 0.994 0.968
Fall velocity parameter (cvtfall) 3.0 2.5
WBF threshold (csecfrl) 1.0 × 10�5 5.0 × 10�6

Convection conversion rate for cloud water to rain (cprcon) 1.5 × 10�4 2.5 × 10�4,
Convective overshooting fraction (cmfctop) 0.23 0.20
Timescale for removal of CAPE (cmftau) 3600 7200

Note. MPI-ESM = Max Planck Institute Earth System Model.

Table 3
Top of the Atmosphere Global Mean Shortwave and Longwave Radiation for MPI-ESM1.2-HR and MPI-ESM1.2-LR

W/m2

Spin-up piControl Historical

HR LR HR LR HR LR

Shortwave radiation 242.0 240.0 242.0 240.0 241.5 ± 0.1 239.5 ± 0.2
Longwave radiation �241.9 �239.6 �241.9 �239.6 �241.1 ± 0.1 238.7 ± 0.2
net 0.1 0.4 0.1 0.4 0.4 0.7

Note. Shown are values for spin-up and piControl experiments, ensemble mean of historical simulations (1979–2005),
and standard deviations derived from respective ensemble members. Units are in W/m2.
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Here we analyze the piControl and historical experiments. The piControl experiment is started directly from
the end of the 2,000-year spin-up and run for a period of 500 years for MPI-ESM-HR and MPI-ESM-LR. The for-
cing is constant in time with orbital parameters set to 1850 values. Greenhouse gas and ozone concentrations
are fixed at 1850 levels. No volcanic aerosol forcing is applied. Only tropospheric natural aerosol is used (see
Giorgetta et al., 2013). For the historical experiments, an ensemble of five experiments is performed and each
member is starting from piControl with a lag of 50 years. Each historical experiment is run from 1850 to 2005
under natural and anthropogenic forcing following CMIP5 (Taylor et al., 2012). The natural forcing consists of
solar irradiance, seasonal varying tropospheric aerosols, stratospheric aerosols from volcanic eruptions,
ozone, and greenhouse gases (details described in Giorgetta et al., 2013). The anthropogenic forcing includes
CO2 from fossil fuel burning (Giorgetta et al., 2013). For comparison, a similar ensemble (five members) is
performed for MPI-ESM-LR. MPI-ESM-HR and MPI-ESM-LR are forced by prescribed atmospheric CO2 concen-
trations without interactive carbon cycle, that is, the calculated air-sea and air-land CO2 fluxes do not inter-
actively alter the atmospheric CO2 concentrations.

The historical warming in the past decades and century has been an objective in model development and
tuning. Overall, the historical experiments of MPI-ESM-HR reproduce the warming trends during the
twentieth century reasonably well as compared to HadCRUT data (shown in forthcoming manuscript on
the development onMPI-ESM1.2). Notably is the warming in themidtwentieth century and stagnation during
the 1950s and 1960s, which is comparable to observations. The trend from the 1970s onward is also well
captured, though during the last hiatus period during the 2000s the simulations warm too rapidly. It also
deserves mention that the model is consistently cooler during periods with strong volcanism. A feature that
has been detected also in the previous version of MPI-ESM (see Giorgetta et al., 2013).

Vertical profiles of ocean salinity and temperature are evaluated against data from the Polar Science Center
Hydrographic Climatology (Steele et al., 2001). Surface salinity and SST are compared against Levitus (Levitus
et al., 1998). Transports through distinct passages and barotropic stream functions are compared with obser-
vational estimates for selected regions (see Tables 4 and 5). For AMOC, themodel runs are compared with the
RAPID array (Smeed et al., 2016). Note that for RAPID, AMOC is derived by adding the measured components
of Ekman, Florida Current, and upper-mid-ocean transport (UMO), whereas in MPI-ESM-LR and MPI-ESM-HR
UMO is not a direct model output and derived by AMOC minus Ekman minus Florida Current. Since the
Strait of Florida is geographically not resolved in MPI-ESM-LR, the entire northward flowing western
boundary current is integrated to calculate the Florida Current transport. For MPI-ESM-HR, the Strait of
Florida is geographically resolved, and the UMO is also shown for calculating the Florida Current based on
model output.

For the atmosphere, many variables are evaluated with respect to ERA-Interim (Dee et al., 2011), such as sur-
face air temperature, SLP, zonal mean temperature and wind, storm tracks and blocking frequency, and the
NAO variability. The precipitation is compared with Global Precipitation Climatology Project data (Adler et al.,
2003). Additionally, HadISST1.1 (Rayner et al., 2003) is used to compare the observed and simulated ENSO.

In section 5 we analyze the transient eddy mean flow interactions as the scalar product of E · D. E is the E vec-
tor from Hoskins et al. (1983) with the vector components (v02� u02)/2 and�u0v0. u0 and v0 are the 2- to 6-day

Table 4
Maximum Values of Time Mean Barotropic Stream Function in Selected Regions for MPI-ESM1.2-HR and MPI-ESM1.2-LR

Region MPI-ESM1-2-LR MPI-ESM1.2-HR Observations References

Subpolar gyre
(North Atlantic)

29 34 26–40 Clarke (1984). Bersch (1995), Bacon
(1997), Lherminier (2007), and
Holliday et al. (2009)

Subtropical gyre
(North Atlantic)

54 48 46–61 Johns et al. (1995)

Subtropical gyre (Pacific) 66 79 42 ± 2.5 Imawaki et al. (2001)

Note. Shown are values for piControl experiments. Also shown are observations with respective references. The range in
observations result from different measurement campaigns southeast of Greenland (for Atlantic subpolar gyre) and
73°W and 68°W (for Atlantic subtropical gyre), and measurement error estimates (for Pacific subtropical gyre). Units
are in Sverdrup (Sv).

10.1029/2017MS001217Journal of Advances in Modeling Earth Systems

MÜLLER ET AL. 1388



band-pass-filtered zonal and meridional winds. D is the deformation vector of the time mean flow with the
components (Ux � Vy) and (Vx + Uy). U and V are the seasonal mean zonal and meridional winds. E · D
describes the exchange of the kinetic energy between the eddy and the mean flow (Mak & Cai, 1989).
Negative values of E · D denote that the eddy flow fields is providing kinetic energy to the mean flow and
positive values denote the opposite.

For the ocean biogeochemical part, climatological mean observational data are used to evaluate the mod-
eled distribution of respective variables. These data include ocean surface pCO2 compiled by Takahashi
et al. (2009), surface phosphate from World Ocean Atlas (Garcia et al., 2014), and total alkalinity (TA) from
the Global Data Analysis Project version 2 (Lauvset et al., 2016; Olsen et al., 2016).

The variables of the ocean models are interpolated from the native nonregular grid to a 1° × 1° regular grid
prior to the evaluation. Similarly, the observations and reanalyses are gridded with 1° x 1° resolution. For the
evaluation of the atmospheric mean states, the reanalyses are interpolated on to the respective model grids.

3. Evaluation of Ocean Mean State
3.1. Ocean Temperature and Salinity and Sea Ice

Because of the long memory of the ocean, millennia-long spin-up runs are required to achieve a steady state
of the coupled climate. However, spin-up runs and piControl are typically shorter, and drifts can prevail for
many centuries. Multicentennial model drifts of ocean temperature and salinity are now examined, to see
whether the ocean component is in an approximate steady state. The vertical profiles of trends of the GMT
for the 500-year piControl experiments range between ±0.5 × 10�4 °C/year for both MPI-ESM-HR and MPI-
ESM-LR (Figure 1a). This is a factor 500–1,000 smaller than the standard deviation of the year-to-year varia-
tions and indicates that the model has reached an approximate degree of steady state. For MPI-ESM-HR,
the values are also smaller compared to the CMIP5 MPI-ESM-MR version, which has the same ocean grid.
The values of MPI-ESM-LR are comparable to the CMIP5 MPI-ESM-LR version. The trends of the global mean
salinity in the upper 1,500 m range between �1.0 × 10�5 and 1.5 × 10�5 g/kg per year, for both model ver-
sions (Figure 1b). This is also a factor 1,000 smaller than the standard deviation of the year-to-year variations.
For layers below 1,500 m the drift of the salinity ranges within ±0.5 × 10�5 g/kg per year.

Vertical profiles of GMT and salinity biases are also shown in Figure 1. The GMT bias shows that MPI-ESM-HR is
too cold in the upper layers with a bias of up to �1.7°C. Within the 500–1,500-m layer, temperature shows a
warm bias in both model versions. In MPI-ESM-HR values reach 1.8°C and are about 0.5°C less than in MPI-
ESM-LR. The bias further decreases in layers below 1,500 m and remains smaller in MPI-ESM-HR compared
to MPI-ESM-LR. Different mesoscale eddy heat transport may contribute to a smaller temperature bias in

Table 5
Time-Mean Transport Through Selected Passages for MPI-ESM1.2-HR and MPI-ESM1.2-LR and Observations With References

Section MPI-ESM1.2-LR MPI-ESM1.2-HR Observations References

Bering Strait 0.67 0.78 0.8 (range from 0.7 to 1.1) Woodgate et al. (2006, 2012)
Denmark Strait 5.2 3.3 4.6 Hansen et al. (2008)

3.4 ± 1.4 Jochumsen et al. (2012)
3.2 ± 0.5 Jochumsen et al. (2017)

Iceland Scotland 5.3 4.4 4.8 Hansen et al. (2008)
4.6 ± 0.25 Rossby and Flagg (2012)

Florida Current — 15 31.7 Kanzow et al. (2010)
31.6 ± 2.7 McDonagh et al. (2015)

Indonesian
Throughflow

15.5 12.7 11.6–15.7 Gordon et al. (2010)

Mozambique Channel 21.8 13.8 5–26 DiMarco et al. (2002)
16.7 ± 8.9 Ridderinkhof et al. (2010)

Drake Passage 171 165 134 ± 14 Nowlin and Klinck (1986)
137 ± 8 Cunningham et al. (2003)

136.7 ± 6.9 Meredith et al. (2011)
173.3 ± 10.7 Donohue et al. (2016)

Note. Shown are values for piControl experiments. Units are in Sverdrup (Sv).
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the ocean interior (Griffies et al., 2015). Griffies et al. (2015) indicate that mesoscale eddies transport heat
upward and thereby compensate downward heat transport by the mean. In particular, they show that a
stronger mesoscale transient eddy advection results in a cooling of the ocean interior and thereby reduces
the warm bias.

The distribution of the global mean salinity bias is similar to that in temperature. Negative biases are found in
the upper layers with magnitudes of �0.3 g/kg. Maximum biases occur in the 500 to 1,000-m layer with
values of up to 0.2 g/kg. A decrease of the bias occurs below 1,000 m. Similar bias structures were found in
the previous versions of MPI-ESM (Jungclaus et al., 2013). Jungclaus et al. (2013) inferred that this reflects
the inability of the model to simulate the correct water masses and noted that this is a prominent feature
in many climate models.

Next we consider SST and salinity, which are directly related to atmosphere-ocean fluxes and thus are impor-
tant quantities describing the coupled climate. Biases are calculated on the basis of the ensemble mean of
historical runs and are compared against present-day estimates of Levitus and PCH3.0. Here the period
1979–2005 is considered, for which the historical runs overlap with the observational records. SST biases
occur in the prominent areas in the North Atlantic, tropical Pacific cold-tongue and coastal upwelling regions
(Figure 2). The SST bias structure does not change when a longer period is considered. Similar to previous
versions of the model the largest bias is found in the North Atlantic at ~40°N. Here both model versions

Figure 1. Vertical profiles of (a, b) trends and (c, d) mean bias of global mean (a, c) temperature and (b, d) salinity. Figure shows profiles from 500-year piControl
experiments for MPI-ESM1.2-LR (blue) and MPI-ESM1.2-HR (red). The units are (a) 10�4 degree Celsius per year (°C/yr), (b) 10�5 g/kg per year, (c) degree Celsius
(°C), and (d) g/kg. The biases in (c) and (d) are calculated with respect to PHC3.0 data.
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have deviations from observations with magnitudes up to 6°C. Both
model versions further produce a too zonal North Atlantic Current as
shown by the time mean sea surface salinity (Figure 3), which indicates
that cold and fresh water masses from the Labrador Sea intrude too far
southeastward compared to observations. Moreover, warm and saline
water masses from the subtropics intrude too far north in the models
compared to observations. There is no improvement of this bias in
MPI-ESM-HR compared to MPI-ESM-LR. The cold-tongue bias in the
equatorial Pacific persists in most climate models, though some
improvements have been made during CMIP5 (Flato et al., 2013). The
cold-tongue bias occurs in the MPI-ESM-HR version with magnitudes
of ~2°C. However, the cold-tongue bias region is smaller in MPI-ESM-
HR compared to MPI-ESM-LR, which may be related to a general warm-
ing in the Tropics in MPI-ESM-HR. This is consistent for all ensemble
members. Also, the bias region does not cross the dateline in MPI-
ESM-HR, whereas the cold-tongue bias region extends up to ~150°E in
MPI-ESM-LR. This has implications for the skewness of ENSO variability
as discussed in section 5.1. Other factors affecting the amplitude of
ENSO variability are related to background vertical diffusivity and sharp-
ness of equatorial thermocline (e.g., Meehl et al., 2001). The equatorial
mean zonal SST gradient, as used for diagnostic, however, becomes
stronger in MPI-ESM-HR compared to MPI-ESM-LR and HadISST and indi-
cates a sharper thermocline in MPI-ESM-HR (not shown). Given the
coupled nature of the tropical Pacific atmosphere-ocean climate, the
cold-tongue bias also has an effect on precipitation patterns, wind
stress, and formation of clouds, a point taken up in section 4.

The SST bias is large in the tropical upwelling regions with magnitudes
of ~3°C near the South American and African coasts. However, the SST
bias is reduced by about 1°C in the upwelling region near the African
coast in MPI-ESM-HR compared to MPI-ESM-LR. This is consistent for
all ensemble members. In a recent work, including an atmospheric
model with even higher (T255) resolution, Milinski et al. (2016) has
shown that an increase in atmospheric resolution and better resolved
orography leads to an improvement of wind stress in the upwelling
region and a reduction of the SST bias.

A negative SST bias occurs in the Nordic Seas in MPI-ESM-HR, in contrast
to MPI-ESM-LR where a positive SST bias prevails. This is closely related

to the Arctic sea ice. Maximum sea ice thickness is found in March in the Beaufort Sea and northern
Greenland in both model versions (not shown). The magnitudes of the sea ice thickness are ~3 m and are
similar to the PIOMAS reanalysis (Schweiger et al., 2011) and the CMIP5 version of the model (Jungclaus
et al., 2013; Notz et al., 2013). However, the Atlantic late-winter sea ice extends far too south and reaches
the northern Icelandic coast in MPI-ESM-HR compared to OSI SAF satellite data (Figure 4c). This bias is not
present in MPI-ESM-LR, which shows a reduction of sea ice extension in the Greenland and Iceland Sea.
This can explain the negative SST bias in MPI-ESM-HR and has implications for the Arctic-Atlantic freshwater
exchange as shown in the next subsection. For Antarctic winter, MPI-ESM-HR shows a decrease of the bias of
the of sea-ice fraction compared to MPI-ESM-LR, in the Ross and Weddell Seas, and from 0° to 180°E
(Figures 4b and 4d). This may be affected by the decrease of SST bias in the Southern Ocean in MPI-ESM-HR.

3.2. Ocean Circulation

The large-scale ocean circulation is described by the barotropic stream function, transport through distinct
passages, and the AMOC. Both model versions simulate the well-known features of the horizontal circulation
(Table 4). The subpolar gyre and subtropical gyre in the North Atlantic showmaximum values of 34 and 48 Sv,
respectively, for MPI-ESM-HR and are within the range of observational estimates (26–40 Sv for the subpolar

(a) SST, MPI-ESM1.2-LR minus Levitus  

(b) SST, MPI-ESM1.2-HR minus Levitus 

Figure 2. Sea surface temperature (SST) bias defined as (a) ensemble mean
historical MPI-ESM1.2-LR minus Levitus and (b) ensemble mean historical
MPI-ESM1.2-HR minus Levitus for the period 1979–2005. Units are in degree
Celsius (°C). Numbers show mean bias and root-mean-squared error
averaged over all grid points.
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gyre strength at the southern tip of Greenland, Clarke, 1984; Bersch,
1995; Bacon, 1997; Lherminier et al., 2007; Holliday et al., 2009, and
46–61 Sv for the subtropical gyre strength, Johns et al., 1995). For
MPI-ESM-LR, the maximum barotropic stream functions are 29 Sv for
the subpolar gyre and 54 Sv for the subtropical gyre. Hence, both model
versions represent the mean horizontal circulations in the North Atlantic
reasonably well. For the Florida current, the increase in resolution in
MPI-ESM-HR enables to resolve the Strait of Florida, and the Florida
Current can be directly calculated. Though the value of the Florida
Current is ~15 Sv and about half of the observations, the AMOC strength
in the model is similar to observations (see below). This means that the
reduced transport through the Strait of Florida is compensated by
increased transport along the eastern coast of the Bahamas islands.
For the subtropical Pacific, both model versions show larger gyre
strength compared to observations. Both MPI-ESM-HR and MPI-ESM-LR
overestimate the gyre strength with values of 79 and 66 Sv, respectively,
whereas observational estimates reach values of 42 ± 2.5 Sv (Imawaki
et al., 2001).

The transports through important passages are shown in Table 5. The
transports via Bering Strait indicate values of 0.78 Sv for MPI-ESM-HR
and 0.67 Sv for MPI-ESM-LR, which match observations (0.7–1.1 Sv,
Woodgate, 2006, 2012). The Atlantic-Arctic exchange is shown by
Denmark Strait transports and the transport over the Iceland-Scotland
ridge. The Denmark Strait transport is 3.3 Sv in MPI-ESM-HR and compar-
able to recent observational estimates of 3.4 ± 1.4 Sv in Jochumsen et al.
(2012) and 3.2 ± 0.5 Sv in Jochumsen et al. (2017). Hansen et al. (2008)
suggest a higher value of 4.6 Sv. The transport over the Iceland-
Scotland ridge is 4.4 Sv in MPI-ESM-HR, and also comparable to the
observational values (4.8 Sv, Hansen et al., 2008, and 4.6 ± 0.25, Rossby
& Flagg, 2012). For MPI-ESM-LR the values are higher compared to
MPI-ESM-HR (5.2 Sv for Denmark Strait transport and 5.3 Sv for transport

over the Iceland-Scotland ridge). The smaller transports in MPI-ESM-HR are related to the sea ice distribution,
which extends too far south and reaches the Icelandic coast (Figure 4), and a reduced maximummixed-layer
depth and convection strength in the region north of Iceland (not shown).

Other transport estimates are shown for the Indonesian throughflow, which is an important characteristic
of the thermohaline circulation, the Mozambique Channel, and the Drake Passage. In contrast to the
CMIP5 version, transports through the Indonesian throughflow in MPI-ESM-HR and MPI-ESM-LR fit well
to observational estimates. The transports show values of 12.7 and 15.5 Sv for MPI-ESM-HR and
MPI-ESM-LR and are within the observational uncertainties (11.6–15.7 Sv, Gordon et al., 2010). The transports
through the Mozambique Channel are increased from MPI-ESM-HR (13.8 Sv) to MPI-ESM-LR (21.8 Sv), but
both fit in with the uncertainties in the observational estimates (5–26 Sv, DiMarco et al., 2002, and
16.7 ± 8.9 Sv, Ridderinkhof et al., 2010). For the Drake Passage, both model versions show relative large trans-
ports with values of 165 Sv for MPI-ESM-HR and 171 Sv for MPI-ESM-LR compared to observational estimates
(134 ± 14Sv, Nowlin and Klinck, 1986; 137 ± 8 Sv, Cunningham et al., 2003; 136.7 ± 6.9 Sv, Meredith et al.,
2011). However, a recent observational estimate reveals Drake Passage transport of about 173.3 ± 10.7 Sv
(Donohue et al., 2016).

The mean AMOC is shown in Figure 5 and reveals the well-known single-cell structure indicative of a north-
ward mass transport in the upper to intermediate layers and deepwater southward flow. Peak values are
found for both versions at 30–40°N and ~1,000-m depth with magnitudes of ~18 Sv in MPI-ESM-HR and
~23 Sv in MPI-ESM-LR. With respect to the RAPID AMOC estimate (McCarthy et al., 2015; Smeed et al.,
2016), MPI-ESM-HR shows both an improved time-mean vertical structure and an improved mean annual
cycle compared to MPI-ESM-LR (Figures 5c and 5d). The time-mean of the AMOC at 26°N and 1,000 m is
around 16 Sv in MPI-ESM-HR and comparable to 17 Sv of the RAPID AMOC estimate. The time-mean of the

Figure 3. Time mean surface salinity for (a) PHC3.0 climatology and ensem-
ble mean of (b) MPI-ESM1.2-LR and (c) MPI-ESM1.2-HR. For the models,
the period 1979–2005 is considered. Units are in g/kg.
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AMOC in MPI-ESM-LR is about 19 Sv. The amplitude of the mean seasonal cycle is represented in both MPI-
ESM-HR andMPI-ESM-LR, but theminimum inMarch is more pronounced inMPI-ESM-HR than in MPI-ESM-LR.
While we find for the AMOC an overall agreement between the simulated and observed seasonal cycles in
phase and magnitude, both MPI-ESM-HR and MPI-ESM-LR overestimate the minimum in spring and
underestimate the maximum for fall in AMOC minus Ekman (Figure 5d).

A small but notable improvement in the mean seasonal cycle can be seen in the UMO (Figure 5e), where MPI-
ESM-HR reproduces the occurrence of the maximum of the UMO in November (Figure 5e). This improvement
of MPI-ESM-HR over MPI-ESM-LR is partly due to the separate resolution of the western boundary current
(Figure 5e) and also due to a better resolution of the eastern boundary (Figure 5e), whose density variability
is thought to be responsible for UMO’s seasonal cycle (Chidichimo et al., 2010). Note that the discrepancy
between the observed and simulated UMO seasonal cycle summer value depends on the number of years
the RAPID time series is averaged over (Kanzow et al., 2010; Smeed et al., 2016). The overall differences

(a) MPI-ESM-LR, March (b) MPI-ESM-LR, September

(c) MPI-ESM-HR, March (d) MPI-ESM-HR, September 

Figure 4. Bias of sea ice fraction for (a, c) Arctic in March and (b, d) Antarctic in September for (a, b) MPI-ESM1.2-LR and (c, d)
MPI-ESM1.2-HR. Ensemble means of historical experiments for the period 1979–2005 are shown. Shown are the models
with respect to OSI SAF satellite data. Units are scaled to 1.
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between the observed and simulated UMO has been suggested to be a major limitation of the AMOCs
multiyear predictability (Müller et al., 2016).

3.3. Ocean Biochemistry

Next we compare climatological mean states of ocean biochemistry in terms of surface pCO2, phosphate,
and TA in both model versions and observations (Figure 6). Ocean surface pCO2 matches quite well with
observations in both model versions. Maximum values are found in the tropical Pacific and minimum values
are shown in the extratropical regions. Both models show, however, a high pCO2 in the equatorial Pacific
extending too far to the western coastal region, with positive biases in the western equatorial Pacific and
negative biases in the eastern equatorial Pacific. The bias of pCO2 is reduced at the western boundary of
the tropical Pacific Ocean, and its maximum shifted eastward in MPI-ESM-HR compared to MPI-ESM-LR.
This is consistent for all model members and related to the reduction and eastward shift of the cold-tongue
SST bias in the MPI-ESM-HR version as shown in Figure 2. In the high-latitude Southern Ocean both models
underestimate pCO2, which is similar to the CMIP5 model (Ilyina et al., 2013). As shown in Ilyina et al. (2013),
the bias of pCO2 can be attributed to the model’s deficiency in producing correct water masses along the
Antarctic Circumpolar Current.

Both model versions reproduce the spatial pattern of observed phosphate concentration, with high concen-
tration in the North Pacific, Southern Ocean, and eastern equatorial Pacific; and low concentration in the sub-
tropical Pacific, Atlantic, and Indian Oceans. Both models underestimate the amplitude of the spatial gradient
of phosphate concentration compared to observations. Underestimation is found in high-concentration

(a) MPI-ESM-LR (b) MPI-ESM-HR

(c) Time Mean (d) Seasonal Cycle (e) Upper-mid-ocean transport

Figure 5. Time mean of AMOC for (a) MPI-ESM1.2-LR and (b) MPI-ESM1.2-HR piControl experiments. Further shown are (c) the time-mean of (black) RAPID AMOC
time series (2004–2015), (red) MPI-ESM-HR, and (blue) MPI-ESM-LR control simulations, both using the AMOC at 26°N at 1,000 m. In (d) 26°N AMOC mean
annual cycle is shown. Units are in Sverdrup (Sv). (e) Anomalies of upper-mid-ocean geostrophic transport. Shown is the transport for MPI-ESM-LR, for which the
entire northward flowing western boundary current is integrated to calculate the Florida Current transport (solid blue line, and see methods). For comparison, a
similar procedure is applied in MPI-ESM1.2-HR (solid red line). For MPI-ESM1.2-HR, the Strait of Florida is geographically resolved, and the upper-mid-ocean
geostrophic transport is also shown for calculating the Florida Current directly (dashed red line). AMOC = Atlantic meridional overturning circulation.
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areas and overestimation in low-concentration areas. In some regions such as the North Pacific and the
Southern Ocean, where the phosphate concentration is relatively high, the magnitude of the bias is up to
50% of the values of the observations. MPI-ESM-HR regionally improves phosphate concentration, such as
in the North Pacific and in the eastern tropical Pacific Ocean. However, the bias patterns are overall
comparable in MPI-ESM-LR and MPI-ESM-HR.

The models also capture the spatial distribution of the TA, with high values in the subtropical Atlantic and
Pacific regions and lower values in the extratropics. The bias structure of MPI-ESM-HR reveals a strong

Figure 6. Climatological mean state of ocean biogeochemical variables from observation (left column), MPI-ESM1.2-LR minus observation (middle column), and
MPI-ESM1.2-HRminus observations (right column). The shown variables are ocean surface pCO2 (top row), phosphate concentration (middle row), and total alkalinity
(TA, bottom row). The observed pCO2 data are from Takahashi et al. (2009), phosphate data are from World Ocean Atlas, and TA data are from the Global
Ocean Data Analysis Project version 2 database. Modeled pCO2, phosphate, and TA are averaged over time periods corresponding to their respective observations,
that is, 1999–2001, 1933–2005, and 1972–2005, respectively. Five-member ensemble mean results of MPI-ESM1.2-HR and MPI-ESM1.2-LR historical simulations
are presented here. Units are ppm for pCO2, mmol/m3 for phosphate and μmol/kg for TA.
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positive bias over the tropical regions and Southern Oceans and is larger compared to MPI-ESM-LR. This is
found in all ensemble members. Further, the negative biases in the North Pacific are reduced in MPI-ESM-
HR compared to MPI-ESM-LR and are also seen in all ensemble members.

4. Evaluation of Atmospheric Mean State

Increasing the horizontal resolution of ECHAM in AMIP-type experiments causes a general reduction of the
bias in the atmospheric mean state and variance (Hertwig et al., 2015; Roeckner et al., 2006). Further, it
leads to a warming of the troposphere and a poleward shift of the westerlies, and the temperature bias
in the upper-level troposphere is substantially reduced (Figure 3 in Hertwig et al., 2015). As also documen-
ted by Roeckner et al. (2006), increasing the vertical resolution leads to a cooling of the atmosphere in the
middle-to-low latitudes, surface warming, and equatorward shift of the westerlies. We now investigate the
impact of increased model resolution on the atmospheric mean state in MPI-ESM-HR compared with MPI-
ESM-LR.

4.1. Surface Air Temperature, Sea Level Pressure, Precipitation, and Top-of-the-Atmosphere
Radiation Fluxes

We start with the description of the biases of surface-related quantities. The general structure of the bias of
near-surface air temperature (SAT) over land is similar in the two model versions (Figures 7a and 7b). Large
biases of SAT with more than 5°C remain over continental areas. Over the Rocky Mountains, the SAT bias is
reduced in MPI-ESM-HR compared to MPI-ESM-LR. Further, a reduction of SAT bias is found over Brazil. This
is consistent for all ensemble members. Over the northern part of Eurasia, the negative SAT bias is
largely increased in MPI-ESM-HR compared to MPI-ESM-LR, which is possibly related to the negative bias over
the high-latitude North Atlantic (Figure 2). Generally, the magnitudes of the SAT errors averaged globally
decrease for MPI-ESM-HR, with an ensemble mean root-mean-square error (RMSE) of 2.24°C compared to
MPI-ESM-LR with RMSE = 2.48°C (note that the ensemble spread is ±0.02°C for both model versions).

The bias of SLP also reveals similar structures in both model versions (Figures 7c and 7d). Over the North
Atlantic and the Eurasian continent, alternating bands of bias with magnitudes greater than 2 hPa are found.
This is coherent with a stronger-than-observed zonal structure of storm activity shown in the next subsec-
tions. The magnitude of the bias is slightly lower over the North Atlantic in MPI-ESM-HR compared to MPI-
ESM-LR for all ensemble members. Over the North Pacific, the bias is consistently reduced in MPI-ESM-HR,
compared to MPI-ESM-LR. This indicates a better representation of the Aleutian low in MPI-ESM-HR. Also,
the SLP bias in the southern Atlantic is reduced in all ensemble members in MPI-ESM-HR compared to
MPI-ESM-LR. The improvement of SLP bias in MPI-ESM-HR is likely due to improved SST (Figure 2; Grodsky
et al., 2012; Milinski et al., 2016). Overall the global SLP error decreases from RMSE = 2.05 Pa for MPI-ESM-
LR to RMSE = 1.91 hPa for MPI-ESM-HR (note that the ensemble spread is ±0.04 hPa for MPI-ESM-LR and
±0.03 hPa for MPI-ESM-HR). The errors in MPI-ESM-HR are comparable to those of AMIP-type experiments
in Hertwig et al. (2015).

The largest precipitation biases occur in the tropical regions in both model versions (Figures 7e and 7f). Both
versions show the prominent doubled Intertropical Convergence Zone (ITCZ) in the Pacific (e.g., Lin, 2007)
and the Atlantic ITCZ bias (e.g., Siongco et al., 2015). The double ITCZ is a common feature in coupled
GCMs (e.g., Lin, 2007) and is characterized by excessive precipitation over the southern Pacific convergence
zone. This is also prominent in MPI-ESM-LR and MPI-ESM-HR, for which precipitation is too high by
4–5 mm/day, compared to Global Precipitation Climatology Project. The MPI-ESM-HR bias is slightly higher
than the bias in MPI-ESM-LR. Over the western equatorial Pacific, the precipitation dry bias in MPI-ESM-HR
is substantially decreased compared to MPI-ESM-LR and is closely associated with the reduction of the SST
cold-tongue bias (Figure 2). This is found in all ensemble members. Over the tropical Atlantic, the precipita-
tion bias is reduced in MPI-ESM-HR compared to MPI-ESM-LR, particular over the Gulf of Guinea. Here the
precipitation bias is reduced from>5mm/day in MPI-ESM-LR to 3-4 mm/day in MPI-ESM-HR. This results from
a decrease of the SST bias over this region and is related to the improved representation of orography and
wind stress (Milinski et al., 2016) and is found in all ensemble members. The precipitation error averaged
globally and over all ensemble members decreases from RMSE = 1.63 mm/day in MPI-ESM-LR to
RMSE = 1.46 mm/day in MPI-ESM-HR (note that the ensemble spread is ±0.01 mm/day for both
model versions).
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Related error patterns of shortwave and longwave radiation with respect to CERES are found at the top-of-
the-atmosphere. Stronger incoming shortwave and low reflected longwave radiation is shown in the West
Pacific in MPI-ESM-LR (Figures 8a and 8c). This is associated with a lack of middle-high level clouds and rela-
tive dryness in this region. For MPI-ESM-HR, the lower reflected radiation is shifted to the central Pacific
(Figure 8c) and is associated with a negative precipitation bias in this region. In contrast, higher reflected
radiation is found over the sub-tropical southern Atlantic. This error is larger in MPI-ESM-LR compared to
MPI-ESM-HR (Figures 8b and 8d), and is associated with the SST and precipitation biases in this region
(Figures 2 and 7).

(a) 2m Temperature, MPI-ESM-LR (b) 2m Temperature, MPI-ESM-HR 

(c) Sea-Level Pressure, MPI-ESM-LR (d)  Sea-Level Pressure, MPI-ESM-HR

(e) Total Precipitation, MPI-ESM-LR (f) Total Precipitation, MPI-ESM-HR 

Figure 7. Bias of (a, b) 2-m temperature, (c, d) sea level pressure, and (e, f) total precipitation for (a, c, and e) MPI-ESM1.2-LR
and (b, d, and e) MPI-ESM1.2-HR. Shown are results for ensemble mean of 5 historical experiments for the period
1979–2005. For 2-m temperature and sea level pressure the reference is ERA-Interim. For the total precipitation the
reference is Global Precipitation Climatology Project. Units are degree Celsius (°C), hPa, and mm/day. Numbers show mean
biases and root-mean-squared errors averaged over all grid points.
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Overall, the biases in near-surface climate are similar in structure, but the doubled resolution does lead to
reduced RMSEs of about 10% across the board.

4.2. Vertical Structure of Temperature and Zonal Wind

The ERA-Interim climatology andmodel biases in the vertical atmospheric structure of temperature and zonal
wind are shown in Figure 9. The temperature bias patterns indicate cold zonal-mean temperature bias in the
upper troposphere for both model versions (Figures 9c and 9e). For MPI-ESM-HR, the temperature cross sec-
tion reveals a general warming in the upper troposphere and thereby a local reduction of bias, compared to
MPI-ESM-LR. This is found in all ensemble members and is in line with previous AMIP-type experiments with
varying resolutions of ECHAM (Hertwig et al., 2015; Roeckner et al., 2006) and earlier studies (e.g., Stratton,
1999), which generally show a bias reduction of zonal-mean temperatures in this region with increasing
horizontal atmospheric resolution.

The zonal-mean zonal wind reveals the typical subtropical jet structure withmaximumwind at ~200 hPa simi-
lar to ERA-Interim (Figures 9b, 9d, and 9f). The model biases indicate that both model versions have stronger
jets with an extra contribution in the upper troposphere at 40–45°S and 40–45°N, compared to ERA-Interim
(Figures 9d and 9f). At the location of the jet strength maxima of ERA-Interim, the bias of the zonal-mean
zonal wind in MPI-ESM-HR is smaller compared to MPI-ESM-LR. This is consistent for all ensemble members.
Below 200 hPa the bias is slightly higher in MPI-ESM-HR than in MPI-ESM-LR. A negative bias is seen in both
model versions in the upper tropical troposphere, whereas in the middle tropical troposphere both models
exhibit stronger zonal winds. The bias of the zonal-mean zonal wind in MPI-ESM-HR in this region is smaller
compared to MPI-ESM-LR.

Previous AMIP-type experiments diagnosed a poleward shift of the subtropical jets and thereby a decrease of
the bias with increasing atmospheric horizontal resolution. A poleward shift with increasing resolution is not
seen here. This may be due to the increase in both horizontal and vertical resolution in MPI-ESM-HR com-
pared to MPI-ESM-LR. Roeckner et al. (2006) point out that with the increase in the horizontal resolution

(a) Net Shortwave Radiation, MPI-ESM-LR (b) Net Shortwave Radiation, MPI-ESM-HR

(c) Net Longwave radiation, MPI-ESM-LR (d) Net Longwave radiation, MPI-ESM-HR

Figure 8. Bias of annually averaged (a, b) shortwave and (c, d) longwave radiation at the top-of-the-atmosphere of (a, c) MPI-ESM1.2-LR and (b, d) MPI-ESM1.2-HR
with respect to CERES. Units are in W/m2.
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the midlatitude westerlies intensify and shift poleward. The increase in vertical resolution results in a
decrease and equatorward shift of the westerlies. However, the underlying causes are not well known.

4.3. Storm Track Climatology and Atmospheric Blocking Frequency

A reduction of the bias of the jet strength as that shown in MPI-ESM-HR may have consequences for regional
dynamical systems such as the storm tracks and atmospheric blocking. The development of synoptic storms
is confined to the baroclinically unstable jet stream. In the Northern Hemisphere these storm tracks are
located over preferred regions with strong temperature gradients in the North Atlantic and North Pacific,
with larger amplitudes in winter than in summer. Within the CMIP5 models, the winter North Atlantic storm
tracks tend to be either too zonal or displaced southward, resulting in too many storms entering into south-
ern or central Europe (Zappa et al., 2013). A good association is found between the too zonal structure of
storm track density and upper-level zonal wind bias at the jet exit. Models with higher resolution tend to have
better resolved storm track density.

(a) Temperature, ERA-Interim (b) Zonal Wind, ERA-Interim

(c) Temperature, MPI-ESM-LR (d) Zonal Wind, MPI-ESM-LR

(e) Temperature, MPI-ESM-HR (f) Zonal Wind, MPI-ESM-HR

Figure 9. Time mean zonal mean (a, c, and e) temperature and (b, d, and f) zonal wind as a function of latitude and
height for (a, b) ERA-Interim, (c, d) MPI-ESM1.2-LR minus ERA-Interim, and (e, f) MPI-ESM1.2-HR minus ERA-Interim
for the period 1979–2005. Model results are based on the ensemble mean of historical experiments. Units are kelvin (°K)
and m/s.
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Figure 10. The square root of 2- to 6-day band-pass-filtered geopotential height variance at 500 hPa for (a–c) winter December–February (DJF) means and (d–f)
summer June–August (JJA) means for the period 1979–2005. Shown are (a, d) ERA-Interim, (b, e) MPI-ESM1.2-LR minus ERA-Interim, and (c, f) MPI-ESM1.2-HR
minus ERA-Interim. For the models, the ensemble average of the squared root variances is calculated. Units are in meters (m).
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The storm tracks in both model versions are shown for winter and summer means (Figure 10). Shown is the
square-root of the variances of 2- to 6-day band-pass-filtered geopotential height at 500 hPa of the respective
seasons. For winter, the ERA-Interim climatology shows the two distinct Northern Hemispheric storm track
regions over the North Pacific and North Atlantic. A higher value of the square root variance is also seen over
the Mediterranean region (Figure 10a). Over the North Atlantic, both model versions reveal a southward shift
of the storm track activity at their exit regions, with increasing values of the square root variance over the
Mediterranean region compared to ERA-Interim (Figures 10b and 10c). The differences to ERA-Interim are
~ �8 m for both model versions and are about 10–20% of the total values. This is closely associated with
the horizontal distributions of the zonal wind biases at 200 hPa for the North Atlantic region (Figure 11). A
strong positive zonal wind bias is apparent at the southern branch of the jet exit, with values up to 6 m
for MPI-ESM-HR and 8 m for MPI-ESM-LR. This systematic bias is found in all ensemble members. The square
root variance is larger in MPI-ESM-HR compared to MPI-ESM-LR, indicating more storms entering the
Mediterranean region. Over the northern part of the North Atlantic, the square root variances reveal an
improvement of MPI-ESM-HR compared to MPI-ESM-LR. Here differences with respect to ERA-Interim amount
to �6 m for the MPI-ESM-HR and �8 m for MPI-ESM-LR, indicating more storms entering the northern
European region in MPI-ESM-HR compared to MPI-ESM-LR. This is found in all ensemble members and is in
line with the reduced bias in the upper-level zonal wind in MPI-ESM-HR in this region (Figure 11). Over the
North Pacific, winter storm tracks are shifted northward and have a stronger than observed extension over
North America. A southward shift of storm tracks is evident in the subtropical North Pacific, and increased var-
iance north of Hawaii is stronger in MPI-ESM-HR compared to MPI-ESM-LR.

During summer the square root variances are generally reduced compared to winter (Figure 10d). Similar to
winter means, however, the storm tracks over the North Atlantic are shifted southward in both model ver-
sions (Figures 10e and 10f). The bias of the square root variance is about 4 m in both versions over the
subtropical region. Over the northern North Atlantic, however, the bias is ~ �4 m in MPI-ESM-HR and
�8 m in MPI-ESM-LR and therefore reduced in the higher resolution. This is found in all ensemble members
and indicates that more storms enter the northern European region during summer in MPI-ESM-HR
compared to MPI-ESM-LR. Furthermore, over central and East Asia there is a notable reduction of the bias
in MPI-ESM-HR with respect to MPI-ESM-LR. Here the bias is substantially reduced by 2 m in MPI-ESM-HR
compared to MPI-ESM-LR. This is associated with the subtropical jet over Asia, which appears too strong
and too much shifted to the north in both versions, but whose bias is substantially reduced in MPI-ESM-
HR (~4 m/s) compared to MPI-ESM-LR (8 m/s) as indicated by the upper tropospheric zonal wind
(Figure 11). This can be related to the higher-resolution topography of the Himalayan region in MPI-ESM-
HR. Over central to eastern Europe the zonal wind bias is also substantially reduced, with the magnitudes
of the bias of 4 m/s in MPI-ESM-HR compared to 8–10 m/s in MPI-ESM-LR. This part of the bias reduction
may be related to the adjustment of the subtropical jet and less related to the improvement of the North
Atlantic storm tracks.

Similar results can be found for storm tracks in the Southern Hemisphere (not shown). Storm tracks are
shifted toward the equator for both seasons. Similar to the Northern Hemisphere, the biases in the higher lati-
tudes are decreased in the MPI-ESM-HR compared to MPI-ESM-LR, in both seasons. The bias closer to the
equator is increased in MPI-ESM-HR.

The reduction of the bias of the zonal wind over the central European region further affects other atmo-
spheric processes such as atmospheric blocking. Global climate models generally tend to underestimate
the blocking frequency (Anstey et al., 2013; D’Andrea et al., 1998; Masato et al., 2013), and the increase in hor-
izontal resolution of the atmospheric component has been shown to improve the blocking frequency (e.g.,
Berckmans et al., 2013). Other studies point toward the improvement of the North Atlantic current in
higher-resolution coupled models that improve the winter blocking statistics (Scaife et al., 2011). The biases
of the winter storm track densities have been related to biases in the blocking frequencies (Zappa et al., 2014,
2013). By using the CMIP5 models, Zappa et al. (2013) show that models with more frequent winter blocking
over Europe have a higher cyclone density over the Norwegian and Mediterranean Seas and lower cyclone
density over Europe, and better match with observations. In summer, only a weak relationship is found
between European blocking and cyclone density. In the following the blocking frequencies are calculated
for both model versions following Scherrer et al. (2006). The frequencies are calculated as the mean of the
frequencies over all ensemble members.
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Figure 11. Same as Figure 10 but for zonal wind at 200 hPa for (a–c) December–February (DJF) and (d–f) June–August (JJA). For the models, the ensemble mean of
the historical experiments are used. Units are in m/s.
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For winter means, both model versions tend to underestimate the number of blocked days with respect to
ERA-Interim (Figures 12a, 12c, and 12e). Over the North Atlantic European region, two centers of action
appear in the reanalysis with more than 10% of blocked days per season: over Greenland and over northern
Europe. The location of the Greenland blocking region is captured by both model versions. Over northern
Europe centers of blocking actions are shifted toward northeast Europe in both model versions compared
to ERA-Interim. However, for MPI-ESM-HR, the blocking frequency is increased up to 6% of blocked days
per season.

For the summer mean, both model versions underestimate the blocking frequencies; however, there is a sub-
stantial improvement in MPI-ESM-HR over the northern to eastern European region. ERA-Interim shows a
local maximum of frequency over this region with up to 10% of blocked days per summer (Figure 12b).
The MPI-ESM-LR version does not show this pattern, with a frequency of 2% of blocking days per season

Figure 12. Blocking frequencies for (a, c, and e) winter (December–February, DJF) and (b, d, and f) summer (June–August,
JJA) for (a, b) ERA-Interim, (c, d) MPI-ESM1.2-LR, and (e, f) MPI-ESM1.2-HR. Shown are the percentage of blocking
days per season. The results for MPI-ESM1.2-LR and MPI-ESM1.2-HR are based on an ensemble mean for the
period 1979–2005. Units are in percentage (%).
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(Figure 12d). The MPI-ESM-HR version exhibits a structure similar to the reanalysis, with a frequency of 6–7%
of blocking days per summer (Figure 12f). The increase in the blocking frequencies in summer is coherent
with the reduction of bias of the zonal wind in the MPI-ESM-HR version and is found in all ensemble
members. During summer, the wind bias over Europe in MPI-ESM-HR is only half of that in MPI-ESM-LR,
and weaker winds seem to be associated with atmospheric blocking conditions.

5. Interannual Variability in the Coupled System

Next we describe two key processes of seasonal to interannual variability: the ENSO and the NAO.

5.1. ENSO

The power spectra of ENSO exhibit significant values at the prominent frequencies of 2–10 years in both
model versions (Figures 13a and 13b). For frequencies 5–10 years, MPI-ESM-HR shows larger power
than HadISST.

The amplitudes of indices for the different ENSO regions for both versions are also within the range of
HadISST (Figure 13c, for Niño3.4). A maximum amplitude in winter with standard deviations of 0.85 and 0.9
is found for MPI-ESM-LR and MPI-ESM-HR, respectively, compared to 0.95 in HadISST. During the tuning

(a) MPI-ESM-LR (b) MPI-ESM-HR 

(c) Seasonal Cycle of Nino3.4  

Figure 13. Nino3.4 power spectrum for (a) piControl of MPI-ESM1.2-LR and (b) piControl of MPI-ESM1.2-HR. Thin black
lines in upper panels shows spectra of HadISST1.1 for the period 1870–2010 and thick black lines the spectra of the
models. Also shown are the 95% significance levels based on an auto-regressive AR(1)-process for (blue) HadISST1.1 and
(red) MPI-ESM. The y axis denote the power, and the x axis denote frequency (cycle/month) and years. (c) Standard
deviations of sea surface temperature anomalies in Nino3.4 region as a function of calendar months for (black)
HadISST1.1, (blue) MPI-ESM1.2-LR, (red) MPI-ESM1.2-HR. Units are degree Celsius (°C).
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process, the amplitude of Niño3.4 has been increased in MPI-ESM-HR, as a result of decreasing the convective
updraft parameter, the rate at which condensate is converted to precipitation. A lower conversion rate leads
to more detrainment into anvil clouds and hence strengthens the longwave cloud feedback on the
atmospheric circulation, thereby strengthening ENSO variability (Mauritsen et al., 2012; Rädel et al., 2016).
Lowering the conversion rate has been a deliberate decision because the MPI-ESM-HR version had too
little variance compared to the observed standard deviation of Niño3.4 using the MPI-ESM-LR setting. The
seasonal cycle of the amplitudes, however, shows a mismatch with respect to the phase locking that
appears in March to May in HadISST. This phase locking is important for teleconnections such as the
Indian Monsoon (Webster et al., 1998). Figure 13c shows that standard deviations in both model versions
decrease from the peak winter months; however, in contrast to the single minimum that occurs in
springtime in observations, a second maximum can be seen in MPI-ESM-LR and MPI-ESM-HR, though this
peak is more pronounced in MPI-ESM-HR.

A further characteristic of ENSO is the asymmetry between its positive and negative phases: the amplitude of
SST anomalies is generally stronger during El Niño than during La Niña (Burgers & Stephenson, 1999; Hoerling
et al., 1997). Even though ENSO asymmetry is suggested to be an important character of ENSO, it is generally
underestimated by many CGCM models in CMIP3 and CMIP5 (Zhang & Sun, 2014; Zhang et al., 2009).
Figure 14 shows the SST composites relative to the El Niño and La Niña phases and their sums. The asymme-
try is pronounced in the eastern Pacific, the upwelling region, and the western Pacific, as shown in the obser-
vations. In MPI-ESM-LR the typical structure of the asymmetry is apparent but with different magnitude and
extension. Themodeled positive values are stretched too far westward compared to HadISST. This can also be

Figure 14. Composites of sea surface temperature (SST) anomalies for (left) El Niño phases, (middle) La Niña phases,
and (right) El Niño phases plus La Niña phases. Composites are based on mean SST anomalies for Nino 3.4 index
greater than +1 standard deviation and Nino 3.4 less than�1 standard deviation. Shown are results for (upper) HadISST1.1
(1870–2010), (middle) MPI-ESM1.2-LR piControl, and (lower) MPI-ESM1.2-HR piControl. Units are degree Celsius (°C).
Please note that the composites are based on a representative sample. For example, given the +1 standard deviation
34 events are used for El Niño phases for HadISST1.1.
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seen in the composites inferring a westward shift of the centers of
anomalies. This asymmetry pattern is similar to the MPI-ESM-LR version
in CMIP5 (not shown). As a consequence the positive values of the asym-
metry are shifted westward by 5–10°. In MPI-ESM-HR, the composite
anomalies show that the bulk of ENSO activity is constrained to the cen-
tral Pacific. The western edges are near the dateline and comparable to
HadISST. In the West Pacific the asymmetry is improved. In MPI-ESM-HR,
however, the ENSO activity is much reduced in the upwelling and
Niño1.2 regions. Therefore, the asymmetry in the eastern Pacific is
reduced compared to MPI-ESM-LR. Skewness estimates such as those
of Burgers and Stephenson (1999) for the different ENSO regions are
shown in Table 6. Both model resolutions show an improvement of
the skewness with respect to their precursor from CMIP5 in the Niño3
and Niño3.4 region. In the Niño4 region MPI-ESM-HR shows negative
values, but larger than those from observations.

It is noteworthy that the coupling frequency between ocean and atmosphere is different between MPI-ESM-
LR, where daily coupling is used, and MPI-ESM-HR, where the frequency is increased to hourly. Tian et al.
(2017) examine the effect of changing the coupling from daily to hourly frequency in both versions. They
show that the diurnal cycle of SST is well resolved in the hourly coupled MPI-ESM. This affects the cooling
of SST after sunset, which is slower than the cooling of the atmosphere and causes further convection at
nighttime. During El Niño events, the enhanced nighttime convection is amplified by the background SST
in the central tropical Pacific. Anomalies of the Walker circulation, which are directly related to convection,
also appear stronger with the hourly coupling. For La Niña events, the effect of hourly coupling is small. A
direct interpretation of this effect in Figure 14, however, is difficult, since this analysis is based on two model
configurations and two different coupling frequency, and we refer to Tian et al. (2017).

5.2. The NAO

For the North Atlantic-European region the NAO is an important climate diagnostic with distinct signatures in
the atmosphere-ocean coupling and impacts on continental-scale key parameters. The winter NAO is
the principal mode of variability in both model versions in all ensemble members and in ERA-Interim
(Figures 15a–15c; the figure shows the principal mode only for one ensemble member). The NAO explains
46% of the total variability in MPI-ESM-HR and 49% of the total variability in MPI-ESM-LR (mean values of
explained variance of the ensemble members). The dipole structure is present in both versions and compar-
able with ERA-Interim. The principal components are standardized, showing the EOFs (Empirical Orthogonal
Functions) multiplied with their eigenvalues in physical units. From Figure 15, the maximum amplitudes of
MPI-ESM-HR are closer to ERA-Interim compared to MPI-ESM-LR. ERA-Interim shows maximum amplitudes
larger than ±3 hPa. For MPI-ESM-HR, the maximum amplitudes of the negative anomalies are also greater
than 3 hPa and extend far more toward Europe than in MPI-ESM-LR. The amplitudes of the positive anomalies
in MPI-ESM-HR are also similar to ERA-Interim, with values of �3 hPa. These maximum values, however, are
shifted westward by 10–20° compared to ERA-Interim. The NAO in MPI-ESM-LR exhibits smaller amplitudes
of up to �2.5 hPa for the negative anomalies. For the positive anomalies, the maximum values are of similar
size than MPI-ESM-HR and observations. These results are consistent throughout the ensemble members.

On seasonal to interannual timescales, the NAO is associated with transient eddy momentum fluxes and their
interaction with the mean flow and variation of storm tracks (e.g., Woollings et al., 2015). Composites of the
NAO on band-pass-filtered geopotential height reveal the meridional shift and intensification of storm activ-
ity with respect to the different NAO phases (Figures 16a–16c). During positive NAO phases, an increase in
storm activity is found in ERA-Interim over the northern North Atlantic. During the negative NAO phases,
more storms enter the Mediterranean region. This behavior is present in both model versions, though their
magnitudes are much smaller than inERA-Interim. MPI-ESM-HR improves the NAO-related storm track activ-
ity. An increase in storm activity appears over northern Europe, indicative of an eastward extension of the jet
during the positive NAO phase.

Variations of the storm tracks with the different phases of the NAO are ultimately linked to the jet position,
the transient eddy momentum fluxes, and their interaction with the mean flow. On seasonal to interannual

Table 6
Skewness of El Niño/Southern Oscillation for HadISST (1870–2010),
MPI-ESM1.2-LR (piControl 500 Years), MPI-ESM1.2-HR (piControl 500 Years),
MPI-ESM1.0-LR (piControl 500 Years), and MPI-ESM1.0-MR (piControl
500 Years) for the Nino3, Nino3.4, and Nino4 Regions

Skewness Nino3 Nino3.4 Nino4

HadISST 0.76 0.38 �0.16
MPI-ESM1.2-LR 0.16 0.23 0.17
MPI-ESM1.2-HR 0.24 0.12 �0.37
MPI-ESM1.0-LR (CMIP5) 0.08 0.02 0.17
MPI-ESM1.0-MR (CMIP5) �0.04 �0.01 0.01

Note. Units are in degree Celsius (°C). CMIP = CoupledModel Intercomparison
Project.
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timescales, the transient eddies act to reinforce the mean jet during the
positive phases of the NAO and broaden the jet during negative NAO
phases (Woollings et al., 2015, cf. their Figure 8). This is illustrated with
the eddy-kinetic energy for ERA-Interim (Figure 16d). In both model ver-
sions, the eddy kinetic energy is transformed to the mean flow energy
over the North Atlantic during positive phases of the NAO. However,
maximum values of eddy-kinetic energy are located near the climatolo-
gical minimum, which indicates that only the amplitude of the jet is
altered but not its position. In MPI-ESM-HR, a second maximum appears
over Europe. This shows that much of the eddy-kinetic energy transfor-
mation takes place further downstream. The amplitudes, however, are
smaller than in ERA-Interim. This strengthening of the jet position is
associated with the increasing storm track activity over the northern
North Atlantic.

In summary, the winter NAO variability is improved in the MPI-ESM-HR
compared to MPI-ESM-LR, and amplitudes in MPI-ESM-HR are close to
ERA-Interim. The NAO-related storm track activity further shows
improvement in MPI-ESM-HR, with more storms entering the northern
European region. This is related to enhanced transient eddy momentum
fluxes and eddy-mean flow interaction in MPI-ESM-HR compared to
MPI-ESM-LR. This should lead to further improvements in quantities
influenced by the NAO, such as precipitation and continental surface
air temperature, but those quantities are not considered here.

6. Summary

We have presented a higher-resolution version of the coupled
MPI-ESM1.2-HR (hereafter MPI-ESM-HR) and compared it with the
model’s lower-resolved version MPI-ESM1.2-LR (hereafter MPI-ESM-LR).
Both are baseline versions for CMIP6, and standardized sets of experi-
ments similar to the CMIP6 design (ongoing Diagnosis, Evaluation, and
Characterization of Klima, Eyring et al., 2016) are performed. The experi-
ments are done with the CMIP5 forcing, because CMIP6 forcing was not
available when these simulations were carried out. We analyze oceanic
and atmospheric mean states and important modes of climate variability,
the ENSO and NAO. A documentation of the development of the atmo-
spheric component ECHAM6.3 and code changes relative to the prede-
cessor model is presented in a forthcoming manuscript on MPI-ESM1.2.

MPI-ESM-HR is well tuned, and drifts of the ocean hydrography are rela-
tively weak. The mean ocean circulation, such as ocean gyres and the
AMOC, is stable with magnitudes close to observed estimates. For exam-
ple, the AMOC at 26°N is 16 Sv in MPI-ESM-HR compared to 17 Sv in the
RAPID array (McCarthy et al., 2015; Smeed et al., 2016). Similarly, a stable
AMOC is present in MPI-ESM-LR with magnitudes of ~19 Sv at 26°N. In
the atmosphere, vertical cross sections of the mean temperature and

zonal wind show that upper level biases are reduced with increased resolution, and confirm previous studies
(Hertwig et al., 2015; Roeckner et al., 2006). This has an effect on regional atmospheric dynamics as discussed
below. Biases in near-surface climate are similar in structure in both model versions, but the doubled resolu-
tion leads to reduced RMSEs of about 10% across the board.

The North Atlantic climate system and adjacent continental regions suffer from a large SST bias, strong zonal
elongation of the North Atlantic current, and too zonal storm tracks. The SST bias is prominent in the earlier
generations of MPI-ESM, and increasing the ocean resolution to eddy permitting has not yet led to desired
results. The SST bias constitutes a drawback for certain applications, when remote atmospheric impacts

Figure 15. Winter (December–February) North Atlantic Oscillation (NAO) for
(a) ERA-Interim, (b) MPI-ESM1.2-LR, and (c) MPI-ESM1.2-HR for the period
1980–2005. The NAO is defined as the first mode of variability of an EOF
analysis based on sea level pressure. One ensemble member of the
historical runs is shown for MPI-ESM1.2-LR and MPI-ESM1.2-HR as an
example. However, the amplitudes look similar for all ensemble members.
The NAO explains 47% of the total variance for ERA-Interim, 42% (51%, 45%,
54%, and 53%) for MPI-ESM1.2-LR and 55% (50%, 42%, 43%, and 43%) for
MPI-ESM1.2-HR. In brackets the explained variances for the other ensemble
members. Units are in hectopascals.
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are considered. Examples are the relative role of North Atlantic heat fluxes for decadal summer climate
variations over Europe and the Eurasian continent (Ghosh et al., 2016; Wu et al., 2016), or the prediction of
storm intensity for winter over Europe (Kruschke et al., 2015). However, the increase in the horizontal resolu-
tion results in a reduction of the bias of the mean upper-level winds over the North Atlantic-European region.
For winter means, this results in an improvement of the storm tracks over the northern North Atlantic and an
increase in winter storms entering the northern European region. For summer means, the higher-resolution
atmospheric model component substantially decrease the bias of the mean zonal wind in the upper layers
over the Eurasian continent. This results in an improved position of the Asian jet and an increase in summer
blocking frequency over Europe.

We have also shown that the winter NAO and NAO-related storm track variability are closer to ERA-Interim in
MPI-ESM-HR than in MPI-ESM-LR. On interannual timescale the NAO is dominated by latitudinal variations of

Figure 16. (a–c) Composites of storm tracks (2- to 6-day band-pass-filtered geopotential height at 500 hPa) with respect
to positive minus negative North Atlantic Oscillation phases for (a) ERA-Interim, (b) MPI-ESM1.2-LR, and
(c) MPI-ESM1.2-HR. Shown are the averages of composites for all ensemble members. Contours show ensemble mean
climatology. Units are in meter (m). (d–f) Composites of transient eddy momentum flux on to the mean flow E · D
with respect to the positive minus negative North Atlantic Oscillation phases (here E = ((v02 � u02)/2, u0v0) is similar to
the E vector, and D = (Ux � Vy, Vx + Uy) is the deformation vector of the time mean flow; u0and v0 are the 2- to 6-day
band-pass-filtered transient zonal and meridional wind components at 200 hPa; U and V are the wind components
averaged over the winter seasons; for details see Raible et al., 2010.) Positive values denote eddy growth on the expense
of the background state. Negative values show the loss of eddy-kinetic energy to the mean flow. Shown are the
averages of composites for all ensemble members. Contours show ensemble mean climatology.
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the jet position (Woollings et al., 2015). Moreover, transient eddy momentum fluxes act to reinforce the mean
flow and strengthen the jet further downstream during positive NAO phases. These processes are enhanced
in the higher-resolution atmospheric model components. However, there is also evidence that other climate
components such as the stratosphere, sea ice, and local and remote air-sea interactions affect the NAO varia-
bility. Recently, it has been shown that these subcomponents can be used to enhance the NAO prediction
(Dobrynin et al., 2018; Hall et al., 2017; Wang et al., 2017). To examine the total effect of the higher-resolution
model version, the contributions of these climate subsystems on the NAO variability need to be considered;
this is not done here.

The tropical Pacific climate system is characterized by the cold-tongue SST bias and the double ITCZ, two typi-
cal features in many coupled climate models (Li & Xie, 2014; Lin, 2007). The cold-tongue SST bias is reduced in
the MPI-ESM-HR version compared to MPI-ESM-LR. This is also reflected in the bias of other variables, such as
precipitation, column water vapor, and cloud cover. In addition, ENSO variability is reasonably simulated in
both model versions, and significant peaks occur at a 2- to 10-year time range. The amplitudes of ENSO in
their peak phases are captured by both model versions. A drawback is a secondary maximum during
summer, which is not visible in HadISST. Such a secondary maximum may interfere with applications such
as seasonal forecasts, for which forecasts that are initialized in early spring drift toward higher amplitudes
than observed.

The tropical Atlantic climate system reveals large biases in both model versions, a warm SST bias in the east-
ern tropical Atlantic, and a cold bias in the western part. MPI-ESM-HR, however, improves the mean state by
reducing the SST bias by ~1°K in the western Atlantic and also the costal area of the eastern tropical Atlantic.
This is associated with a decrease of the precipitation bias in the southern tropical Atlantic and Gulf of Guinea.
The SAT of nearby continental regions and the SLP are also improved. The reduction of the bias is due to a
better representation of the coastal orography in the atmospheric component together with higher resolved
winds, which result in improved surface wind stress and oceanic upwelling (Milinski et al., 2016). This is in line
with studies, which proposed that coarse resolutions of the coastal orography in coupled climate models
result in biases in coastal winds and errors in the surface fluxes (Large & Danabasoglu, 2006). Others have
shown that increase inmodel resolution associated with more realistic wind stress curls at the eastern bound-
aries are required to simulate the upwelling system (Small et al., 2015).

7. Discussion

The reductions of the regional biases in MPI-ESM-HR are expected to improve short and near-term climate
prediction systems and climate projections and thus provide more reliable regional climate information. As
an example, decadal climate predictions are currently employed in many modeling centers with the goal
of operational use (Marotzke et al., 2016; Smith et al., 2013) and scientific contributions such as for CMIP6
(Boer et al., 2016). Typically, the North Atlantic is a key region for decadal climate predictions, and forecast
skill is found for various quantities such as heat content and SST (e.g., Kröger et al., 2012; Matei et al., 2012;
Pohlmann et al., 2013; Yeager et al., 2012). Prediction skill is further assessed for climate impacts, such as
for Atlantic tropical cyclones (Dunstone et al., 2011; Smith et al., 2010). However, forecast skill is strongly
reduced over continents. Based on MPI-ESM, the predictability of winter storms has been assessed for the
North Atlantic-European region, and forecast skill is found beyond the first season (Kruschke et al., 2014,
2015). Further, wind speed and associated wind energy potential over central Europe have been evaluated
and forecast skill is achieved for the first years (Moemken et al., 2016). However, the regional climate informa-
tion for applications is limited. An improvement of storm frequencies and associated wind speed is expected
to further improve the reliability of such predictions.

Further, for summer means an improvement of the blocking statistics in higher resolution is expected to
increase the seasonal and decadal summer climate predictability over central Europe in MPI-ESM (Bunzel
et al., 2017; Müller et al., 2012; Sienz et al., 2016). Recent work has established an atmospheric pathway from
North Atlantic multidecadal SST variations to the European summer (Ghosh et al., 2016). By using the twen-
tieth century reanalysis, Ghosh et al. (2016) showed that heat flux variations in the North Atlantic result in a
linear baroclinic atmospheric response with alternating low pressure systems over the Atlantic and blocking-
like events over central Europe. The SST bias is crucial in this framework and in the coupled system leads to a
displacement of the baroclinic response. However, an improvement of the blocking frequency, such as
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shown in the MPI-ESM-HR experiments, might also result in a more realistic occurrence of blocking events in
the prediction systems.

In summary, the increase in atmospheric resolution employed in MPI-ESM-HR leads to an improvement of
atmospheric mean state and regional atmospheric dynamics compared to MPI-ESM-LR. Though some of
the long-standing biases are only modestly reduced, the improvements of atmospheric dynamics in the
higher resolution make this model well suited for prediction and impact studies.
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