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ABSTRACT

The regional climatemodel COSMO inClimate Limited-AreaMode (COSMO-CLMorCCLM) is usedwith a

high resolution of 15 km for the entire Arctic for all winters 2002/03–2014/15. The simulations show a high spatial

and temporal variability of the recent 2-m air temperature increase in the Arctic. The maximum warming occurs

north of Novaya Zemlya in the Kara Sea and Barents Sea betweenMarch 2003 and 2012 and is responsible for up

to a 208C increase. Land-based observations confirm the increase but do not cover the maximum regions that are

located over the ocean and sea ice.Also, the 30-kmversion of theArctic SystemReanalysis (ASR) is used to verify

the CCLM for the overlapping time period 2002/03–2011/12. The differences between CCLM and ASR 2-m air

temperatures vary slightly within 18C for the ocean and sea ice area. Thus, ASR captures the extreme warming as

well. The monthly 2-m air temperatures of observations and ERA-Interim data show a large variability for the

winters 1979–2016. Nevertheless, the air temperature rise since the beginning of the twenty-first century is up to

8 times higher than in the decades before. The sea ice decrease is identified as the likely reason for thewarming.The

vertical temperature profiles show that the warming has a maximum near the surface, but a 0.58Cyr21 increase is

found up to 2 km. CCLM, ASR, and also the coarser resolved ERA-Interim data show that February and March

are the months with the highest 2-m air temperature increases, averaged over the ocean and sea ice area north of

708N; for CCLM the warming amounts to an average of almost 58C for 2002/03–2011/12.

1. Introduction

During 1989–2008, the near-surface temperature in-

crease of the ECMWF interim reanalysis (ERA-I) data

is 0.58Cdecade21 for summer and 1.68Cdecade21 for the

winter season averaged over the Arctic (Screen and

Simmonds 2010; Overland and Wang 2010). The In-

tergovernmental Panel on Climate Change Fifth As-

sessment Report (IPCC 2013) projects a further

warming for the central Arctic of 38–48C over the next

50 years, based on different emissions scenarios and a

large number of different climate models. The Arctic

warming occurs during the entire year, but has itsmaximum

in autumn and winter (Cohen et al. 2014).

The warming, approximately twice as strong in the

Arctic than in the global mean, is also known as ‘‘Arctic

amplification’’ (Serreze and Francis 2006; Serreze et al.

2009; Screen and Simmonds 2010; Cowtan and Way

2014). It is supposed to be caused by a wide range of

physical processes. Most of them are strongly coupled

with the decreasing sea ice area (e.g., Lindsay et al. 2009;

Comiso 2012; Stroeve et al. 2012) since the late 1970s

partly due to human-induced global warming (IPCC

2013; Notz and Marotzke 2012). Contributing processes

include (i) shortwave albedo change (Winton 2006;
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Serreze et al. 2009; Serreze and Barry 2011; Screen et al.

2012), (ii) changes of the aerosol concentration and the

deposits of black carbon on the Arctic surfaces (Shindell

and Faluvegi 2009), (iii) water vapor and cloud cover

changes (Francis andHunter 2006; Graversen andWang

2009), (iv) increasing greenhouse gas forcing (Stroeve

et al. 2012; Gillett et al. 2008), (v) temperature or Planck

feedback (Pithan and Mauritsen 2014), and also

(vi) changing poleward transport of heat and moisture

into the Arctic (Graversen et al. 2008). Several studies

also investigate the linkages between midlatitude ex-

treme weather, storm tracks, planetary waves, and the

jet stream. Cohen et al. (2014) provide an overview ar-

ticle about the different linkages, concluding that an

improved process understanding is still needed. A close

analysis of the regional and temporal variability of the

Arctic warming helps to advance the understanding of

the influences of Arctic amplification.

However, estimations about the temperature increase

and the understanding of regional and seasonal tem-

perature changes in the Arctic are hindered by the fact

that long-term in situ measurements do not exist for vast

areas of the Arctic. Simmons and Poli (2015) show that

the conventional meteorological observational coverage

for radiosondes from 708 to 908N is variable on a low

frequency and decreases between 1989 and 1996 but has

partially recovered till 2012. The decline in radiosonde

observations for the Arctic is in contrast to the in-

creasing number of radiosondes on a global scale

(Simmons and Poli 2015). The number of synoptic sta-

tions has increased for Greenland and northernmost

Canada but declined in Russia in the 1990s and has only

partly recovered afterward. Because of a change from

manual to automatic stations the number of available

surface observations increased each year (Simmons and

Poli 2015) but is still sparse. The observational coverage

over ocean and sea ice is even lower and there are only

data from buoys, ice stations, or field experiments

available. Some satellite measurements (e.g., MODIS)

improve the availability of data over sea ice (Simmons

and Poli 2015).

A different approach is the use of mesoscale atmo-

spheric models and reanalyses to analyze the temporal

and regional developments. Reanalyses have the ad-

vantage that they assimilate observations to keep sim-

ulations close to reality. A comparison of global

reanalysis datasets for theArctic is presented byLindsay

et al. (2014). With regard to the 2-m air temperature, the

study shows that deviations are small for the Climate

System Forecast Reanalysis (CFSR), the Modern-Era

Retrospective Analysis for Research and Applications

(MERRA), the ERA-I, and the Japanese 25-year Re-

analysis Project (JRA-25) for the land regions of

Europe, Siberia, and North America for the time period

of 1980–2009. In particular, ERA-I has small biases, is

closely correlated to the observations and has a high

consistency. Simmons and Poli (2015) argue that ERA-I

agrees well with measured surface air temperature data

but has warm winter biases over the sea ice. Global re-

analyses have the disadvantage of a coarse resolution.

The newly developed Arctic System Reanalysis (ASR;

Byrd Polar and Climate Research Center) has a higher

horizontal resolution (30 km; Bromwich et al. 2012) than

previous reanalyses covering the Arctic. ASR is also

specially adapted for the Arctic region and thus

Bromwich et al. (2016) could show that ASR is in good

agreement with observed 2-m air temperatures, with the

annual biases being smaller in comparison to ERA-I for

December 2006–November 2007.

In the present study, the nonhydrostatic, regional

climate model COSMO in Climate Limited-Area Mode

(COSMO-CLM or CCLM) is used with a horizontal

resolution of 15 km for the Arctic in the winter seasons

2002/03–2014/15 (Fig. 1). CCLM (Rockel et al. 2008) is

based on the COSMOModel being used for operational

weather forecasting (Steppeler et al. 2003). For the

Arctic, a thermodynamic sea ice model was implemented

in COSMO (Schröder et al. 2011) in CCLM and in

CCLM by Gutjahr et al. (2016). This configuration was

already used in previous studies in the Arctic. In

Schröder et al. (2011) a verification of the COSMO

Model was performed using four automatic weather

stations over sea ice in the Laptev Sea area, and very

good agreement was found. In addition, a comparison

withMODIS-based surface temperatures shows that the

mean value of the surface temperature differs by just

FIG. 1. CCLM 15-km model domain and the surface height. The

orange points mark the locations of the seven observational sta-

tions in the Kara Sea and Barents Sea (see Table 1). (Straight black

lines indicate cross sections shown in Fig. 8.) Blue color indicates

water and white is the sea ice area for 8 Apr 2014.
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0.2K (Schröder et al. 2011). Ebner et al. (2011) used the

COSMOModel for studies of the impact of polynyas on

the atmospheric boundary layer. Further, sea ice pro-

duction rates for the Laptev Sea were calculated with

COSMO Model simulations in Bauer et al. (2013). Re-

cently Gutjahr et al. (2016) used CCLM to quantify the

sea ice production in the same region and investigate its

sensitivity to the assumptions of thin-ice thickness in the

tile approach. The comparison of these results with au-

tomatic weather stations over sea ice shows that CCLM

is able to reproduce the observed near-surface variables

(temperature bias of around 218C). We study mainly

the spatial variability and the monthly temporal varia-

tions of the Arctic air temperature increase since the

beginning of the twenty-first century, but with focus on

the CCLM simulation period. CCLM simulations are

verified with the 30-km version of the ASR data and

with land-based observations. The regional focus is on

the Kara Sea and Barents Sea area, because the largest

warming is found in these regions (Fig. 2).

2. Methods and datasets

a. CCLM

The nonhydrostatic regional climate model CCLM

(version v5.0_clm1; Rockel et al. 2008), was used for the

Arctic winter periods (November–April) from 2002/03

to 2014/15. The model was run in a forecast mode for

daily forecast simulations including a spinup time of 6h

in order to keep the simulations close to reality (each

run covers 30 h). No observations were assimilated

during the runs. ERA-I data (Dee et al. 2011) were used

as initial and boundary data. No spectral nudging was

performed.

The horizontal resolution is 15 km for a 450 3 350

gridpoint domain, covering the whole Arctic (Fig. 1).

The model has 42 vertical sigma levels up to 22km, of

which 16 are below 2-km height. The model equations

are based on the primitive thermo-hydrodynamical

equations and solved on an Arakawa C/Lorenz grid

applied on a rotated spherical coordinate system. The

daily ice situation is prescribed by a combination of

different datasets. On the one side, the Advanced Mi-

crowave Scanning Radiometer for Earth Observing

System (AMSR-E onboard Aqua) and AMSR-2 [on-

board the Global Change Observation Mission for

Water–1 (GCOM-W1); Spreen et al. 2008, provided by

the University of Bremen] data are used for sea ice

concentration and on the other side the sea ice thickness

is taken from the Pan-Arctic Ice–Ocean Modeling and

Assimilation System (PIOMAS; Zhang and Rothrock

2003). Compared to the standard CCLM version, several

adaptations were made (Gutjahr et al. 2016). Over sea ice

the thermodynamic two-layer sea ice model of Schröder
et al. (2011) is used. Thin ice (#20 cm) is considered to

be free of snow, sea ice thicker than 20 cm is defined to

have a snow cover of 10 cm (Schröder et al. 2011). The
roughness length for sea ice is taken as 1 cm and

a modified Charnock formula (Doms et al. 2011) is

applied for open water areas. Surface energy fluxes for

fractional ice cover are calculated by a tile approach,

and a sea ice albedo scheme after Koltzow (2007) is

used (Gutjahr et al. 2016).

b. Reanalyses and observations

The ASR is a regional reanalysis covering the Arctic

and midlatitudes (poleward of 408N) and was developed

with the purpose of a better understanding of the pro-

cesses and consequences of a changing Arctic climate

system (Bromwich et al. 2012). The ASR is based on the

high-resolution, nonhydrostatic Polar Weather Research

and Forecasting Model (Polar WRF, version 3.3.1) with

ERA-I data used as lateral boundary conditions. ASR

has a horizontal resolution of 30 km [2000–12; version 1

(ASRv1)] and 15km [2000–12; version 2 (ASRv2), com-

pleted early 2017, but it was not ready for thismanuscript],

with 71 vertical levels. A wide variety of observations

(details below) are assimilated using three-dimensional

variational data assimilation. It features a comprehensive

sea ice description similar to that used by CCLM. As a

result, ASRv1 data provide a valuable mesoscale dataset

of the Arctic atmosphere–sea ice–land surface system for

the period 2000–12 at 3-h intervals (Bromwich et al.

2016), and are used here.

ERA-I (Dee et al. 2011) is a global reanalysis with a

horizontal resolution of approximately 79 km with 60

levels in the vertical and spans from 1979 to the present

FIG. 2. CCLM 2-m air temperature trends (8C yr21) for the

winter mean (November–April) 2002/03–2011/12. Gray shaded

regions indicate significant grid boxes at a 95% level.
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at 6-h intervals. It features coupled atmosphere and land

surface models with specified ocean conditions. The sea

ice description is much simpler than that used by CCLM

and ASR. ERA-I uses four-dimensional data assimila-

tion to incorporate many of the conventional observa-

tions used by ASR and emphasizes the use of a vast

array of satellite data. ERA-I was the best performing

global reanalysis over the Arctic among the seven

evaluated by Lindsay et al. (2014).

The Arctic Ocean is a data-sparse, but not data-void,

region for reanalyses. Both reanalyses assimilate con-

ventional (surface and upper air) observations from the

land areas surrounding, and from islands within, the

Arctic Ocean. Atmospheric advection via the short-term

model forecast that serves as the basis for assimilation can

move information from data-rich areas to the more data-

sparse sea ice zone. The surface pressure data from buoys

drifting in the sea ice are also included. Satellite and

aircraft observations are assimilated. Therefore, although

the reanalyses are less constrained than the adjacent land

areas, they are far from pure model forecasts. Further

constraint is provided by sea ice concentration specified

from satellite passive microwave observations.

A comprehensive verification of ASRv1 and ERA-I

has been conducted for the Arctic andmoderate latitudes

by Bromwich et al. (2016). They show that ASRv1 is a

high-quality reanalysis dataset with accurate results in the

surface variables with the greatest advances over ERA-I

in near-surface temperature, moisture, and wind. Upper-

level comparisons show improvements over ERA-I in

relative humidity and wind speed throughout the tropo-

sphere. The forecast clouds, precipitation, and the

surface radiation perform less well than ERA-I, with the

microphysical scheme also showing some inaccuracies

(Wesslen et al. 2014) that have been alleviated in ASRv2.

ASR does a better job identifying extreme cyclones

over the Arctic Ocean than other global reanalyses in-

cluding ERA-I (Tilinina et al. 2014). A much higher

percentage of polar lows in the northern North Atlantic

are captured by ASR than ERA-I (Smirnova and

Golubkin 2017). The ASR data have been subject of

several topographically forced wind studies (Moore

2013; Moore et al. 2015, 2016) that mostly demonstrate

its better performance than ERA-I.

For the comparison between ASR and CCLM, the

ASR data are bilinear interpolated to the CCLM grid

for winters (November–April) 2002/03–2011/12. Hourly

CCLM data are sampled every third time step, in order

to enable a better comparison with the 3-hourly ASR

data. ERA-I data are used with their 6-hourly resolution

(Dee et al. 2011). Monthly means are generally the basis

for all analyses, except for some correlation calculations

between the meteorological stations and CCLM and the

percentile calculations of daily extremes. For the com-

parison with meteorological surface stations, the four

closest grid boxes are interpolated to the location of

each station for CCLM, ASR, and ERA-I. Only stations

with more than 75% coverage are used. The meteoro-

logical surface stations are part of the World Meteoro-

logical Organization’s observing network.

Trends are calculated with linear regression using an

ordinary least squares method. Statistical significances

are calculated using the Student’s t test at the 95% and

99%confidence levels. The calculations of the coefficients

of determination is based on Pearson’s correlations. Time

series were not detrended for the analysis.

3. Results: Near-surface temperature validation

a. Comparison with observational data

Verifying CCLM simulations in the Arctic is challeng-

ing because of the lack of measurements, especially over

the ocean and sea ice area. Regarding the region of in-

terest, the Barents Sea and Kara Sea around Novaya

Zemlya, seven meteorological stations are located there

(for locations see Fig. 1). Table 1 shows the statistical

analysis for the 2-m air temperature of these stations in

comparison with the monthly averaged CCLM and ASR

data for the winters (November–April) 2002/03–2011/12

[except observation station 1 (Polar GMO), which only

provides data for January 2004–December 2012]. The

CCLM 2-m air temperature is not directly simulated, but

computed between the skin temperature and temperature

at the lowest model level (20m) using surface layer sim-

ilarity theory. In contrast, the ASR 2-m air temperatures

are calculated from the observed 2-m air temperatures

and temperatures at the lowest model level of PolarWRF

at 4m. As a consequence, the ASR 2-m air temperatures

are not independent from the observations (Bromwich

et al. 2016). Therefore, biases and RMSEs are gener-

ally smaller for ASR. Correlation coefficients for ASR

monthly mean 2-m air temperature exceed 0.98. The

correlation coefficients of CCLM and the seven stations

range between 0.94 and 0.97 on a monthly mean basis.

The CCLM coefficients of determination for daily means

lie between 0.92 and 0.98 for the stations located in the

region of interest (Fig. 3). The comparison between

CCLM and 88 stations (located in the CCLM domain

below a height of 50m, with a total coverage of at least

75%of the data) shows that CCLMperforms verywell for

most regions in the Arctic, especially along the Siberian

coast ($0.92). The biases for CCLM range between a

smaller cold bias of20.78C up to a warm bias of 1.38C for

the seven synoptic stations (Table 1). ASR biases vary

between 20.88 and 1.18C. In the regional comparison to

8916 JOURNAL OF CL IMATE VOLUME 30



the 88 stationdata, also theother biases around the Siberian

coast are very small (from 22.58 to 2.08C) for CCLM

(Fig. 3). The regional analysis shows that CCLM is gener-

ally slightly warmer than the measured data (from20.58 to
28C) for the Kara Sea and Barents Sea region, but slightly

cooler for other regions in Siberia. Greenland and northern

Norway show higher cold biases ranging between 21.38
and24.98C and are caused by highly variable topography.

Especially in the region of interest, the good accordance

betweenCCLMandobservations indicates a highquality of

the CCLM monthly means but also of the daily mean 2-m

air temperatures.

To have a closer analysis at the temporal performance,

Fig. 4 compares the March averages from the 2-m

air temperature observations of station 2 (Ostrov Vize,

WMO No. 200690; 1955–2017) with the 2-m air temper-

ature of CCLM (2003–15), ASR (2000–12), and ERA-I

(1979–2016). The station is located at the eastern edge of

the area with maximum warming (see Fig. 2). The dif-

ferences between the observations, the modeled data,

and the reanalyses are mainly below 28C. Thus, the

comparison reveals that the near-surface air temperature

is well captured by the model datasets during the period.

Just as in Table 1, a slightly better agreement is seen

between ASR data and the observed temperatures. The

same is true for the other six stations in the region of

interest and the other five winter months (not shown).

Averaged over all seven synoptic stations, differences in

themonthly 2-m air temperature biases are small (Fig. 4).

CCLM has the smallest bias in December with 0.28C and

the highest biases in March with 1.48C. The calculated

biases for all 88 stations for March (not shown) are in

general around 18C,which is slightly larger than themean

for all winter months (Fig. 3). Comparing the different

datasets, ERA-I shows generally the highest biases in all

months and ASR shows the smallest ones. Furthermore,

Fig. 4 shows that the trends of the data are highly dependent

on the time period as a result of a high interannual vari-

ability of the 2-m air temperature. Differences of 58C and

more between sequential years are a common feature.

Thus, the increase of the observed 2-m air temperature in

March is only 1.28Cdecade21 for the 62-yr period, but the

increases for the last decades are considerably higher,which

is also reflected by the model data. ERA-I shows an in-

crease of 2.38Cdecade21 for the period of 1979–2016. ASR

increases by 6.88Cdecade21 for 2000–12 and CCLM in-

creases by 9.28Cdecade21 for 2003–15. In comparison, the

ERA-I trend for the ASR time period (2000–12) is

7.58Cdecade21 and for the CCLM period (2003–15) the

ERA-I trend amounts to 9.08Cdecade21. The increase for

the CCLM grid cell with the maximum warming over sea

ice is clearly stronger with a trend of 12.48Cdecade21 for

March 2003–15 (for exact location see the March point in

Fig. 7).

We compared CCLM surface temperatures with

MODIS surface temperatures (Preußer et al. 2016) in the

Kara Sea. Differences of the area-average between

CCLM andMODIS monthly means for March 2003–15

range between 248 and 11.68C (not shown). The mean

temperatures are 219.28C for CCLM and 217.98C for

MODIS (i.e., CCLM is 21.38C colder than MODIS).

However, this difference is within the uncertainty of the

MODIS sea ice temperature product (Hall et al. 2004).

TheMODIS data show also a warming of 3.98Cdecade21,

which is significantly smaller than the CCLM trend of

7.28Cdecade21 for this region. But it has to be noted that a

comparison with MODIS is biased to cloud-free condi-

tions and that the trend calculation could be performed

for only 50%of the area because of the cloudy conditions.

b. Comparison of ASR and CCLM for the Arctic

The 2-m air temperatures for CCLM and ASR only

differ within the small range of60.58C over sea ice for all

winters (not shown). The differences over land are larger,

TABLE 1. Statistical comparison ofmonthlymeans (bias, RMSE, and correlation coefficients) between station data (OBS) andCCLMand

ASR for all winter periods 2002/03–2011/12.

Station Mean Bias RMSE r

No. Name (WMO No.) Lat Lon OBS CCLM ASR CCLM ASR CCLM ASR CCLM ASR

1 Polar GMO im.

E.T. Krenkelja (20046)a
80.628N 58.058E 216.10 215.20 216.30 0.90 20.21 1.81 0.74 0.95 0.99

2 Ostrov Vize (20069) 79.488N 76.998E 219.22 218.36 218.57 0.86 0.64 1.72 0.92 0.97 0.99

3 Golomjannyj (20087) 79.558N 90.578E 221.92 220.74 220.94 1.17 0.98 2.13 1.33 0.94 0.99

4 GMO im. E.K. Federova

(20292)

77.728N 104.38E 222.77 223.48 222.75 20.71 0.02 1.81 0.89 0.96 0.98

5 Ostrov Dikson (20674) 73.58N 80.48E 219.82 219.07 218.70 0.75 1.12 1.52 1.3 0.97 0.99

6 im. M.V. Popova (20667) 73.338N 70.058E 217.91 216.59 216.85 1.33 1.07 1.88 1.3 0.97 0.99

7 Malye Karamakuly (20744) 72.378N 52.78E 29.43 210.02 210.26 20.59 20.83 1.03 0.97 0.97 0.99

All station mean 218.17 217.64 217.77 0.53 0.40 1.70 1.06 0.96 0.99

a Only for the years 2004–12.
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for example, because of using different land surface rep-

resentations and soil models. Larger disagreement be-

tween CCLM and ASR is found for the 95th and 99th

percentiles of the dailymean 2-m air temperatures (Fig. 5).

For the whole period, it can be seen that the extremes in

daily mean temperatures are above the freezing point over

the ocean and below 08C over sea ice and land areas

(Figs. 5a,b). The regional patterns of the 95 and the 99

FIG. 3. (top) The 2-m air temperature bias (CCLMminus observation) and (bottom) coefficient of determination

based on daily means for CCLM and all synoptic stations located below 50-m height in the CCLM domain for the

winter periods (November–April) 2002/03–2011/12.
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distributions are very similar. The lowest values occur over

Greenland and the sea ice regions of Canada and Green-

land. The warmest regions are located in the Atlantic

Ocean and the Nordic seas. CCLM is up to 48C warmer

over sea ice at the Canadian coast in comparison to ASR

(Figs. 5c,d). These differences are similar in the 99th

percentile and in the 95th percentile one. In the Kara Sea

and Barents Sea regions, which are the main regions of

interest in this study, these differences are relatively small

(618C). The comparison ofCCLMwithERA-I (Figs. 5e,f)

shows smaller differences than for ASR. The region

of greater differences is more pronounced in the 99th

FIG. 4. Time series of the 2-m air temperature for Ostrov Vize (OBS; black) and related gridbox 2-m air tem-

perature of CCLM (dark blue), ERA-I (green), and ASR (red) for March monthly means. The light blue line

(CCLM max SI) is the March period of CCLM grid box with the max 2-m air temperature over sea ice (77.408N,

60.598E or see the March point in Fig. 7). Dashed lines present the linear trends. The inset chart shows 2-m air

temperature biases (e.g., CCLMminus observation) for all seven stations in the region of interest for the six winter

months (November–April) 2002/03–2011/12.

FIG. 5. (top) The 95th and (bottom) 99th percentiles of 2-m air temperature from (a),(b) CCLM; (c),(d) CCLM minus ASR; and

(e),(f) CCLM minus ERA-I for the 2-m air temperature based on daily means for all winters 2002/03–2011/12.
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percentile. While CCLM minus ERA-I percentile differ-

ences are generally positive over sea ice, the opposite is

found for the comparison between ASR and ERA-I (not

shown). This indicates that in comparison to ERA-I, more

(less) extreme warm days are present in CCLM (ASR) for

the winters 2002/03–2011/12. The validation of CCLM

shows only slight differences to the compared datasets

including WMO stations, MODIS sea ice temperature,

and ASR and ERA-I data. Thus, CCLM offers a realistic

basis for the following trend analysis with slight un-

certainties in the magnitudes.

4. Results: Temperature increase since 2000

a. Spatial distribution of temperature trends

The trends of the monthly mean 2-m air temperatures

of CCLM are positive for all winter months since the

beginning of the twenty-first century (Figs. 6a–f). By

‘‘trend’’ we mean the low-frequency variability evident

in a time series of 10–16-yr duration, knowing that the

climatological reference period is 30 yr. Still trend is the

tendency within a certain period of time and in the fol-

lowing analysis the term is used as it also implies linear

regression analysis. In the following we consider three

different periods: 1) winter 2002/03–2011/12 because of

the strongest temperature increase per decade and the

overlapping data period of CCLM and ASR, 2) winter

2002/03–2014/15 because of the complete simulation

period of CCLM (limited by the availableAMSR sea ice

information), and 3) winter 1999/2000–2015/16 using

ERA-I.

From the time series in Fig. 4 it is obvious that the

strongest warming occurred between 2003 and 2012 in

the last two decades. Generally, the maxima of the

trends are mainly located in the Kara Sea and Barents

Sea region (Figs. 6a–f). Between winter 2002/03 and

2011/12 (winter period 1) the strongest trends occur in

FIG. 6. (a)–(f) Spatial distribution of the trends of the 2-m air temperature (8C yr21) for CCLMmonthly mean winter months for 2002/

03–2011/12. Gray shaded regions indicate significance at the 95% level. Spatial trends of (g) ASR and (h) ERA-I for March 2003–12. The

green dots show the region of the maximum trend for the individual months.
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January and, particularlyMarch with a warming of up to

28Cyr21 for March (i.e., an increase of up to 20.58C
north of Novaya Zemlya during this 10-yr period). The

warming trends are generally significant at a confidence

level of 95% (maximum trends even at the 99% level;

not shown).

February and March also show strong nonsignificant

positive trends at the Canadian coast. The ASR and

ERA-I trends for March 2003–12 are shown in Figs. 6g,h.

The coarser resolution of ERA-I results in smoother

spatial patterns. Trends of ERA-I as well as ASR are in

very good agreement with the CCLM March trend, but

slightly weaker. The locations of maximum areas of the

single months (green points) are similar, except for the

ERA-I February location. The trend values are similar as

well and have a maximum deviation of around 38C for

March between ERA-I and CCLM (Table 2). In com-

parison to the ERA-I changes between 1979/80 and 1999/

2000 (see Fig. A1 in the appendix), the changes since

2002/03 are up to 8 times higher in the Kara Sea and

Barents Sea. For the 1979/80–1999/2000 period, no con-

sistent temperature change pattern can be found over sea

ice for different winter months.

The strong 2-m air temperature increase found for

2002/03–2011/12 (winter period 1) gets weaker, if the

CCLM simulations are extended to the full CCLM

simulation period (2002/03–2014/15; winter period 2),

but the 2-m air temperature change is still very large

(Fig. 7). Figure 7 also indicates that the regions with

the maximum temperature increase are all in the

Barents Sea and Kara Sea. The largest temperature

increase can be seen for March with 1.28Cyr21

(equals 16.18C for the 13-yr period, Table 2). De-

cember is the month with the lowest maximum 2-m air

temperature increase of 0.88Cyr21 (equal to 10.28C
for 13 yr). The areas of maximum 2-m air temperature

increase for November, December, March, and April

are located in the region north of the island Novaya

Zemlya. The maximum 2-m air temperature increase

for January and February takes place in the vicinity of

Spitsbergen. All maximum changes are at least 95%

significant (Fig. 7).

TABLE 2. Maximum 2-m air temperature increase (8C) for the
ocean and sea ice area for the winter months 2002/03–2011/12 and

2002/03–2014/15. Footnotes identify the significance. Locations of

the individual maximum increase are marked as green dots in

Figs. 6 and 7.

2002/03–2011/12 2002/03–2014/15

CCLM ASR ERA-I CCLM

November 16.9a 16.1a 15.1a 13.1a

December 13.9a 13.8a 12.5a 10.2b

January 18.3a 16.4a 15.9a 14.0a

February 13.3a 12.9a 11.8a 11.6a

March 20.5a 19.3a 17.3a 16.1a

April 9.9a 9.2b 8.1a 11.1a

a Confidence level of 99.0% and greater.
b Confidence level of 95.0%.

FIG. 7. Spatial distribution of the trend of the 2-m air temperature (8C yr21) for CCLMMarch

monthly means for 2003–15 with all maximum trend regions of individual months for 2002/03–

2014/15 (green). Gray shaded regions indicate significance at the 95% level.
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b. Trends for ocean and sea ice areas

In this section, we consider the changes in 2-m air

temperature for the ocean and sea ice of the area north-

ward of 708N for CCLM, ASR, and ERA-I. For all

months, and the time periods 1) 2002/03–2011/12, 2) 2002/

03–2014/15, and 3) 1999/2000–2015/16, the 2-m air tem-

perature increases (Table 3). The largest warming is found

for February, and CCLM shows a maximum increase

being about 0.88C (1.28C) higher than for ERA-I (ASR).

The smallest trend for the complete Arctic ocean since

2002/03 occurs in April with around 1.48Cdecade21 for

both time periods of CCLM, with 0.98Cdecade21 for

ASR, and 1.18Cdecade21 for ERA-I. The maximum in-

crease for 2002/03–2011/12 occurs in the Barents Sea and

Kara Sea in March (Fig. 6), but the maximum of the area

average of the ocean and the sea ice area is highest

in February. The February CCLM increase is the

largest with 4.98Cdecade21, followed by ERA-I with

4.18Cdecade21, and then ASR with 3.78Cdecade21. With

the exception of November, CCLM always has the largest

temperature trend. The verification of CCLM and the

synoptic stations showed that CCLM is slightly over-

estimating the 2-m air temperature in the Kara Sea and

Barents Sea, except in November (section 3). This is also

consistent with the percentile analysis (section 3), where

CCLM has more extreme warm days (Fig. 5). The

warming shown in ERA-I for January and April 1999/

2000–2015/16 is stronger than for 2002/03–2011/12. The

warming in February and March 2000–16 is smaller

compared to February and March 2003–12, but still Jan-

uary, February, andMarch 2000–16 show awarming trend

of 2.78Cdecade21 for theArctic region north of 708N.This

amounts to an averaged increase of 4.58C for the Arctic

sea ice and ocean area 708N for these months since 2000.

Comparing the CCLM trends of the two time periods,

the trends per decade are smaller for the extended time

period 2002/03–2014/15 (winter period 2) than for 2002/

03–2011/12 (winter period 1). The difference in the trends

for January and February for both time periods amounts

to approximately 1.68 and 2.38Cdecade21. The entire

winter 2-mair temperaturewarmingover ocean and sea ice

forCCLMamounts to 2.88Cdecade21 for the decade 2002/

03–2011/12 and 1.88Cdecade21 for 2002/03–2014/15. ASR

and ERA-I show the same increase of 2.48Cdecade21 for

the decade 2002/03–2011/12. For the winter period 1999/

2000–2015/16 thewarming trend is similar to 2002/03–2011/

12 for ERA-I with 2.28Cdecade21. That is 0.48Cdecade21

more than CCLM simulations show for 2002/03–2014/15

but 0.68Cdecade21 less than shown byCCLM for 2002/03–

2011/12. Despite the sensitivity with respect to the chosen

period, which is a result of the high interannual variability

of temperature, a substantial acceleration of the tempera-

ture increase for the Arctic during the twenty-first century

is documented. Spatial maps of the 2-m air temperature

trends for ERA-I for the individual months of 1999/2000–

2015/16 can be found in the appendix (see Fig. A2).

c. Changes of the vertical temperature structure

Vertical cross sections through the maximum increase

area in the Kara Sea and Barents Sea during the maxi-

mum warming period (winter 2002/03–2011/12) show

that the temperature increase is strongest near the sur-

face and decreases with height (Fig. 8). The north–south

TABLE 3. Spatially averaged 2-m air temperature mean (8C) and linear trend (8Cdecade21) for the ocean and sea ice area ($708N) for the

winter periods 1979/80–1998/99, 1999/2000–2015/16, 1979/80–2015/16, 2002/03–2011/12, and 2002/03–2014/15.

1979/80–1998/99 1999/2000–2015/16 1979/80–2015/16 2002/03–2011/12 2002/03–2014/15

ERA-I ERA-I ERA-I ERA-I CCLM ASR CCLM

Mean

November 217.3 214.8 216.1 214.5 215.5 215.3 215.6

December 221.5 218.7 220.2 218.4 219.6 219.2 219.5

January 223.2 220.4 221.9 220.1 221.2 220.7 221.2

February 223.0 221.1 222.1 221.0 222.2 221.9 222.1

March 221.6 219.9 220.8 220.3 221.1 221.2 220.7

April 216.4 214.2 215.3 213.9 214.3 214.7 214.2

November–April 220.5 218.2 219.4 218.0 219.0 218.8 218.9

Trend

November 0.8 1.7 1.3 2.3 2.6 3.1 1.3

December 20.8 1.2 1.1 1.4 1.6 1.5 1.2

January 20.9 2.7 1.3 1.9 2.4 1.9 0.8

February 20.9 2.8 0.9 4.1 4.9 3.7 2.6

March 0.3 2.7 1.0 3.8 4.5 3.5 3.6

April 1.3 2.1 1.3 1.1 1.4 0.9 1.1

November–April 0.0 2.2 1.1 2.4 2.8 2.4 1.8
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cross section from the southern Kara Sea to the North

Pole (along line AB, for exact location see Fig. 1), in-

tersects the hot spot area of theMarchmaximum 2-m air

temperature increase in its southern part. Themaximum

trend of around 20.08Cdecade21 can only be found in the

lowest layers, but awarming of up to 58Cdecade21 extends

up to a height of 2km. Above 2km the trend decreases to

around 62.58Cdecade21. The second cross section is ori-

entated from the southern Norwegian Sea to the eastern

Kara Sea (along line CD; see Fig. 1). It shows similar re-

sults for the Kara Sea region, but also a cooling of up

to210.18Cdecade21 in theNordic seas at heights between

2 and 6km forMarch 2003–12. This cooling is also present

in the months February and April (not shown).

5. Discussion and conclusions

The near-surface temperature changes are temporally

and spatially analyzed since the beginning of the twenty-

first century. Focus lies on the three time periods:

1) winter 2002/03–2011/12 because of the strongest

temperature increase per decade and the overlapping

data period of the regional climate model CCLM (15-km

resolution) and the reanalysis data ASR (30-km reso-

lution), 2) winter 2002/03–2014/15 because of the com-

plete simulation period of CCLM (limited by the

available AMSR sea ice information), and 3) winter

1999/2000–2015/16 using ERA-I (79-km resolution).

Spatially, the model sets identify the Barents Sea and

Kara Sea area as the region with the maximum warm-

ing since 1999/2000 and especially since 2002/03. The

maximum temperature increase occurring in winter is

located over the ocean and therefore not captured by the

synoptic observations. The quality of the CCLM results

are compared with the reanalysis ASR and ERA-I, but

also with synoptic observations and MODIS sea ice

temperatures (not shown). CCLM agrees well with the

available verification data, thus both CCLM and ASR

offer a realistic basis of the presented trend analysis with

slight uncertainties in the magnitudes. The comparison

of CCLM with ASR shows only very slight differences

over the sea ice and ocean regions. The differences are

larger over the land for the 95th and 99th percentiles,

where CCLM simulates higher temperatures for the

extreme warm days. For the monthly mean 2-m air

temperatures of the Kara Sea and Barents Sea region,

CCLM shows generally larger trends and more peak

values of the warming than ASR. There are minor dif-

ferences in the spatial warming patterns.

The simulated warming by CCLM in the Kara Sea and

Barents Sea is also compared to different ERA-I time

periods. ERA-I data show a 2-m air temperature trend of

less than 58Cdecade21 between 1979/80 and 1998/99 for

the Kara Sea and Barents Sea region, while CCLM

shows a warming up to 8 times higher for winter 2002/03–

2014/15. The significant warming pattern in the Barents

Sea was also found in other reanalysis studies (Lindsay

et al. 2014; Simmons and Poli 2015). The warming from

2002/03 to 2014/15 is exceptionally high between 2002 and

2012 for the Kara Sea and Barents Sea. The maximum

occurs north of NovayaZemlyawith up to 208C forMarch

2003–12 and is only covered bymodel results. Land-based

observations in the vicinity confirm the strong warming

with a maximum 2-m air temperature increase of up to

158C for March 2003–12. This is still a very strong tem-

perature rise within such a short period of time.

The short lengths for the trend calculation result in

some sensitivity of the trend magnitude with respect to

the time period chosen. The comparison between the

three time periods and the individual trends show the

FIG. 8. Vertical cross section trends of air temperature (8C yr21) for CCLM March monthly means for 2003–12:

(left) line AB, from Siberia to the North Pole and (right) line CD, from the Norwegian Sea to the Kara Sea. For the

exact cross section locations see Fig. 1. White line indicates the topography.
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high 2-m air temperature variability between the indi-

vidual winters and therefore these calculations are not

the basis for any long term trend calculations or tem-

perature forecasts. The maximum trend in the over-

lapping period between ASR and CCLM starts in 2002/

03 with a winter of minimum temperatures and ends in

2011/12 as a winter with maximum temperatures in the

Arctic. Thus, the extension of the time period reduces

the trend. Nevertheless, the air temperature rise since

the beginning of the twenty-first century is clearly higher

than in the previous years since records began. In ad-

dition, both observational and model data show that the

temperatures in the last four winters 2013/14–2016/17

stayed more or less constant and much closer to the

maximum values of the extreme warm winter 2011/12

than to any minimum winter in the recent two decades.

The sea ice decrease is the likely main reason for the

warming in the Kara Sea and Barents Sea region. The

vertical temperature profiles show that the warming

has a maximum near the surface, but an increase of

58Cdecade21 is found up to 2 km. Figure 9 presents the

correlation of the 2-m air temperature of CCLM and the

sea ice concentration based on satellite data for March

2003–12. The negative correlation amounts up to 80% in

theKara Sea andBarents Sea region (i.e., the patterns of

the sea ice decrease and the temperature rise are simi-

lar). In addition, the maximum values of 2-m air tem-

perature for March occur in the years 2007 and 2012.

These are the same years with the lowest values

of recorded September Arctic sea ice concentration

(Parkinson and Comiso 2013; Schröder et al. 2014). The
reduced sea ice in late autumn and winter leads to an

enhancement of ocean–atmosphere sensible heat flux and

subsequent warming of the atmospheric boundary layer.

The contribution of the heat flux to the warming depends

on the seasonal cycle (Deser et al. 2010). Previous studies

show that the Barents Sea plays a major role in increasing

ocean–atmosphere sensible heat flux (e.g., Arthun et al.

2012; Onarheim et al. 2014; Sorokina et al. 2016) because

of enhanced northward advection of warm Atlantic wa-

ter, causing the extreme winter atmospheric warming

found here. Changes in the frequencies of atmospheric

circulation patterns partly contribute to the recent surface

warming. Park et al. (2015) show that the sea ice decrease

in the Barents Sea and Kara Sea region is dominated by

an increase in downward infrared radiation, which is at-

tributed to changes in the large-scale atmospheric circu-

lations. Nevertheless, Isaksen et al. (2016) show that they

play only a minor role for the observed warming around

Spitzbergen, which is driven by heat exchange from the

open water areas around Barents Sea and the region

north of Svalbard.

This study contributes to the understanding of the

spatial and temporal variability of the Arctic tempera-

ture change. It is likely that more warm winter months

will follow especially in the Nordic Arctic region in fu-

ture years as a result of climate change (Vikhamar-

Schuler et al. 2016). Because the area with the highest

trends are not covered by any observational data, high-

resolutionmodels and reanalysis data are needed together

FIG. 9. Correlation of CCLM monthly mean 2-m air temperatures and AMSR-E sea ice

concentration for March 2003–12.
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with improved descriptions of sea ice processes. The

good agreement between CCLM and ASR encourages

us to use the CCLM simulations also for a longer period

in order to assess long-term trends.
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APPENDIX

Temperature Increase 1979/80–1998/99

Figure A1 shows ERA-I 2-m air temperature trends

between 1979/80 and 1998/99. No consistent tempera-

ture change pattern can be found over sea ice for dif-

ferent months. The changes since 1999/2000 are 2–4

times higher compared to the decades before in theKara

Sea and Barents Sea (Fig. A2).
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