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A B S T R A C T

First-principles methods are a valuable tool to study the electronic
structure of systems and explore the quantum-mechanical mecha-
nisms driving them on the microscopic scale. Semi-local Density-Func-
tional Approximations (DFAs) are still very popular due to the good
balance between accuracy and computational efficiency. However, the
instantaneous electronic interactions are described with an averaged
potential in these methods, which is often insufficient to describe
charge transfers or subtle many-body correlations. A promising way
to improve the description of such interactions is the usage of ad-
vanced correlation methods which explicitly treat the electronic inter-
actions in a many-body picture. Well known methods form this class
are e.g. the Random-Phase Approximation (RPA), 2nd Order Møller-
Plesset Perturbation Theory (MP2) and Coupled-Cluster Theory (CC).
Unfortunately, the time and memory requirements for all these meth-
ods suffer from a steep scaling with system size in their canonical
formulations.

Several lower-scaling reformulations exist for these methods, but
the at least O

(
N3) memory requirements and the increased algo-

rithmic complexity prevented any efficient parallelization of these
methods so far. In my thesis I developed a new lower-scaling tech-
nique for advanced correlation methods to address this challenge.
The key components of this technique are the Laplace-Transforma-
tion (LT) and a new local Resolution of Identity (RI) strategy, named
RI-LVL. Together, they significantly reduce the memory requirement
without sacrificing accuracy and allow for an efficient parallelization
by means of à priori known sparsity patterns. In combination with
established integral screening techniques, the computational scaling
can also be reduced considerably. The potential of this new approach
is demonstrated at the example of an in-memory LT-MP2 with a
MPI/OpenMP hybrid parallelization. It features an at worst cubic
computational scaling, a quadratic memory scaling and a high par-
allel efficiency. Based on the Numeric Atom-Centered Orbital (NAO)
framework used in the Fritz Haber Institute ab initio molecular simu-
lations (FHI-aims) code, this implementation can handle both molec-
ular and periodic systems with the same numerical footing. I will also
discuss in detail how the combination of the LT and RI-LVL can be
applied to RPA calculations.

The accuracy and performance of my LT-MP2 is demonstrated in
detail for both molecular and periodic systems. In addition, the con-
vergence of the MP2 level adsorption energy of water on a rutile
titanium dioxide (TiO2) surface in the low coverage limit is explored.
This new LT-MP2 recovers more than 99.9% of the canonical MP2 cor-
relation energy and can handle TiO2 surfaces with up to 270 atoms in
the unit cell.
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Z U S A M M E N FA S S U N G

“First principles” Methoden wie Dichte-Funktional Theorie (DFT) sind
ein wichtiges Werkzeug um die elektronische Struktur von Systemen
und die ihr zugrunde liegenden quanten-mechanischen Effekte zu
erforschen. Semi-lokale Approximationen für DFT sind aufgrund ih-
rer guten Balance zwischen Genauigkeit und Rechenaufwand immer
noch sehr weit verbreitet. Allerdings wird die Coulomb-Wechselwir-
kung der Elektronen hierbei mit einem gemittelten Feld angenähert,
welches oftmals nicht ausreicht um subtile Viel-Teilchen Wechselwir-
kungen akkurat zu modellieren. Um diese zu beschreiben ist es not-
wendig korrelierte Methoden zu verwenden, die diese explizit model-
lieren. Bekannte Methoden dieser Art sind bespielsweise die Random-
Phase Approximation (RPA), Møller-Plesset Störungstherie 2ter Ord-
nung (MP2) oder Coupled-Cluster Theorie. Der Rechenaufwand und
RAM-Bedarf dieser Methoden skalieren allerdings ungünstig mit der
Systemgröße und lassen diese schnell sehr kostspielig werden.

Es existieren mehrere Varianten, die die Skalierung der Rechenzeit
reduzieren, aber der weiterhin hohe RAM-Bedarf und die zusätzliche
Komplexität haben bisher eine effiziente Parallelisierung ebendieser
verhindert. In meiner Doktorarbeit habe ich einen neuen Ansatz zur
Reduktion des Skalierungsverhaltens korrelierter Methoden entwi-
ckelt, der eine effiziente Parallelisierung erlaubt. Die Hauptkompo-
nenten sind eine Laplace-Transformation (LT) und RI-LVL, eine neue
Variante des “Resolution of Identity” Ansatzes unter Ausnutzung
von Lokalität. Daraus ergibt sich ein signifikant reduzierter RAM-
Bedarf und eine im Voraus bekannte Struktur der dünnbesetzten Ma-
trizen, wodurch eine effiziente Parallelisierung ermöglicht wird. Der
nötige Rechenaufwand kann dramatisch reduziert werden wenn die-
ser Ansatz mit etablierten Techniken zur Vorauswahl der signifikan-
ten Integrale kombiniert wird. Das Potential dieses neuen Ansatzes
wird am Beispiel einer LT-MP2 mit effizienter MPI/OpenMP Hybrid-
Parallelisierung demonstriert. Der Rechenaufwand skaliert maximal
kubisch mit der Systemgröße und der RAM-Bedarf wächst nur qua-
dratisch an. Die Implementierung im FHI-aims Software-Paket ba-
siert auf Numerischen Atom-zentrierten Orbitalen (NAOs), welche
es erlauben molekulare und periodische Systeme mit denselben nu-
merischen Werkzeugen zu handhaben. Außerdem werde ich auch im
Detail darlegen wie dieses neue Konzept auf die RPA übertragen wer-
den kann.

Die Leistungsfähigkeit und Genauigkeit meiner neuen LT-MP2 wird
detailliert für molekulare und periodische Systeme dargelegt. Außer-
dem wird die Konvergenz der MP2 Adsorptionsenergie eines isolier-
ten Wasser-Moleküls auf einer Titandioxid-Oberfläche (Rutil) unter-
sucht. Meine LT-MP2 Implementierung reproduziert mehr als 99.9%
der kanonischen MP2 Korrelations-Energie und kann bis zu 270 Ato-
me in der TiO2 Oberfläche handhaben.
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1
I N T R O D U C T I O N

“First-principles” electronic structure theory methods are a class of
numerical approximations to the true Schrödinger equation without
any system-dependent empirical parameters. Over the last decades
these methods have become a powerful theoretical tool to explain
experimental findings and more recently also to predict materials
with desired properties. [1–5] Density-Functional Theory (DFT) con-
tributed a lot to the success of first-principles methods because a mul-
titude of Density-Functional Approximations (DFAs) exist which pro-
vide a reasonable accuracy and high computational efficiency. How-
ever, the approximate descriptions of the electronic correlations in
local and hybrid DFAs are often not sufficiently accurate to describe
some important physical and chemical properties driven by signifi-
cant charge transfers or subtle many-body (or even strong) correla-
tions.

It is often necessary to use advanced correlation methods which
treat the correlation effects explicitly in a many-body picture to de-
scribe such electronic interactions accurately. One group of advanced
correlation methods are high-level DFAs like the Random-Phase Ap-
proximation (RPA) [6, 7] and renormalized 2nd Order Perturbation
Theory (rPT2) [7], which include information about unoccupied states
in the exchange-correlation functional. Another group of advanced
correlation methods, the Wave Function Theory (WFT), originates
from the field of quantum chemistry. Popular methods from WFT
include for example the 2nd Order Møller-Plesset Perturbation The-
ory (MP2) and Coupled-Cluster Theory with Singles, Doubles and
perturbative Triples (CCSD(T)). The MP2 itself is known to be not
sufficiently accurate for many systems of interest, [8, 9] but in re-
cent years a new class of DFAs based on it has emerged, the double-
hybrids. Following the idea of established hybrid functionals, these
functionals add a weighted MP2-like contribution to correlation en-
ergy. Since the MP2 calculation is the computationally most complex
part of the calculation, the computational performance of double-
hybrids is similar to MP2, but it has been demonstrated that their
accuracy can surpass the canonical MP2 by far. [10–12] In their canoni-
cal formulations, all advanced correlation methods suffer from a steep
computational scaling with system size. RPA scales as O

(
N6) in its

original formulation and variants using a Resolution of Identity (RI)
technique still scale with O

(
N4). MP2 scales O

(
N5) and CCSD(T),

the “gold standard” of WFT, even has O
(

N7) scaling. An alternative
are Quantum Monte Carlo (QMC) techniques which rely on a sta-
tistical evaluation of the exact Schrödinger equation. QMC methods
have been proven to be very accurate and feature a lower scaling with
system size than the previously mentioned methods, but the effort re-
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introduction

quired to convergence the statistical errors adds a large prefactor to
these calculations. [13, 14]

A variety of lower-scaling reformulations exploiting the locality of
the electronic interactions has been proposed in the literature. Meth-
ods based on different techniques like orbital transformations, system
fragmentation or integral transformations have been demonstrated to
reach a considerably reduced, sometimes even almost linear, scaling
for e.g. MP2, RPA and Coupled-Cluster Theory (CC). [15–17] The re-
duced computational scaling however comes at the price of signif-
icantly more complex algorithms which are difficult to parallelize
efficiently. Most of the lower-scaling implementations published so
far feature only a very limited parallelization, e.g. by making use
of thread-parallelized linear algebra libraries. Another challenge for
the large-scale parallelization of first-principles methods is the usu-
ally at least a O

(
N3) memory requirement. Sophisticated data dis-

tribution and communication patterns are necessary to obtain a high
parallel efficiency and the irregular parallelism introduced by many
lower-scaling algorithms further complicates this challenge.

To further extend the realm of systems that are accessible to ad-
vanced correlation methods it is therefore imperative to develop new
algorithms and techniques that combine the benefits of lower-scaling
techniques and large-scale parallelism. A promising approach to reach
this aim are locality exploits for the Resolution of Identity (RI), an
established technique from quantum chemistry. The RI approach re-
duces the computational effort for the evaluation of Electron Repul-
sion Integrals (ERIs), which is the most costly step in many advanced
correlation methods. In the first part of my project I explored the
benefits of locality exploits in the RI strategy for Hartree-Fock (HF)
theory and hybrid functionals. This gave rise to the RI-LVL variant,
which features a strongly reduced O

(
N2) memory footprint with-

out significant loss of accuracy. In the second part of the project, the
RI-LVL is generalized for the use in advanced correlation methods
and combined with the Laplace-Transformation (LT) technique. The
resulting approach transforms methods like the MP2 and RPA into
an atomic basis function framework that is more suitable for local-
ity exploits than the canonical formulations in terms of molecular
orbitals. In addition to the favorable O

(
N2) memory consumption

of the RI-LVL, these formulations also allow the efficient usage of
screening techniques to reduce the computational scaling. At the ex-
ample of the MP2 I will demonstrate the practical uses of my new
technique. The resulting implementation exhibits an at worst cubic
computational scaling and a quadratic memory requirement. The sig-
nificantly reduced memory consumption enables the algorithm to
work completely in memory with an efficient MPI/OpenMP hybrid
parallelization utilizing more than 1000 cores. This new algorithm is
using the Numeric Atom-Centered Orbital (NAO) framework in the
Fritz Haber Institute ab initio molecular simulations (FHI-aims) code
and can treat molecular and periodic systems on the same numeri-
cal ground. I also describe in detail how the same strategy can be

2
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used to obtain an at most O
(

N3) RPA method with O
(

N2) memory
consumption.

This thesis is organized as follows: An overview over the various
available first-principles methods is given in chapter 2, where I also
discuss those relevant for my project in more detail. In chapter 3 I in-
troduce the RI-LVL, the localized RI strategy which is a vital compo-
nent of my lower-scaling approach. Its accuracy and performance are
demonstrated using various test systems and different first-principles
methods. The concepts behind the combination of the RI-LVL and
LT into an efficiently parallelized Laplace-Transformed 2nd Order
Møller-Plesset Perturbation Theory (LT-MP2) implementation are de-
scribed in detail in chapter 4. The accuracy and superior performance
of this new algorithm compared to the canonical MP2 is presented in
chapter 5. In chapter 6 the new LT-MP2 is applied to molecular ad-
sorption processes on titanium dioxide surfaces to demonstrate its
practical use for periodic systems. In particular the convergence be-
havior of the adsorption energy for water in the low coverage limit
will be investigated. titanium dioxide surfaces are used in many cat-
alytic reactions and have been studied extensively in both experiment
and theory. (see e.g. [18–22]) As mentioned before, this new technique
is not specific to the MP2 and its application to the RPA methods
seems very promising. The future extension of this new approach to
the RPA is discussed in detail in chapter 7. Finally, I summarize my
findings in the conclusions.

The notation conventions and acronyms used throughout my thesis
are listed in Appendix C, including the symbols used for analyzing
time and memory scaling. Atomic units are used throughout the the-
sis. [23]
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2
E L E C T R O N I C S T R U C T U R E T H E O RY

A central problem of electronic structure theory is the solution of the
time-independent Schrödinger equation to obtain the wave-function
Ψ for a many-particle system.

ĤΨ({ri}, {RA}) = EΨ({ri}, {RA}) (2.1)

Ĥ denotes the full non-relativistic Hamiltonian containing the elec-
tronic and nuclear kinetic energy as well as the Coulomb terms for
electron-electron, electron-nucleus and nucleus-nucleus interactions.

Ĥ = −∑
i

1
2
∇2

i − ∑
A

1
2MA

∇2
A − ∑

i
∑
A

ZA

|ri − RA|

+ ∑
i<j

1∣∣ri − rj
∣∣ + ∑

A<B

ZBZA

|RA − RB|
(2.2)

Sums over i and j involve all electrons in the system, those over A
and B the nuclei. Apparently the solution of this equation is a very
complex multi-dimensional problem which explicitly depends on the
3Nelec electronic coordinates and the 3Nnuc atomic coordinates. Solv-
ing this equation directly for anything but the simplest model sys-
tems is practically impossible and approximations are necessary.

In this chapter I will at first provide a short overview of both Wave
Function Theory (WFT) and Density-Functional Theory (DFT). After-
wards, Hartree-Fock (HF) theory, 2nd Order Møller-Plesset Perturba-
tion Theory (MP2) and Random-Phase Approximation (RPA) will be
discussed in more detail for both molecular and periodic systems.
Special attention will be given to the Resolution of Identity (RI) tech-
nique, which is an important tool to reduce the computational effort
in the aforementioned methods and methods based on them. At the
end of this chapter, I will briefly discuss Numeric Atom-Centered Or-
bitals (NAOs) which are employed by the Fritz Haber Institute ab
initio molecular simulations (FHI-aims) code I use throughout this
project.

2.1 the born-oppenheimer approximation

A fundamental approximation shared by most electronic structure
theory methods is the Born-Oppenheimer approximation. [23] It de-
couples the nuclear and electronic motion based on the fact that the
nuclei move several orders of magnitude slower than the electrons.
It allows to approximately factorize the total wave-function into an
electronic and a nuclear part.

Ψ({ri}, {RA}) ≈ Ψelec({ri}; {RA}) · Ψnuc({RA}) (2.3)

5



electronic structure theory

The electronic problem can then be solved for a fixed arrangement of
the nuclei which do not change their position on the electronic time
scale, i.e. Ψelec has a parametric dependence on the nuclear coordi-
nates. This ansatz leads to the electronic Schrödinger equation with
the electronic Hamiltonian Ĥelec.

ĤelecΨelec({ri}) = EelecΨelec({ri}) (2.4)

Ĥelec = −∑
i

1
2
∇2

i − ∑
i

∑
A

ZA

|ri − RA|

+ ∑
i<j

1∣∣ri − rj
∣∣ + ∑

A<B

ZBZA

|RA − RB|
(2.5)

Finding proper approximate solutions to this equation is the goal
of many electronic structure theory methods. Those named ab initio
or “first-principles ” methods do not contain any system-dependent
empirical parameters.

The Born-Oppenheimer approximation is used throughout my the-
sis and thus only the electronic Hamiltonian is considered. As it can
be seen from Equation 2.5, the nuclei are assumed to be classical point
charges with fixed positions in this approximation. While the Born-
Oppenheimer approximation is usually a good one for the ground-
state calculations at zero temperature discussed here, it can introduce
significant errors in finite temperature simulations and other scenar-
ios where the assumption of fixed, classical positions for the nuclei
is a bad approximation. In such cases additional corrections are nec-
essary to include nuclear quantum effects. Due to the uncertainty
principle, the nuclei will vibrate around their equilibrium positions
even at zero temperature. This effect can have an important contribu-
tion to the total energy and is called the zero point energy. To lowest
order, the phonon modes (or vibrational modes in molecules) can
be approximated as quantum harmonic oscillators (quasi-harmonic
approximation [24]). The zero point energy is then the contribution
from each mode at zero phonon occupation. Furthermore the approx-
imation of the nuclear probability density with a fixed, classical po-
sition becomes less and less valid with increasing temperature, in
particular for light elements like hydrogen. The arising nuclear quan-
tum effects can play an important role in Molecular Dynamics (MD)
simulations already at room temperatures. (see e.g. Ref [25], in par-
ticular figure 13) Due to the neglect of phonon effects, the Born-
Oppenheimer approximation without further corrections is generally
not sufficient when phonon-driven mechanisms are investigated, e.g.
phonon-mediated superconductivity. [26]

2.2 the world of dft and wft

A multitude of different first-principles methods exist to solve the
electronic Schrödinger equation. Most first-principles approaches for
the description of the electronic ground-state originate either from
Density-Functional Theory (DFT) or Wave Function Theory (WFT).
DFT uses the electronic ground-state density as the central quantity
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2.2 the world of dft and wft

C
om

pl
ex
ity

DFT wave function theory

LDA/GGA

hybrid DFT

double hybrid DFTRPA

Hartree-Fock

MP2

Coupled Cluster Theory

Full Configuration Interaction

Figure 2.1: Overview of the common methods in DFT and quan-
tum chemistry for the analysis of the electronic ground-
state. A higher “complexity” implies an increased com-
putational effort, but does not guarantee an improved ac-
curacy. Many of these methods have been reformulated
as lower-scaling variants, but these are generally a lot
more complex in their implementation. Usually, only the
canonical variants of these methods are available as effi-
ciently parallelized algorithms that can utilize hundreds
and thousands of cores on a computing cluster.

to describe the ground-state properties of the system, while wave-
function methods like Hartree-Fock (HF) use approximations to the
true wave-function as descriptor for the system of interest. Both fea-
ture a variety of different approximations that vary in computational
cost and accuracy, as shown in Figure 2.1. The first-principles meth-
ods dedicated to the analysis of excited states like the GW approxi-
mation [27] and Time-Dependent Density Functional Theory [28] are
beyond the scope of this thesis and will not be discussed.

Wave-function based methods follow a clear hierarchy of approxi-
mations. The simplest among them is the HF theory, which approxi-
mates the true wave-function as a single Slater determinant. It is the
cheapest wave-function based method, but it completely misses elec-
tron correlation beyond the Pauli-Principle. A large fraction of the
missing correlation energy in the HF solution can be recovered by
means of perturbation theory, which yields the 2nd Order Møller-
Plesset Perturbation Theory (MP2) and its higher order equivalents.
MP2 is generally not considered adequate if very accurate energies
are needed to determine e.g. chemical reaction barrier heights and
rates. However, double hybrid functionals, which contain a weighted
MP2 correlation contribution as their computationally most demand-
ing term, have been demonstrated to reach much higher accuracies

7



electronic structure theory

than MP2 itself. [10, 12] HF and MP2 will be discussed in detail in
the following sections.

Another method from WFT is the Full Configuration Interaction
(FCI), which is a formally exact theory. FCI explicitly considers all
excited states (“configurations”) that can be build from the HF so-
lution by exciting one or more electrons into previously unoccupied
orbitals. Unfortunately, the number of possible configurations grows
exponentially with system size and the method is so expensive that
it cannot be applied to any system with more than a few tens of elec-
trons. Alavi combined FCI with Quantum Monte Carlo sampling tech-
niques and was able to compute small periodic systems with about
60 electrons per unit cell. [29] To reduce the computational complex-
ity, the Configuration Interaction (CI) expansion can be truncated to
only include excited determinants up to a given order, resulting in e.g.
Configuration Interaction with Single and Double Excitations (CISD).
However, truncated CI variants cannot be applied to extended sys-
tems because they are not size-consistent [23], i.e. the energy does
not scale linearly with the number of particles N when N → ∞. A
more robust and size-consistent alternative is the Coupled-Cluster
Theory (CC). [30] In this approach the wave-function is written as
an excitation operator exp(T̂) acting on the reference determinant,
e.g. a HF solution. T̂ = T̂1 + T̂2 + T̂3 + . . . contains all single, double,
triple and so forth excitation operators. In contrast to the CI methods,
one does not restrict the maximum excitation order of the considered
determinants, but instead T̂ is truncated. CCSD for example only con-
tains the single T̂1 and double T̂2 excitation operators. Since T̂ appears
in an exponential operator, higher order determinants are still par-
tially included, e.g. those quadruple excitations generated from two
independent double-excitations. CCSD with a perturbative treatment
of the triple excitations, known as CCSD(T), is widely considered as
the “gold standard” of quantum chemistry. It is still a very demand-
ing method with a high computational scaling and memory require-
ments, which is usually applied to small or medium-sized systems.
In recent years some lower scaling variants have been developed too,
e.g. the Domain-based local Pair Natural Orbital (DLPNO) based im-
plementation from the Neese group. [17]

A different approach is the DFT which uses the ground-state den-
sity to describe the system instead of the full ground-state wave-
function. The density is easier to handle because it has only 3 de-
grees of freedom instead of 3N like the ground-state wave-function
and most properties of interest can be expressed in terms of the
ground-state density too. A key challenge in DFT is the choice of
an appropriate Density-Functional Approximation (DFA). A huge va-
riety of DFAs exist, which differ in the approximations for the ex-
change correlation functional. Local Density Approximations (LDAs),
Generalized Gradient Approximations (GGAs) and meta-Generalized
Gradient Approximations (mGGAs) provide computationally very ef-
ficient DFAs which use only the electronic density and its deriva-
tives as input. More sophisticated DFAs like the hybrid functionals,
Random-Phase Approximation (RPA) and double hybrid functionals

8



2.3 hartree-fock

also use the orbitals as input. DFT and the available DFA types will
be discussed in more detail later in this chapter.

2.3 hartree-fock

The simplest wave-function based method is the HF theory. In this
method an approximate solution to the electronic Schrödinger equa-
tion (Equation 2.4) is obtained by using a single Slater determinant as
trial wave-function. A N-electron Slater determinant |Φ〉 is built from
N one-electron spin-orbitals χ1 . . . χN

|Φ〉 = 1√
N!

∣∣∣∣∣∣∣∣∣
χ1(x1) χ2(x1) . . . χN(x1)

χ1(x2) χ2(x2) . . . χN(x2)
...

...
. . .

...
χ1(xN) χ2(xN) . . . χN(xN)

∣∣∣∣∣∣∣∣∣ (2.6)

where x1 . . . xN denote the combined spatial and spin coordinates of
the N electrons.

This choice of the wave-function ensures that the anti-symmetry
principle and thus the Pauli-Exclusion is satisfied. The anti-symmetry
principle states that the exchange of any two electron coordinates
must yield the same wave-function but with inverse sign. As a con-
sequence, two electrons cannot occupy the same spin-orbital χi as
demanded by the Pauli-Exclusion principle. The energy of this wave-
function is the expectation value

〈
Φ
∣∣Ĥ∣∣Φ〉 of the electronic Hamil-

tonian Ĥ as defined in Equation 2.5. Using functional variation [23]
one can obtain a set of equations for the optimal spin-orbitals which
form the Slater determinant with the lowest energy, i.e. the ground-
state within the HF approximation. After an unitary transformation,
the canonical HF equations (Equation 2.7) are obtained. The sums
include all occupied spin-orbitals.

εiχi(x1) =

[
ĥ(x1) + ∑

j 6=i
Ĵj(x1)− K̂j(x1)

]
χi(x1) (2.7)

ĥ(x1) = −1
2
∇2

r1
− ∑

A

ZA

|r1 − RA|
(2.8)

Ĵj(x1)χi(x1) =

[∫
dx2

χ∗
j (x2)χj(x2)

|r1 − r2|

]
χi(x1) (2.9)

K̂j(x1)χi(x1) =

[∫
dx2

χ∗
j (x2)χi(x2)

|r1 − r2|

]
χj(x1) (2.10)

ĥ(x1) is the single-particle Hamiltonian, which contains the kinetic
energy of an electron in spin-orbital χi and its electrostatic interac-
tion with the nuclei. The Coulomb operator Ĵi(x1) describes a mean-
field approximation to the instantaneous Coulomb interaction with
all other electrons. The exchange operator K̂i(x1) does not have a clas-
sical interpretation and arises from the anti-symmetry requirement.
In contrast to the Coulomb operator, the exchange operator is a non-
local operator which depends on the value of χi at all points x1. It

9



electronic structure theory

is important to note that the HF equations are non-linear because
the Coulomb and exchange operators depend on the solution of the
equations. They must therefore be solved iteratively.

Since Ĵi(x1)χi(x1)− K̂i(x1)χi(x1) = 0, the sum in Equation 2.7 can
be extended to include i as well.[

ĥ(x1) + ∑
j
Ĵj(x1)− K̂j(x1)

]
χi(x1) = εiχi(x1) (2.11)[

ĥ(x1) + v̂HF(x1)
]

χi(x1) = εiχi(x1) (2.12)

f̂ (x1)χi(x1) = εiχi(x1) (2.13)

f̂ (x1) is the Fock operator which contains the single-particle Hamil-
tonian ĥ(x1) and an effective one-electron potential operator v̂HF(x1),
the combined Coulomb and Exchange operators.

The energy EHF of the ground-state wave-function within the HF
approximation is then given as the expectation value of the electronic
Hamiltonian as shown in Equation 2.14.

EHF = ∑
i

〈
χi

∣∣∣ĥ∣∣∣χi

〉
+

1
2 ∑

i,j

〈
χi
∣∣Ĵj
∣∣χi
〉
+
〈
χi
∣∣K̂j
∣∣χi
〉

(2.14)

Since the HF theory does not contain any electron correlation besides
the Pauli-Exclusion, it is commonly considered as “uncorrelated” the-
ory. The difference to the true ground-state energy E0 is therefore
defined as the “correlation energy” Ecorr = E0 − EHF. [23]

Once the spin-orbitals forming the ground-state are known, the
Fock operator f̂ becomes a well-defined Hermitian operator. Equa-
tion 2.13 then yields an infinite set of spin-orbitals as eigenfunctions
of the Fock operator. The N spin-orbitals used to construct the HF
ground-state |Φ0〉 are the eigenstates with the lowest eigenvalues. By
choosing a different set of spin-orbitals, one can construct additional
N-electron determinants. The notation

∣∣Φa
i
〉

denotes a single excita-
tion where the electron occupying χi in the ground-state has been
excited to the state χa. In the same way, double excitations

∣∣∣Φab
ij

〉
,

triple excitations
∣∣∣Φabc

ijk

〉
and higher order excitations are defined with

respect to the HF ground-state. The well-known Brillouin’s theorem
(Equation 2.15) follows from the orthogonality of the Fock operator
eigenstates χi. It states that no singly excited determinant interacts
directly with the HF ground-state wave-function. [23]〈

Φ0
∣∣Ĥ∣∣Φa

i
〉
=
〈

χi

∣∣∣ f̂ ∣∣∣χa

〉
= 0 (2.15)

The HF equations can be simplified for spin-unpolarized (“closed-
shell”) systems the by imposing the additional restriction that the
spin-up and down orbitals share the same spatial orbitals. [23] The

10



2.3 hartree-fock

resulting restricted HF theory is shown in Equation 2.16 where the
sum now includes all occupied spatial orbitals ψi(r1).

εiψi(r1) =

[
ĥ(r1) + ∑

j
2Ĵj(r1)− K̂j(r1)

]
ψi(r1) (2.16)

ĥ(r1) = −1
2
∇2

r1
− ∑

I

ZI

|r1 − RI |
(2.17)

Ĵj(r1)ψi(r1) =

[∫
dr2

ψ∗
j (r2)ψj(r2)

|r1 − r2|

]
ψi(r1) (2.18)

K̂j(r1)ψi(r1) =

[∫
dr2

ψ∗
j (r2)ψi(r2)

|r1 − r2|

]
ψj(r1) (2.19)

It should be noted that the Coulomb operator has a factor of two in
this formulation, while the exchange term does not. This is due to the
fact that the exchange term is non-zero only for electron pairs with
the same spins.

To solve the (restricted) HF equations numerically, it is necessary
to expand each of the spatial orbitals ψi(r1) in a finite set of basis
functions ϕt(r1). Throughout my thesis I will assume that the basis
functions are real-valued, but the expansion coefficients ci,t can in
general be complex.

ψi(r1) = ∑
t

ci,t ϕt(r1) (2.20)

Inserting this expansion into Equation 2.16, we obtain:

εi ∑
t

ci,t ϕt(r1) =

[
ĥ(r1) + ∑

j
2Ĵj(r1)− K̂j(r1)

]
∑

t
ci,t ϕt(r1) (2.21)

After multiplying ϕs(r1) to the left and integrating over r1, the prob-
lem turns into a matrix equation.

εi ∑
t

ci,t

∫
dr1ϕs(r1)ϕt(r1) = ∑

t
ci,t

∫
dr1ϕs(r1)[

ĥ(r1) + ∑
j

2Ĵj(r1)− K̂j(r1)

]
ϕt(r1)

(2.22)

The Roothaan equations shown in Equation 2.23 are obtained after in-
troducing the overlap matrix Ss,t and the Fock matrix Fs,t,.

∑
t

ci,tFs,t = εi ∑
t

ci,tSs,t (2.23)

Fs,t =
∫

dr1ϕs(r1)

[
ĥ(r1) + ∑

j
2Ĵj(r1)− K̂j(r1)

]
ϕt(r1) (2.24)

Ss,t =
∫

dr1ϕs(r1)ϕt(r1) (2.25)

Upon inserting the expressions for the exchange and Coulomb op-
erators (Equation 2.18 and 2.19) into the definition of the Fock matrix

11
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(Equation 2.24) the central computational challenge of the HF theory
becomes evident.

Fs,t =
∫

dr1ϕs(r1)ĥ(r1)ϕt(r1)

+ 2 ∑
j

∫
dr1

∫
dr2

ϕs(r1)ϕt(r1)ψ
∗
j (r2)ψj(r2)

|r1 − r2|

− ∑
j

∫
dr1

∫
dr2

ϕs(r1)ψj(r1)ψ
∗
j (r2)ϕt(r2)

|r1 − r2|
(2.26)

=
∫

dr1ϕs(r1)ĥ(r1)ϕt(r1) + 2 ∑
j
(st|jj) − ∑

j
(sj|jt) (2.27)

To obtain the Fock matrix elements, it is necessary to evaluate the
Electron Repulsion Integrals (ERIs) (st|jj) which are six-dimensional
spatial integrals. Since both the number of occupied orbitals and basis
functions scales linear with system size, their number increases as
O
(

N4) with system size.
The ERIs in Equation 2.26 depend on both basis functions and spa-

tial orbitals. Since the spatial orbitals will change in each step of an it-
erative solution, it is preferable to reformulate the ERIs only in terms
of the fixed basis functions by inserting the basis expansion from
Equation 2.20 into Equation 2.26.

Fs,t =
∫

dr1ϕs(r1)ĥ(r1)ϕt(r1)

+ 2 ∑
u,v

∑
j

c∗j,ucj,v (st|uv) − ∑
u,v

∑
j

c∗j,ucj,v (sv|ut) (2.28)

=
∫

dr1ϕs(r1)ĥ(r1)ϕt(r1) + ∑
u,v

Du,v [2 (st|uv) − (sv|ut)] (2.29)

Du,v = ∑
j

c∗j,ucj,v (2.30)

Using this formulation, only the density matrix Du,v has to be up-
dated during the iteration to generate the Fock matrix for the next
cycle. Starting from an initial guess for the density matrix, the HF
equations can then be evaluated iteratively until the density matrix
no longer changes. This procedure is known as Self-Consistent Field
(SCF) approach. The convergence of the SCF and its acceleration are
a huge field of study, but will not be discussed here. The focus of
my project are methods for an efficient evaluation of the ERIs (st|uv)
which do not rely on the availability of analytic integral expressions.

2.4 canonical mp2

In the previous section the HF theory was considered as an approx-
imate solution for the eigenfunction with the lowest eigenvalue of
the exact Hamiltonian. Alternatively, one can also view HF as the ex-
act solution to the approximate Hamiltonian F̂ = ∑i f̂ (i) which is a
more convenient starting point for corrections based on perturbation
theory. The eigenstates of F̂ are the HF ground-state |Φ0〉 and all ex-
cited Slater determinants

∣∣Φa
i
〉
,
∣∣∣Φab

ij

〉
,
∣∣∣Φabc

ijk

〉
etc. The corresponding
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eigenvalues are just the sum of the orbital eigenvalues given by Equa-
tion 2.13. The full electronic Hamiltonian can then be expressed as
the Fock Hamiltonian F̂ plus a correction Ĥ1.

Ĥ = F̂ + Ĥ1 (2.31)

Ĥ1 = Ĥ − F̂ = ∑
i<j

1∣∣ri − rj
∣∣ − ∑

i
v̂HF(i) (2.32)

If the correction Ĥ1 is small, standard perturbation theory can be
applied to this problem and leads to the expressions in equations
2.33 to 2.35. E (0)

0 represents the unperturbed ground-state energy of
the non-interacting Fock system. E (1)

0 and E (2)
0 are the first and second

order perturbation corrections towards the exact ground-state energy
E0 of the full interacting Hamiltonian. [23]

E (0)
0 =

〈
Φ0
∣∣F̂∣∣Φ0

〉
(2.33)

E (1)
0 =

〈
Φ0
∣∣Ĥ1

∣∣Φ0
〉
=
〈
Φ0
∣∣Ĥ − F̂

∣∣Φ0
〉

(2.34)

E (2)
0 = ∑

n 6=0

∣∣〈Φ0
∣∣Ĥ1

∣∣Φn
〉∣∣2

E (0)
0 − E (0)

n

(2.35)

From Equation 2.33 and 2.34 it is immediately obvious that these
two contributions together yield the ground-state total energy at the
HF level. The first contribution to the correlation energy Ecorr is thus
the second order correction E (2)

0 . The sum in Equation 2.35 includes
all eigenstates of the Fock Hamiltonian except the ground-state |Φ0〉.
However, from Brillouin’s theorem (Equation 2.15) it follows that sin-
gle excitations do not contribute to this sum. Furthermore, any term
involving a triple or higher order excitation must vanish because Ĥ1

only contains one- and two-electron operators. Thus only the double
excitations remain and the second order energy correction becomes
Equation 2.36.

E (2)
0 = ∑

i<j
∑
a<b

∣∣∣〈Φ0

∣∣∣Ĥ1

∣∣∣Φab
ij

〉∣∣∣2
εi + εj − εa − εb

(2.36)

= 2 ∑
i<j

∑
a<b

∣∣(χiχa
∣∣χjχb

)∣∣2 − (χiχa
∣∣χjχb

)∗ (
χiχb

∣∣χjχa
)

εi + εj − εa − εb
(2.37)

=
1
2 ∑

i,j
∑
a,b

∣∣(χiχa
∣∣χjχb

)∣∣2 − (χiχa
∣∣χjχb

)∗ (
χiχb

∣∣χjχa
)

εi + εj − εa − εb
(2.38)

Equation 2.38 is the second order energy correction to the HF ground-
state known as 2nd Order Møller-Plesset Perturbation Theory (MP2)
and commonly applied as a post-SCF correction to a converged HF
calculation. Higher order corrections can be derived in a similar fash-
ion. For the closed-shell case, Equation 2.38 can be simplified to Equa-
tion 2.39 by integrating out the spins analytically.

E (2)
0 = ∑

i,j
∑
a,b

2
∣∣(ψiψa

∣∣ψjψb
)∣∣2 − (ψiψa

∣∣ψjψb
)∗ (

ψiψb
∣∣ψjψa

)
εi + εj − εa − εb

(2.39)
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In a canonical MP2 implementation the computational effort scales
as O

(
N5). The dominating step is the transformation of the ERIs

from the basis set representation (ϕs ϕu|ϕt ϕv) to the molecular one(
ψiψa

∣∣ψjψb
)

used in Equation 2.39. As it can be seen from the pseudo-
code steps below, this transformation has a O

(
N5) scaling with re-

spect to the system size.

step 1: ∑
s
(ϕs ϕu|ϕt ϕv) ci,s = (ψi ϕu|ϕt ϕv) ∼ N4

basNocc (2.40)

step 2: ∑
t
(ψi ϕu|ϕt ϕv) cj,t =

(
ψi ϕu

∣∣ψj ϕv
)

∼ N3
basN

2
occ (2.41)

step 3: ∑
u

(
ψi ϕu

∣∣ψj ϕv
)

ca,u =
(
ψiψa

∣∣ψj ϕv
)

∼ N2
basN

2
occNvirt (2.42)

step 4: ∑
v

(
ψiψa

∣∣ψj ϕv
)

cb,v =
(
ψiψa

∣∣ψjψb
)

∼ NbasN2
occN

2
virt (2.43)

The MP2 is also demanding in terms of memory, since the num-
ber of molecular ERIs scales as O

(
N4). In principle these elements

can be evaluated one occupied orbital pair at a time in the canoni-
cal algorithm, but the computational overhead increases dramatically
because one has to frequently recompute the ERIs in the basis set
representation. A commonly used strategy to address this issue is
the Resolution of Identity (RI), which will be discussed in detail in
section 2.10.

Another challenge all methods involving the virtual states have in
common is the slow convergence with respect to the basis set size.
Smooth one-particle basis functions are not well suited to represent
the electronic cusp, thus one usually needs very large basis sets to
reach convergence. [31, 32] One way to address this slow convergence
is the introduction of explicitly correlated basis functions known as
F12 methods, but this approach increases the computational complex-
ity of the MP2 to O

(
N6). [31] A popular alternative is the extrapo-

lation towards the Complete Basis Set (CBS) limit with correlation-
consistent basis sets. [32, 33]

2.5 variants of the mp2

A variety of techniques has been proposed to improve the accuracy or
reduce the computational effort of the MP2. Most of the lower scaling
correlation methods are motivated by the near-sightedness of the elec-
tronic correlation. [34–37] This feature can however not be exploited
in the representation of canonical HF orbitals which have a delocal-
ized nature. Local MP2 methods employ orbital transformations to
recast the occupied orbitals into localized ones. After choosing an
appropriate localized representation for the virtual orbital space, a
system-size independent subset of it can be assigned to each occupied
orbital pair. The previously system-size dependent sums over virtual
orbitals then turn into locally restricted sums for each occupied or-
bital pair and significantly reduce the scaling. Schütz and cowork-
ers used Projected Atomic Orbitals (PAOs) to represent the virtual
space. PAOs are obtained by projecting out the occupied molecular
orbitals from the space of the atom-centered basis functions. [34] A
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2.5 variants of the mp2

local subset of the PAOs is then assigned to each localized occupied
orbital pair according to its spatial extend. Another approach are the
Pair Natural Orbitals (PNOs) originally used for CI by Ahlrichs and
others. [38] PNOs are linear combinations of virtual orbitals and are
generated individually for each pair of occupied orbitals. Closely con-
nected to the PNOs are the Orbital Specific Virtuals (OSVs), which as-
sign a subset of functions representing the virtual space to each indi-
vidual occupied orbital instead of making assignments to pairs. [35]
The local virtual space of a given occupied orbital pair is then just
the union of their virtual orbitals. OSVs yield less compact virtual
subspaces, but the effort to generate these virtual subspaces is con-
siderably reduced. Furthermore, these approaches can be combined,
e.g. Schmitz and coworkers combined OSVs and PNOs [36] while the
Neese group combined PNOs and PAOs in their DLPNO schemes.
[37]

These local restrictions of the virtual spaces can cause discontinu-
ities of the potential energy surface if the virtual orbitals included in
the local subspaces change radically as response to a small change in
the geometry. [36, 39]

An alternative approach without partitioning of the virtual orbital
space is the Laplace-Transformed 2nd Order Møller-Plesset Pertur-
bation Theory (LT-MP2) originally introduced by Häser. [40] In this
method the denominator with the molecular eigenvalues is trans-
formed into the integral of an exponential and then approximated
with a quadrature scheme.

1
x
=
∫ ∞

0
e−xtdt ∀x > 0

⇒ 1
εi + εj − εa − εb

= −
∫ ∞

0
e−(εa+εb−εi−εj)qdq (2.44)

≈ −∑
q

wqe−(εa+εb−εi−εj)tq (2.45)

Inserting Equation 2.45 into the MP2 correlation energy for closed-
shell systems (Equation 2.39) then yields:

E (2)
0 ≈ −∑

q
wq ∑

i,j
∑
a,b

e−(εa+εb−εi−εj)tq
[
2
(
ψiψa

∣∣ψjψb
)∗ (

ψiψa
∣∣ψjψb

)
−
(
ψiψa

∣∣ψjψb
)∗ (

ψiψb
∣∣ψjψa

)]
(2.46)

After inserting the basis set representation of the spatial molecular
orbitals ψi (Equation 2.20), one obtains Equation 2.47.

E (2)
0 = −2 ∑

q
wq ∑

i,j
∑
a,b

∑
s,t,u,v

s′,t′,u′,v′

ci,s′cj,t′c∗a,u′c∗b,v′c
∗
i,sc

∗
j,tca,ucb,v

× e−(εa+εb−εi−εj)tq
(
s′u′∣∣t′v′) (su|tv)

+ ∑
q

wq ∑
i,j

∑
a,b

∑
s,t,u,v

s′,t′,u′,v′

ci,s′cj,t′c∗a,u′c∗b,v′c
∗
i,sc

∗
j,tca,vcb,u

× e−(εa+εb−εi−εj)tq
(
s′u′∣∣t′v′) (sv|tu) (2.47)
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This formulation has the distinct advantage that the different tensors
are no longer coupled via the denominator and one can thus now
interchange the evaluation order of the sums. The expansion coeffi-
cients of the molecular orbitals and the exponentials with their eigen-
values can be reformulated as pseudo-density matrices, which reveals
another advantage of the LT-MP2.

E (2)
0 = −∑

q
wq ∑

s,t,u,v
∑

s′,t′,u′,v′

(
s′u′∣∣t′v′)

Xq
s′,sXq

t′,tY
q
u′,uYq

v′,v

[
2 (su|tv) − (sv|tu)

]
(2.48)

Xq
s′,s = ∑

i
ci,s′c∗i,se

εitq (2.49)

Yq
u′,u = ∑

a
ca,u′c∗a,ue−εatq (2.50)

Xq
s′,s denotes the pseudo-density matrix for the occupied orbitals and

Yq
t′,t is its counterpart for the virtual orbitals. These pseudo-density

matrices feature a similar spatial decay behavior as the normal den-
sity matrix in HF (Equation 2.30) and thus allow the usage of integral
screening techniques to dramatically reduce the number of significant
terms in the summations.

In contrast to the local MP2 methods, the LT-MP2 does not ex-
plicitly enforce any fictitious locality on the orbitals. The accuracy
is solely controlled by the quadrature scheme and the integral screen-
ing. By improving these, the LT-MP2 can be smoothly converged to
the canonical MP2 result if no further approximation is made.

Ochsenfeld and his coworkers invested a lot of effort to improve
the LT-MP2 technique by deriving superior screening criteria and
other enhancement techniques like Cholesky-decomposed densities.
[41, 42] The LT-MP2 will be discussed in more detail in chapter 4.

Most of these locality exploiting methods are implemented only
with very limited parallelization (e.g. by using thread-parallel linear
algebra libraries) and can only use a handful of cores at most. A no-
table exception to this statement is the recently published Divide–
Expand-Consolidate 2nd Order Møller-Plesset Perturbation Theory
(DEC-MP2) which is a massively-parallelized version of the fragmen-
tation MP2, i.e. the global problem is divided into a multitude of
small independent sub-problems. [43–45] This method scales linear
with the number of fragments, but the computational scaling of the
MP2 calculations within each fragment remains unchanged. Using
most of the available resources on the “Titan” super computer (14952
out of 18688 nodes with 16 cores each and GPU support) they man-
aged to compute a supra molecular wire system with 24400 basis
functions within 19 hours. A massive-parallel canonical MP2 for molec-
ular systems including analytical gradients also has been published
recently. [46]

Another approach to reduce the computational complexity of the
MP2 is the Spin-Opposite-Scaled 2nd Order Møller-Plesset Pertur-
bation Theory (SOS-MP2). [47] This method is based on Grimme’s
Spin-Component-Scaled 2nd Order Møller-Plesset Perturbation The-
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ory (SCS-MP2) [8] which partitions the MP2 energy into same-spin
and opposite-spin contributions and rescales them with empirical fac-
tors to improve the overall accuracy of the MP2. SOS-MP2 is based
on the observation that the same-spin component with the compu-
tationally more complicated exchange term is rescaled with a factor
1
3 in the SCS-MP2. Thus SOS-MP2 completely discards the same-spin
term and only evaluates the opposite-spin term with an adjusted scal-
ing factor. Avoiding the evaluation of the exchange term results in a
MP2 algorithm that can be implemented with a fourth-order scaling.

Regardless of the chosen MP2 flavor, the evaluation of the ERIs
always remains one of the biggest computational challenges in the
algorithm. Since this is not a MP2 exclusive problem, but affects any
other method using such ERIs as well, the established strategies to re-
duce the effort needed for these integrals will be discussed separately
in section 2.10.

2.6 density functional theory

An alternative approach to describe quantum mechanical systems on
a first-principles level is Density-Functional Theory (DFT). While the
central entity used to describe the system in HF and MP2 has been
the wave-function, DFT uses the electronic density instead. Hohen-
berg and Kohn demonstrated in their important theorems [48], that
there exists a bijective mapping from the external potential vext(r1)

(i.e. the potential formed by the nuclei in Equation 2.5) to the ground-
state wave-function in non-degenerate systems and also from the
ground-state wave-function to the electronic density of the ground-
state. Therefore the external potential vext(r1), the ground-state den-
sity n0(r1) and the ground-state wave-function Ψ0 uniquely define
each other. As a consequence, any ground-state observable can be
expressed as a density functional, in particular the total energy of
the ground-state. It follows that the ground-state density for a given
vext(r1) must minimize the total energy functional E[n].

A detailed discussion of the Hohenberg-Kohn theorem including
proofs, a generalization to systems with degenerate ground-states
and additional proofs of existence needed for a detailed derivation
of DFT can be found in Ref. [49].

DFT exploits this important theorem and the fact that most prop-
erties of interest can be expressed in terms of the electronic density
to describe the ground-state of a system without having to explic-
itly make use of the ground-state wave-function. The practical use of
DFT is based on the Kohn-Sham (KS) scheme, which maps the com-
plicated interacting system with the Hamiltonian from Equation 2.5
to a non-interacting reference system with the Hamiltonian shown in
Equation 2.51.

ĤKS = −∑
i

1
2
∇2

i + vs(r1) (2.51)

The Hohenberg-Kohn theorem also holds true for non-interacting sys-
tems, thus the multiplicative potential vs(r1) can be chosen such that
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it gets infinitesimal close to the ground-state density of the interacting
system. To obtain the ground-state density of the interacting system
one thus “only” needs to determine the potential vs(r1) and calculate
the density of the non-interacting reference system.

The exact ground-state wave-function for a non-interacting system
is a Slater determinant built from the N eigenstates with the low-
est eigenvalues of the single-particle Schrödinger equation in Equa-
tion 2.52. The ground-state density of the non-interacting system can
be immediately calculated from the Slater determinant.[

−1
2
∇2 + vs(r1)

]
χi(x1) = εiχi(x1) (2.52)

n0(r1) = ∑
i
|χi(x1)|2 (2.53)

It should be noted that the single-particle orbitals χi(x1) are uniquely
determined functionals of the external potential vs too.

The total electronic energy of the ground-state in the interacting
system can be reformulated as functional of the density and thus be
evaluated with the density from Equation 2.53.

E[n] = Ts[n] + EH [n] + Eext[n] + Exc[n] (2.54)

Ts[n] = ∑
i

∫
dx1χ∗

i (x1)∇2χi(x1) (2.55)

EH [n] =
1
2

∫
dr1dr2

n(r1)n(r2)

|r1 − r2|
(2.56)

Eext[n] =
∫

dr1n(r1)vext(r1) (2.57)

Here, Ts[n] denotes the kinetic energy of the non-interacting particles
and is an implicit density functional because it depends on the or-
bitals forming the density, not the density itself. It can however be
proven that the orbitals χi are also uniquely determined by the ex-
ternal potential. [49] The next contribution is the Hartree-term EH [n]
which is the classical Coulomb interaction. In contrast to the Coulomb
operator in HF theory (Equation 2.9), this term includes the interac-
tion of each orbital with itself. Eext[n] denotes the energy contribution
from the external potential of the nuclei. Finally, Exc[n] denotes the ex-
change correlation functional which contains all parts of total energy
not covered by the other terms. There exists no expression of Exc[n]
which would be of any use in real calculations, thus suitable approx-
imations are necessary for Exc[n]. As a consequence, the widely used
DFAs will usually not fully cancel the self-interaction in the Hartree-
term, giving rise to the well-known “self-interaction error” of DFAs.

An explicit expression for the effective potential vs(r1) in the non-
interacting reference system can be obtained by investigating how
Equation 2.54 reacts to small variations of the ground-state density.
[49][

−1
2
∇2 + vext(r1) + vH [n](r1) + vxc[n](r1)

]
χi(x1) = εiχi(x1) (2.58)
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LDA

GGA

mGGA

hybrid

fifth rung

heaven of
chemical accuracy

Earth (Hartree-Approximation)

functional ingredients

n(r1)

∇n(r1)

∇2n(r1)

occupied orbitals {χi}

unoccupied orbitals {χa}

Figure 2.2: “Jacob’s ladder”, a classification of the various DFAs by
John Perdew according to their input variables. Each rung
also includes the ingredients from all lower rungs. A
higher rung on the latter implies a higher computational
complexity, but does not guarantee a higher accuracy.

vH [n](r1) =
∫

dr2
n(r2)

|r1 − r2|
(2.59)

vxc[n](r1) =
δExc[n]

δn
(2.60)

In Equation 2.58 vext(r1) is the external potential of the interacting
system, vH [n](r1) is the Hartree potential and vxc[n](r1) is the ex-
change correlation potential, given as the functional derivative of the
exchange correlation functional.

From an algorithmic point of view Equation 2.58 looks quite sim-
ilar to the HF equations, because it is also a non-linear eigenvalue
problem. Thus, the KS equations have to be solved iteratively just like
the HF equations. The KS equation can be brought into a form suit-
able for numerics by expanding the single-particle orbitals in a finite
set of basis functions. This procedure is similar to the derivation of
the Roothan equations for HF shown in section 2.3.

As mentioned before, there exists no expression for the exact ex-
change correlation functional that can be used in real calculations.
Over the years, a variety of different approximations has been sug-
gested, which vary greatly in their accuracy and also their computa-
tional cost.

The various DFAs are often classified according to Jacob’s ladder
(Figure 2.2) proposed by John Perdew. [50] On the lowest rung of this
ladder there are the functionals belonging to the LDA which were the
first functionals used in DFT. In these functionals, Exc[n] is solely a
function of the electronic density itself. LDA functionals like VWN
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[51] are parametrized fits of the Homogeneous Electron Gas (HEG)
and designed such that the known density limits are reproduced. [52–
55] Another well known LDA functional is the SIC-LSD [56] which
contains a correction term that aims at minimizing the self-interaction
error present in DFAs and its more recent extension FSIC-LSD. [57]
The second rung are the GGA functionals where the exchange cor-
relation functional also depends on the gradient of the density to
take the local density changes better into account. Well known rep-
resentatives of this functional class are B-LYP [58, 59] and PBE [60]
as well as its modifications like the rPBE. [61] or PBEsol [62]. On the
third level one finds the mGGAs which additionally depend on the
second derivative of the density or alternatively the orbital kinetic
energy density τ(r1) =

1
2 ∑i |∇χi(r1)|2. The TPSS [63] is a well estab-

lished mGGA and more recently the SCAN functional [64] has been
published, which is designed to fulfill a large number of exact con-
straints.

Up to this level, all exchange correlation functionals are local or
semi-local. On the fourth rung the functionals become dependent on
the occupied single-particle orbitals and can thus contain HF-like ex-
act exchange terms. Most functionals of this kind are “hybrid func-
tionals” which mix a certain fraction of exact exchange with the ex-
change part of a LDA or GGA functional, i.e.

Ehybrid = ELDA/GGA
c + (1 − α)ELDA/GGA

x + αEHF
x (2.61)

The PBE0 functional [65] is the popular extension of the PBE func-
tional to this level and contains 25% of HF-like exact exchange. HSE06
[66] is another popular hybrid functional, which separates the HF-like
exact exchange into a short and long-range contribution. Only the
short-range part is used in the functional, the long-range contribu-
tion to exchange energy is treated completely on the PBE level. For
the exchange term only, the Coulomb operator is split as 1

r = erfc(ωr)
r +

erf(ωr)
r where the first term is the short-range (SR) part. The exchange-

correlation energy in the HSE06 functional is then given by:

EHSE06 = EPBE
c + (1 − α)EPBE,SR

x + αEHF,SR
x + EPBE,LR

x (2.62)

In particular for solids this screened Coulomb interaction reduces the
effort for evaluating the exact exchange considerably.

On the last rung of Jacob’s ladder one finds those functionals which
depend on both the occupied and unoccupied orbitals. The additional
dependence on the unoccupied orbitals considerably increases the
complexity of these functionals, which are therefore mostly applied
as post-corrections to converged calculations of lower-rung function-
als. One popular and well-known functional from this class is the
RPA which is based on the correspondent high-density limit approx-
imation of the HEG and discussed in more detail in the next section.
[67] Other representatives of this functional class are the “double
hybrids” that emerged in recent years. [10] Successful examples of
such functionals are Grimme’s B2-PLYP [68] and Zhang’s XYG3 [69],
which add a part of the MP2-like correlation as post-SCF correction.

20



2.7 the random phase approximation

“MP2-like” means that the MP2 correlation energy (see section 2.4) is
computed with the KS orbitals instead of the HF orbitals. Function-
als from this class generally provide more accurate than lower-rung
functionals or pure MP2. [10, 12] The weighted MP2 contribution is
the computationally most expensive term in their evaluation and an
efficient MP2 implementation is therefore crucial for the overall com-
putational efficiency of these functionals.

It should be noted that most functionals have problems with the
description of weak dispersion interactions. A variety of correction
schemes exist, which can be combined with most functionals, e.g. the
Tkatchenko-Scheffler (TS) scheme [70] (and its extension to surfaces
vdWsurf [71]), Grimme’s D3 correction [72] and the Many-Body-Dis-
persion (MBD). [73]

2.7 the random phase approximation

A formal expression for the exact exchange-correlation functional can
be derived by means of the Adiabatic Connection. An in-depth deriva-
tion can be found in e.g. Ref. [49]. Many DFAs are based on compu-
tationally feasible approximations to this exact formalism. In the first
step, the Hamiltonian of the interacting system, Ĥ is partitioned into
the Hamiltonian of the KS system ĤKS and a remainder Ĥ1.

Ĥ1 = v(r1 − r2)−
∫

dr1n(r1) [vH(r1) + vxc(r1)] (2.63)

A coupling constant λ can be introduced into this equation such that
the scaled Hamiltonian Ĥλ is equivalent to ĤKS for λ = 0 and be-
comes Ĥ for λ = 1. Under the assumption of a non-changing density,
i.e. nλ(r1) = n(r1)∀λ ∈ [0, 1], the scaled Hamiltonian Ĥλ becomes

Ĥλ = T̂+
∫

dr1vλn(r1) + λv(r1 − r2) (2.64)

where vλ is only known explicitly for two special cases, vλ=0 = vs and
vλ=1 = vext. After defining Φ0(λ) as the ground state of the λ-scaled
system and E0(λ) as its eigenvalue, one obtains:

Ĥλ |Φ0(λ)〉 = E0(λ) |Φ0(λ)〉 (2.65)

⇒ E0(λ) =
〈
Φ0(λ)

∣∣Ĥλ

∣∣Φ0(λ)
〉

(2.66)

At this point coupling constant integration can now be used, i.e. one
first takes the derivative with respect to λ and then integrates over λ

from 0 to 1. This results in

E0(1)− E0(0) =
∫ 1

0
dλ

〈
Φ0(λ)

∣∣∣∣ ∫ dr1n(r1)
dvλ(r1)

dλ
+ v(r1 − r2)

∣∣∣∣Φ0(λ)

〉
(2.67)

=
∫

dr1n(r1) [vext(r1)− vs(r1)]

+
∫ 1

0
dλ 〈Φ0(λ)|v(r1 − r2)|Φ0(λ)〉 (2.68)
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From this formula one can extract an expression for the exchange-
correlation functional by inserting the definition of the total elec-
tronic energy, Equation 2.54, for E0(1) and its equivalent for the non-
interacting KS system for E0(0).

EH + Exc =
∫ 1

0
dλ 〈Φ0(λ)|v(r1 − r2)|Φ0(λ)〉 (2.69)

This expression can be rewritten in terms of the time-ordered re-
sponse function χλ(r1t, r2t′).

χλ(r1t, r2t′) = −i
[〈

Φ0(λ)
∣∣Tn̂(r1t)n̂(r2t′)

∣∣Φ0(λ)
〉
− n0(r1)n0(r2)

]
(2.70)

Here, T denotes the time-ordering operator and n0 is the ground-
state density which is λ independent by construction. The exchange-
correlation energy can then be written as:

Exc =
1
2

∫∫
dr1dr2

∫ 1

0
dλv(r1 − r2)

[
iχλ(r10, r20)− n(r1)δ(r1 − r2)

]
(2.71)

Since χλ(r1t, r2t′) only depends on the difference t − t′, the equation
can also be written in terms of its Fourier transformation and symme-
try properties can be used to restrict the frequency integral to positive
values.

Exc =
1
2

∫∫
dr1dr2

∫ 1

0
dλv(r1 − r2)

×
[

i
∫ ∞

0

dω

π
χλ(r1, r2, ω)− n(r1)δ(r1 − r2)

]
(2.72)

Equation 2.72 can be split into an HF-like exact exchange contribution
and the remaining correlation energy. [49]

Ex =
1
2

∫∫
dr1dr2v(r1 − r2)

[
i
∫ ∞

0

dω

2π
χ0(r1, r2, ω)− n(r1)δ(r1 − r2)

]
(2.73)

Ec =
i
2

∫∫
dr1dr2

∫ 1

0
dλv(r1 − r2)

∫ ∞

0

dω

π

[
χλ(r1, r2, ω)− χ0(r1, r2, ω)

]
(2.74)

From the analytic structure of the response function it is known that
it has no poles in the upper right quadrant of the complex frequency
plane. Using contour integration, the above expression can thus be
reformulated in terms of imaginary frequencies, which avoids any
poles that are arbitrarily close to the real frequency axis. [49]

Ex =
1
2

∫∫
dr1dr2v(r1 − r2)

[∫ ∞

0

dω

2π
χ0(r1, r2, iω)− n(r1)δ(r1 − r2)

]
(2.75)

Ec =
1
2

∫∫
dr1dr2

∫ 1

0
dλv(r1 − r2)

∫ ∞

0

dω

π

[
χλ(r1, r2, iω)− χ0(r1, r2, ω)

]
(2.76)
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χ0(r1, r2, iω), the response function of the non-interacting KS system
is known analytically. [67]

χ0(r1, r2, iω) = ∑
m,n

( fm − fn)
ψ∗

m(r1)ψn(r1)ψ
∗
n(r2)ψm(r2)

εm − εn − iω
(2.77)

Equation 2.75 is equivalent to HF-like exact exchange and thus can be
evaluated explicitly with the same strategies as used for hybrid func-
tionals. The correlation energy (Equation 2.76) on the other hand is of
no direct use due to χλ(r1, r2, iω). To obtain a useful DFA from this
expression, a good approximation must be found for χλ(r1, r2, iω). In
the case of the RPA, it is approximated by a Dyson-type equation.

χλ(r1, r2, iω) = χ0(r1, r2, iω)

+ λ
∫∫

dr3dr4χ0(r1, r3, iω)v(r3 − r4)χ
λ(r4, r2, iω)

(2.78)

This expression can be used to obtain a power expansion series for
the response function of the λ-scaled system and the λ integration
can then be evaluated analytically for each order. Using the notation
Tr [AB] =

∫∫
dr1dr2A(r1, r2)B(r2, r1), one finally obtains:

Ec =
1

2π

∫ ∞

0
dω

∞

∑
n=2

1
n

Tr
[(

χ0(iω)v
)n
]

(2.79)

Equation 2.79 is the correlation energy in the RPA approximation.
From the definition of the KS system response function in Equa-
tion 2.77 it becomes obvious that the evaluation of the RPA formula
involves the calculation of molecular orbital ERIs as the most expen-
sive step.

2.8 periodic boundary conditions

To describe extended systems like bulk crystals or surfaces it is nec-
essary to introduce periodic boundary conditions. A periodic system
is build from an elementary unit cell, which is periodically repeated
by shifting it by the lattice vectors Ri = n1a1 + n2a2 + n3a3 where the
n are integers and the an are the lattice vectors of the crystal. The
electronic Hamiltonian Ĥ (see Equation 2.5) for periodic systems can
then be expressed as

Ĥ = −∑
i

1
2
∇2

i − ∑
i

∑
Rn

∑
A

ZA

|ri − RA − Rn|

+ ∑
i<j

1∣∣ri − rj
∣∣ + 1

2 ∑
Rn,Rm

∑
A,B

′ ZBZA

|RA + Rn − RB − Rm|
(2.80)

where the sums over Rn and Rm include all cells in the infinite crystal.
The prime in the last sum indicates that terms with Rn = Rm and
A = B are not included. The sums over A and B include all atoms
within the unit cell.
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The direct lattice also determines the crystal’s reciprocal lattice
with lattice vectors b1, b2 and b3. These are connected to the direct
lattice by the conditions

aibj = δi,j. (2.81)

The space spanned by the vectors ki = k1b1 + k2b2 + k3b3 with val-
ues of the ki in the range of [−π, π] is called the first Brillouin zone.
Any point outside the first Brillouin zone can be mapped to exactly
one point in the first Brillouin zone using translations with reciprocal
lattice vectors. It is therefore sufficient to analyze k-dependent objects
inside the first Brillouin zone only. [74]

From the periodicity of the system follows the Bloch theorem which
states that the eigenstates of any single-particle Hamiltonian with
translational symmetry can be written as Bloch functions ψi,k1(r1)

shown in Equation 2.82. [74]

ψi,k1(r1) = u(r1)eik1r1 (2.82)

u(r1) is a function that has the same periodicity as the lattice of the
system, i.e. u(r1) = u(r1 + Rn). k1 is a continuous index which spans
the entire first Brillouin zone. For numerical calculations, k1 has to be
sampled with a finite set of “k-points”.

Since the HF Hamiltonian (Equation 2.13) is a single-particle Hamil-
tonian, the eigenfunctions of its periodic counterpart are Bloch func-
tions. If atom-centered basis functions like Gaussian-Type Orbitals
(GTOs) or Numeric Atom-Centered Orbitals (NAOs) are used, it is
therefore advantageous to form Bloch-like functions ϕs,k1(r1) from
the atomic basis functions. The crystalline HF eigenstates ψi,k1(r1)

can then be expressed as linear combinations of these Bloch-like func-
tions.

ϕs,k1(r1) =
1√
N

∑
Rn

eik1Rn ϕs(r1 − Rn) (2.83)

ψi,k1(r1) = ∑
s

ci(k1),s ϕs,k1(r1) (2.84)

Here N denotes the number of unit cells included in the sum and is
in principle infinite, but for numerical applications we need to restrict
ourselves to a finite set of lattice cells.

The elements of the Fock and overlap matrices of the crystalline
basis functions ϕs,k1 between different k-points are zero due to the
translational symmetry. [75] Therefore, the eigenvalue problem in
Equation 2.85 can be solved for each k-point individually.

∑
t

ci(k1),tFs,t(k1) = εk1
i ∑

t
ci(k1),tSs,t(k1) (2.85)

Fs,t(k1) = ∑
Rn

eik1Rn Fs,t(Rn) (2.86)

Ss,t(k1) = ∑
Rn

eik1Rn Ss,t(Rn) (2.87)

Here Fs,t(Rn) and Ss,t(Rn) denote the Fock and overlap matrix ele-
ments between the atom-centered basis functions with ϕs in the ze-
roth unit cell and ϕt shifted by Rn. The computational effort for the
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HF in periodic systems thus scales linearly with the number of k-
points. However, it should be noted that the different k-points are
still connected via the density matrix which is used to construct the
Fock matrix. The periodic density matrix for closed-shell systems can
be written as

Du,v(k1) = 2 ∑
j

c∗j(k1),ucj(k1),v. (2.88)

A detailed discussion about the numerical challenges of the HF equa-
tions and other mean-field methods in periodic systems can be found
in Ref. [75].

The Born von Karman (BvK) boundary conditions are a useful con-
cept for numerical calculations of solids. In the BvK boundary con-
ditions the infinite crystal is approximated by a macro-lattice where
the unit cell (often referred to as “supercell”) contains N1 × N2 × N3

primitive unit cells. All operators and functions are then required to
obey periodic boundary conditions at the edges of the macro-lattice.
[75] Special relations between the BvK macro-lattice and the primitive
unit cell can be exploited if special k-point sets are used. If a regular
Monkhorst-Pack mesh[76] with N1 × N2 × N3 k-points is used, the
translational symmetry can be exploited to switch between real and
reciprocal space depending on computational needs. The CRYSTAL -
a computational tool for solid state chemistry and physics (CRYSTAL)
code for example evaluates the Fock-matrix in a real-space representa-
tion and then Fourier-transforms it into the reciprocal space to exploit
the block-structure of the Fock-matrix in the diagonalization step. Af-
terwards the updated density matrix is computed in reciprocal space
and then Fourier-transformed back into the real-space representation
to evaluate the Fock-matrix for the next SCF iteration. [77]

As it can be seen from Equation 2.81, the volume of the reciprocal
unit cell is inverse proportional to the volume of the real-space unit
cell. The reciprocal unit cell corresponding to the supercell is there-
fore much smaller than the one belonging to the primitive unit cell
as illustrated in Figure 2.3. If a regular Γ-centered k-mesh is used,
all k-points of the primitive unit cell except Γ will be located outside
the first Brillouin zone of the supercell. Since the first Brillouin zone
contains all the necessary information, these additional k-points can
be obtained by translating the Γ point in the supercell by multiples
of the supercell’s reciprocal lattice vectors. Therefore, the supercell
calculation with the Γ-point and the primitive unit cell with the corre-
sponding Γ-centered k-grid provide the same information. However,
since the system’s periodicity is not exploited in the supercell ap-
proach, it will be computationally less efficient because the scaling
with the number of basis functions per unit cell is higher than the
one with the number of k-points. However, the supercell’s real-space
representation exhibits a lot more sparsity than the reciprocal space.
This offers the possibility to use integral screening and other sparsity
exploits to improve the computational performance and also reduce
the formal scaling. The implementation for periodic HF and hybrid
functionals in the aims code uses such a strategy and is presented in
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real space reciprocal space

primitive unit cell
3× 3 k-grid

3× 3 supercell
Γ-point only G1

G2

unit cell reciprocal space lattice vector
k-point position k-point equivalent to Γ-point

Figure 2.3: Comparison between a primitive unit-cell and the BvK su-
percell. The larger real-space cell of the BvK maps to a
smaller cell in reciprocal space. If a regular Γ-centered k-
point grid is used for the primitive unit cell, all k-points
except Γ will be located outside the first Brillouin zone
of the supercell’s reciprocal cell. However, as indicated by
the red arrows, they can be folded back onto the supercell
Γ-point by translating them with reciprocal lattice vectors
and are thus equivalent to it.
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Ref. [78]. It should be noted that these techniques involving the BvK
boundary conditions only depend on the basic properties of the crys-
tal lattice and are thus not specific to the methods used as examples.

Sun and Bartlett [79] showed that the periodic closed-shell MP2
can be derived from perturbation theory just the same way as in the
cluster case.

E (2)
0 = ∑

i,j
∑

k1,k2

∑
a,b

∑
q1,q2

2
∣∣(ψi,k1 ψa,q1

∣∣ψj,k2 ψb,q2

)∣∣2
εk1

i + εk2
j − ε

q1
a − ε

q2
b

−
<
[(

ψi,k1 ψa,q1

∣∣ψj,k2 ψb,q2

)∗ (
ψi,k1 ψb,q2

∣∣ψj,k2 ψa,q1

)]
εk1

i + εk2
j − ε

q1
a − ε

q2
b

 (2.89)

Here the sums over i and a include all occupied/virtual Bloch orbitals
and the sums over k-points include all points in the first Brillouin
zone. They also showed that Equation 2.89 can be further simplified
by exploiting the translational symmetry. If k1, q1 and q2 are given,
there is only one choice for k2 in the first Brillouin zone which gives
a non-zero contribution. After defining T(k2) as an operator which
folds k2 into the first Brillouin zone by translating it by reciprocal
lattice vectors, the MP2 correlation energy of the periodic system can
be expressed as

E (2)
0 = ∑

i,j
∑

k1,q1,q2

∑
a,b

2
∣∣∣(ψi,k1 ψa,q1

∣∣∣ψj,T(q1+q2−k1)ψb,q2

)∣∣∣2
εk1

i + εk2
j − ε

q1
a − ε

q2
b

−
<
[(

ψi,k1 ψa,q1

∣∣∣ψj,T(q1+q2−k1)ψb,q2

)∗ (
ψi,k1 ψb,q2

∣∣∣ψj,T(q1+q2−k1)ψa,q1

)]
εk1

i + εk2
j − ε

q1
a − ε

q2
b


(2.90)

Compared to the canonical MP2 in cluster systems, the scaling now
has an additional cubic dependence on the number of k-points.

As it was the case for molecules, a variety of lower-scaling methods
exists for periodic systems as well. Pisani and coworkers extended the
local MP2 methods to the periodic case. [80] Scuseria and coworkers
adopted the LT-MP2 to the periodic case and demonstrated that this
formulation allows one to fold the k-points into the pseudo-density
matrices at negligible cost. [81]

A massive-parallel implementation of the canonical MP2 for peri-
odic systems including forces has been published by Del Ben and
coworkers. [82] This implementation has been successfully applied to
Molecular Dynamics (MD) simulations of bulk water at the MP2 level.
[83]

If the RPA is applied periodic systems, the KS system response
function (Equation 2.77) includes the summations over all sampled
k-points. [84]

χ0(r1, r2, iω) = ∑
m,n

k1,k2

( fm,k1 − fn,k2)
ψ∗

m,k1
(r1)ψn,k2(r1)ψ

∗
n,k2

(r2)ψm,k1(r2)

εm,k1
− εn,k2

− iω

(2.91)
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and the total energy is evaluated with the same formula as before.
In a more recent publication, the Kresse group also presented a pe-
riodic RPA implementation that uses the aforementioned supercell
approach to obtain a cubic scaling with respect to the number of ba-
sis functions in the unit cell and a linear scaling with the number of
k-points. [85]

2.9 embedded cluster models for surface calculations

An important special case of periodic systems are surfaces, which are
needed for modeling e.g. catalytic processes on substrates or Hybrid
Inorganic-Organic Systems (HIOS). [21, 86] Such systems can be com-
puted with the various methods described in the previous sections if
periodic boundary conditions are applied to the directions parallel to
the surface. However, to obtain converged results and model the de-
sired coverage of the surface with the adsorbed molecules it is often
necessary to use very large unit cells. Especially for more advanced
methods which are often required to obtain an accurate description
of the interactions between molecules and the substrates, the compu-
tational effort quickly becomes very demanding or even prohibitive.

One possible approach to limit the computational effort of such cal-
culations is the use of hybrid models which combine two or more
calculation techniques into one calculation. In these techniques, the
system under investigation is divided into two or more parts. The
central region contains the site of interest like an active center of a
protein or a reaction site which is modeled with a first-principles
method. The classical region contains the remaining environment
and is usually modeled with an inexpensive force field, which only
interacts with the quantum mechanical region via electrostatic inter-
actions. Some methods also allow adding a third layer in between
these two, which is then usually computed with a lower-level first-
principles method. Popular hybrid methods are the ONIOM embed-
ding model (ONIOM) [87, 88] and Quantum Mechanics / Molecular
mechanics embedding techniques (QM/MM). ONIOM on the other
hand performs several independent calculations and then extrapo-
lates the results. For a two-layer calculation for example, the classi-
cal force-field energy of the entire system and the model system of
the quantum mechanical region are calculated as well as the first-
principles calculation for the model system.

EONIOM(QM : MM) = Esystem
MM + Emodel

QM − Emodel
MM (2.92)

Interactions between the two fragments of the system are included via
the not canceling terms in the force-field calculations and the usage of
artificial link atoms in the model system when covalent bonds cross
the borders between the fragments.

In QM/MM approaches like the Embedded Cluster Model (ECM)
the regions are coupled directly and computed in a single calculation.
In the ECM, the quantum mechanical region of the system is the
adsorbed molecule and an appropriately sized chunk of the substrate
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2.9 embedded cluster models for surface calculations

absorbed molecule

quantum region
pseudo potentials at
QM/MM boundary

classical region

outer point charges

Figure 2.4: Schematic representation of the Embedded Cluster Model
by Berger and coworkers. The system is divided into a
quantum region where the adsorption takes place and
the surrounding parts of the surface which are modeled
with cheaper inter-atomic force fields. Pseudo-potentials
are used at the boundary region between the quantum and
classical region to minimize the errors introduced by the
embedding. The outer point charges are chosen such that
the correct long-range electrostatic potential of the system
is reproduced.

surface around the adsorption site (usually taken as a half sphere),
while the remainder of the substrate is modeled with point charges.

In the model used by Berger and coworkers (see Figure 2.4), the
classical region of the surface is modeled as a larger half-sphere sur-
rounding the quantum mechanical region and confined by a set of
outer point charges which are modeled such that they reproduce the
long-range electrostatic potential of the infinite surface. The principal
challenge arises at the boundary between the two regions. To mini-
mize the impact of the interface on the electronic structure inside the
quantum mechanical region it is necessary to introduce artificial cap-
ping potentials which mimic the not explicitly considered electrons
as good as possible. The form and parameters of these potentials de-
pend a lot on the system of interest and also the properties one wants
to investigate. [89, 90]

The ECM has the distinct advantage that it allows to compute the
electronic structure in the quantum mechanical region with high-level
methods that are too expensive to be applied to a periodic slab cal-
culation. Recently, the Neese and Reuter groups demonstrated how
such embedding techniques can be combined with DLPNO based
CCSD(T) calculations to compute the adsorption energies of small
molecules on rutile titanium dioxide (TiO2) surfaces. [22] It also al-
lows for a straight-forward treatment of charged surface defects or
adsorbed molecules. [89] On the other hand, the neglect of any ex-
plicit periodicity in the model is also a limitation, because coverage-
dependent effects cannot be explored. For example, the study of NO
adsorption on TiO2 surfaces by Hättig and coworkers [21] compared
calculated infrared spectroscopy data with experimental data and
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data from other theoretical investigations. They found several differ-
ences in their binding energies and equilibrium structures compared
to the other studies of the same system which they attributed to the
higher coverages considered in the calculations with periodic bound-
ary conditions. Also it is necessary to compare to calculations with
periodic boundary conditions to verify that the artificial boundary
region does not alter the physical behavior. And finally, it is diffi-
cult to determine the potentially fractional charge contained in the
quantum mechanical region when studying systems with delocalized
states. [91]

2.10 resolution of identity

The central challenge the methods presented in the previous sections
have in common is the evaluation of ERIs. ERIs of basis functions
(su|tv) are needed for HF and DFT with hybrid functionals, while the
canonical MP2 and methods based on it also require the evaluation
of molecular orbital ERIs (ia|jb). Computing them once and keeping
them in memory afterwards is not an option for any but the smallest
systems since the number of these integrals scales with O

(
N4

bas

)
or

O
(

N2
occN2

virt

)
. If GTOs or plane waves are used as basis set, the ERIs of

the basis functions can be calculated analytically. [92] However, even
with these over decades highly-optimized methods the evaluation of
ERIs still remains a computationally very demanding task because
the ERIs have to be recomputed in each SCF step or for each pair (or
batch) of occupied orbitals in a MP2 calculation.

The standard strategy to address this problem is the Resolution of
Identity (RI), also known as “Density Fitting”. [93, 94] The central
idea of the RI approach is to express products of functions in an
auxiliary basis set (ABS) and then evaluate the Coulomb interaction
only in this auxiliary basis.

$s,t(r1) = ϕs(r1)ϕt(r1) ≈
ABS

∑
µ

Cµ
s,tPµ(r1) = $̃s,t(r1) (2.93)

(st|uv) ≈
ABS

∑
µ

ABS

∑
λ

Cµ
s,t (µ|λ) Cλ

u,v (2.94)

If the number of auxiliary functions Pµ is considerably smaller than
the square of the basis functions, Equation 2.94 grants a significant
reduction of the required memory. The usually employed ABS is a
factor 3-10 larger than the original basis set. [95, 96] The largest ob-
ject in this representation are the RI expansion coefficients Cµ

s,t which
have a memory requirement that scales as O

(
N2

basNaux

)
, i.e. the scal-

ing with respect to system size has been reduced to cubic. The RI
coefficients can either be kept in memory as it is usually done in mas-
sively parallelized codes (e.g. [82, 96]) or stored on disk and fetched
when needed as in many lower-scaling implementations in quantum
chemistry codes. (e.g. [36, 42])

The obvious choice for the RI coefficients would be to minimize the
differences between the true and the approximated density. This ap-
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2.10 resolution of identity

proach is known as RI-SVS [94], but is rarely used because the RI-V
variant is clearly superior to it. RI-V [93, 94] determines the coeffi-
cients by minimizing the Coulomb self-interaction of the residual of
the fitted density δ$s,t. As Whitten has shown in Ref [93] this opti-
mization criterion yields quadratic errors with respect to the density
residual δ$s,t. In RI-SVS on the other hand the errors scale linearly
with respect to δ$s,t.

δ$s,t = $s,t − $̃s,t (2.95)

(δ$s,t|δ$s,t) = (st|st) − 2 ∑
µ

(st|µ) Cµ
s,t + ∑

µ,λ
Cµ

s,t (µ|λ) Cλ
s,t (2.96)

This entity has to be minimized with respect to the expansion coeffi-
cients Cµ

s,t to obtain the RI-V coefficients.

∂ (δ$s,t|δ$s,t)

∂Cµ
s,t

!
= 0 ∀µ (2.97)

⇒ (st|µ) = ∑
λ

Cλ
s,t (λ|µ) ∀µ (2.98)

By introducing the Coulomb matrix of the auxiliary basis functions
Vµ,λ = (µ|λ), the coefficients in RI-V can be written as Equation 2.99.

Cµ
s,t = ∑

λ

(st|λ) V−1
λ,µ (2.99)

⇒ (st|uv) ≈
ABS

∑
µ

ABS

∑
λ

(st|µ) V−1
µ,λ (λ|uv) (2.100)

In practical calculations V−1
µ,λ is usually split into two square roots

∑κ V−0.5
µ,κ V−0.5

κ,λ which are then absorbed into the RI coefficients to elim-
inate one sum over auxiliary functions. If molecular orbitals are re-
quired, the RI coefficients of the atomic orbitals can be contracted
with the molecular orbital expansion coefficients to yield a new set of
molecular RI coefficients, which reduces the fifth-order scaling of the
transformation step.

step 1: ∑
s

Cµ
s,tci,s = Ĉµ

i,t ∼ NauxN2
basNocc (2.101)

step 2: ∑
t

Ĉµ
i,tca,t = C̃µ

i,a ∼ NauxNbasNoccNvirt (2.102)

However, the evaluation of the molecular integrals in the MP2 then
scales with O

(
N2

occN2
virtNaux

)
. Despite the overall scaling of the MP2 is

thus not reduced by RI-V, the memory requirement and the prefac-
tor can be reduced dramatically. The RI-MP2 is a standard choice to
perform MP2 calculations nowadays and available in most electronic
structure codes with atom-centered basis functions.

A variety of local RI schemes have been proposed to further reduce
the computational effort and also the memory requirements of RI
based calculations. Among them is the RI-LVL, which is a part of my
thesis project and will be presented in detail in chapter 3 together
with other local RI schemes.
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Mathematically RI can also be viewed as a tensor factorization,
i.e. the rank 4 tensor of ERIs is represented as a product of rank 2
(Coulomb matrix) and rank 3 tensors, the RI coefficients. In recent
years the Tensor-Hyper-Contraction (THC) has become more popu-
lar, which factorizes the ERI tensor only in terms of rank 2 tensors:

(st|uv) ≈ ∑
P,Q

XP
s XP

t ZP,QXQ
u XQ

v (2.103)

where the indices P, Q denote auxiliary indices, which can e.g. be
a grid. As in the RI, the factorization is not uniquely defined. One
choice is the least squares THC which imposes a form for the X ma-
trices and then tries to find the optimal factorization. [97] In contrast
to the RI, this method can reduce the formal scaling of the exchange
term, MP2 in the THC framework thus scales with the fourth power
of the system size. Local variants of the THC also have been recently
developed. [98]

Another strategy that has been proposed for the evaluation of the
ERIs is the pseudo-spectral method. [99, 100] In this method the
ERIs are evaluated with a combination of analytic integrations for
Gaussian basis functions and real-space grid integrals. Talman used
Fourier space techniques to obtain spherical expansions of the prod-
uct of two NAOs on a point between their centers and then evaluated
the Coulomb interaction of these expansions. [101–105]

2.11 numeric atom-centered orbitals

For my project I used the Fritz Haber Institute ab initio molecular
simulations code, which is an electronic structure code for all-electron
calculations using Numeric Atom-Centered Orbitals (NAOs) as basis
set. NAOs are atom-centered basis functions like GTOs but they do
not have any fixed analytic form. [106–109] NAOs are usually sep-
arated into an angular and radial part. The former is usually a real-
valued spherical harmonic Yls,ms and the latter can be any smooth and
normalizable function Rs(|r1|) of the distance to the center.

ϕs(r1) = Rs(|r1|)Yls,ms

(
r1

|r1|

)
(2.104)

The full flexibility of the radial part can be used to represent the cor-
rect near-nuclear behavior in a single basis function instead of hav-
ing to approximate it by a superposition of several basis functions.
Thus NAO basis sets are usually more compact than other basis sets
and require less basis functions per atom to reach a similar accuracy.
Furthermore, one can apply radial constraints to ensure that the ba-
sis functions are strictly zero beyond a given radius and do not have
any Gaussian-like tails. This strictly limited radial confinement can be
used to exploit sparsity in larger systems without invoking approxi-
mations like distance-based cut-off criteria. On the other hand, NAOs
also have a significant drawback: there are no analytical solutions
available for the ERIs and a direct evaluation of the six-dimensional
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2.11 numeric atom-centered orbitals

integrals is usually prohibitively expensive. Therefore, the RI or re-
lated techniques are mandatory in a NAO framework to evaluate
these integrals with reasonable effort.

The Fritz Haber Institute ab initio molecular simulations (FHI-aims)
code supports several types of NAOs which are determined as solu-
tions of the radial Schrödinger equation shown in Equation 2.105.
Atomic and ionic functions are obtained by using the LDA solu-
tions of the free atom or ion to determine the effective potentials
vs. Hydrogen-like functions are the solutions for the hydrogen atom
with an effective core charge z.[

−1
2

d2

dr2 +
ls(ls + 1)

2r2 + vs(r) + vcut(r)
]

rRs(r) = εsrRs(r) (2.105)

All radial functions are subject to a confinement potential vcut which
forces the functions to smoothly decay to zero before reaching the
chosen threshold radius. A selection of hydrogen-like functions is
depicted in Figure 2.5. GTOs can of course also be represented as
NAOs and are also supported in the FHI-aims code, but rarely used.
A detailed discussion of the NAOs used in the FHI-aims code can be
found in Refs. [110] and [32].
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(a) shapes for confined functions with different angular momenta (The effective
charge z is equal to 1 in all cases.)
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(b) effect of different effective charges on the shape of a 5g hydrogen-like function.

Figure 2.5: Hydrogen-like radial functions in the FHI-aims code. The
confinement potential starts at 4Å and has a width of 2Å.
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3
L O C A L I Z E D R E S O L U T I O N O F I D E N T I T Y

As discussed in the previous chapter, a central challenge of many
electronic structure theory methods is the evaluation of Electron Re-
pulsion Integrals (ERIs). The Resolution of Identity (RI) strategy can
be used to reduce the computational effort and required memory to
a level that makes these methods routinely applicable for small and
medium-sized systems. For large systems however, the cubic scaling
memory requirement of the RI-V coefficients still poses a significant
challenge. To overcome this limitation it is necessary to exploit the
locality of atom-centered basis functions in the RI scheme.

In this chapter I will present the RI-LVL, a localized variant of the
RI. In the first part of the chapter the construction of the RI-LVL
and the underlying sparsity assumption are discussed. Afterwards
it will be demonstrated that RI-LVL can provide the same level of
accuracy as the standard RI-V when combined with an appropriate
enhanced auxiliary basis set, while providing a superior computa-
tional performance and requiring considerably less memory. The ma-
terial presented in this chapter has already been published in the
New Journal of Physics. [111] The first version of the RI-LVL has
been implemented into the Fritz Haber Institute ab initio molecular
simulations (FHI-aims) code by Jürgen Wieferink. I finalized the im-
plementation and performed the extensive accuracy and performance
benchmarks presented in this chapter.

3.1 concept of the ri-lvl

The standard RI-V (discussed in section 2.10) is based on the idea
to expand the products of basis function pairs ϕs ϕt appearing in the
ERIs in an auxiliary basis set (ABS) and then compute the Coulomb
interactions between these auxiliary functions Pµ only.

$s,t(r1) = ϕs(r1)ϕt(r1) ≈
ABS

∑
µ

Cµ
s,tPµ(r1) = $̃s,t(r1) (3.1)

(st|uv) ≈
ABS

∑
µ

ABS

∑
λ

Cµ
s,t (µ|λ) Cλ

u,v (3.2)

For the RI-V shown in Equation 3.2 it is necessary to store Naux coeffi-
cients for each function pair, resulting in a total memory requirement
of O (NauxNbas pairs). Formally, the computational effort per ERI would
be O

(
N2

aux

)
, but in practice the Coulomb matrix Vµ,λ = (µ|λ) is split

into a product of its square-root and absorbed into the RI coefficients.
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localized resolution of identity

This eliminates one of the sums over auxiliary basis functions and
yields a O (Naux) effort per ERI.

(st|uv) ≈
ABS

∑
µ

ABS

∑
λ

ABS

∑
κ

[
Cµ

s,tV
0.5
µ,κ

] [
V0.5

κ,λ Cλ
u,v

]
(3.3)

=
ABS

∑
µ

C̃µ
s,tC̃

λ
u,v (3.4)

However, the product of the two Numeric Atom-Centered Orbitals
(NAOs) $s,t = ϕs ϕt has a spatially confined extent and an auxiliary
basis function on a distant atom should not be required to accurately
represent this local quantity. One way to exploit this locality is the à
priori restriction of the ABS used for the expansion to contain only
those functions centered on the same atoms as ϕs or ϕt. (see Fig-
ure 3.1) This local ABS is denoted as P (S, T) and the resulting local
RI method has been named RI-LVL.

$s,t(r1) = ϕs(r1)ϕt(r1) ≈
P(S,T)

∑
µ

Cµ
s,tPµ(r1) = $̃s,t(r1) (3.5)

(st|uv) ≈
P(S,T)

∑
µ

P(U,V)

∑
λ

Cµ
s,t (µ|λ) Cλ

u,v (3.6)

The expression in Equation 3.6 requires only a sparse subset of the RI
coefficients, which yields a O (Nlocal auxNbas pairs) memory requirement.
The cubic memory requirement of RI-V is thus reduced to a quadratic
one. Additionally, both sums are now restricted to system-size inde-
pendent subsets of the ABS, which yields a constant effort O

(
N2

local aux

)
per ERI.

It should be noted that other research groups have also investigated
the potential of locality exploits in the RI. Reine et al replaced the
global Coulomb metric with a localized one in their work. [112] Sodt
et al followed an approach more similar to RI-LVL and restricted the
RI expansion to those functions within a sphere around the atom host-
ing the first basis function. [113, 114] Pisani et al followed a similar ap-
proach, but used more general fitting domains in periodic local-MP2

methods. [80, 115] Merlot et al tried to use only the auxiliary basis
functions on the two atoms hosting the basis functions, but had to
resort to adding additional auxiliary functions along the connection
line of the atoms to reach the desired accuracy. [116] More recently
the Head-Gordon group also published a more restricted approach
using only the auxiliary basis functions on the two atoms, but only
applied it to the exchange-type integrals in Hartree-Fock (HF). [117]
This last publication is similar to my own work and has been pub-
lished while the RI-LVL manuscript was in preparation.

3.2 the definition of the ri-lvl coefficients

As in the standard RI, there is no unique definition of the expansion
coefficients in this localized approach. Following the strategy of the
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3.2 the definition of the ri-lvl coefficients

S T

U

ϕs(r1) ∈ S ϕt(r1) ∈ T|ϕs(r1) · ϕt(r1)| ≥ 0

Pµ(r1) ∈ P (S) Pλ(r1) ∈ P (T )

Pκ(r1) ∈ P (U) (not used in local expansion)

Figure 3.1: A schematic representation of the RI-LVL concept. Only
the auxiliary basis functions centered on the atoms S and
T are used to expand the products of basis functions cen-
tered on them.

standard RI-V, I choose the coefficients such that they minimize the
Coulomb self-interaction (δ$s,t|δ$s,t) of the residual fitting error δ$s,t.

δ$s,t(r1) =
P(S,T)

∑
µ

Cµ
s,tPµ(r1)− ϕs(r1)ϕt(r1) (3.7)

(δ$s,t|δ$s,t) =
∫∫ (P(S,T)

∑
µ

Cµ
s,tPµ(r1)− ϕs(r1)ϕt(r1)

)
1

|r1 − r2|

×
(

P(S,T)

∑
λ

Cλ
s,tPλ(r2)− ϕs(r2)ϕt(r2)

)
dr1dr2 (3.8)

=
P(S,T)

∑
µ,λ

Cµ
s,tC

λ
s,t (µ|λ) − 2

P(S,T)

∑
µ

Cµ
s,t (st|µ) + (st|st) (3.9)

To minimize this term, I take the derivative with respect to the co-
efficients for each auxiliary basis function Pµ and solve the resulting
system of equations.

∂ (δ$s,t|δ$s,t)

∂Cµ
s,t

!
= 0 ∀µ ∈ P (S, T) (3.10)

⇒ 0 =
P(S,T)

∑
λ

Cλ
s,t (µ|λ) − (st|µ) (3.11)

⇒
P(S,T)

∑
λ

Cλ
s,t (µ|λ) = (st|µ) ∀µ ∈ P (S, T) (3.12)
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localized resolution of identity

Introducing the local Coulomb matrix LS,T
µ,λ = (µ|λ) ∀µ, λ ∈ P (S, T),

this set of equations for the Pµ can be rewritten as a matrix equation.

P(S,T)

∑
λ

LS,T
µ,λCλ

s,t = (st|µ) ∀µ ∈ P (S, T) (3.13)

⇒ Cλ
s,t =

{
∑

P(S,T)
µ

(
LS,T)−1

µ,λ (st|µ) λ ∈ P (S, T)
0 else

(3.14)

Inserting these expansion coefficients into Equation 3.6, one obtains

(st|uv) ≈
P(S,T)

∑
µ,λ

P(U,V)

∑
κ,ν

(st|µ)
(

LS,T
)−1

µ,λ
Vλ,κ

(
LU,V

)−1

κ,ν
(ν|uv) (3.15)

as final expression for the ERIs in this approximation. The matrix
product appearing in the last equation gave rise to the method’s name
“RI-LVL”.

3.3 the construction of the auxiliary basis set

In the FHI-aims code [110], the ABS is not a predefined set of func-
tions like the orbital basis set (OBS), but is instead generated at run-
time based on the used orbital basis functions. As their counterparts
in the OBS, the auxiliary basis functions Pµ are NAOs consisting of a
radial part Rµ and a spherical harmonic Yl,m.

Pµ(r1) = Rµ(r1)Ylµ,mµ
(r1) (3.16)

The ERIs (st|uv) with the most significant contributions to the total
energy are those where the involved basis functions are centered on
the same atom. Thus the ABS is constructed such that it contains all
the onsite products ϕs ϕt exactly to ensure a high accuracy of these
integrals. The procedure for generating the ABS is outlined in Fig-
ure 3.2 and is the same as the one used for RI-V based calculations in
FHI-aims. [96]

At first all possible products of the radial functions used in the
OBS are computed for each species in the system. A Gram-Schmidt-
Orthonormalization is then applied to remove any linearly dependent
products from the resulting set. The angular part of the function prod-
ucts is represented as a spherical harmonics expansion, which is re-
stricted by the Clebsch-Gordon coefficients to those angular momenta
l satisfying |l1 − l2| ≤ l ≤ |l1 + l2|. [118] l1 and l2 are the angular mo-
menta associated with the radial functions forming the radial part
of the product. Each obtained radial function product is thus multi-
plied with all spherical harmonics that satisfy this condition and the
resulting NAOs are then distributed to all atoms of the species in the
system to form the ABS.

This general procedure for the construction of the ABS has been
demonstrated to be very accurate in the standard RI-V approach.
[96] In addition, it also provides a systematic way to further improve
the ABS according to higher requirements. As indicated by the gray
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3.3 the construction of the auxiliary basis set

additional functions
from the enhanced
orbital basis (OBS+)

radial basis functions
Rskl(r) of orbital
basis set (OBS)

on-site radial products
Rsk1l1(r) · Rsk2l2(r)

Gram-Schmidt orthonor-
malization to remove
linear dependencies

product functions with
|l1 − l2| ≤ l ≤ |l1 + l2|

maximal angular mo-
menta lmax

s per species

angular momentum
channels 0 . . . 2lmax

s

for each species

distribute auxiliary basis
functions for species to
all atoms of this kind

auxiliary basis set for
system (Pµ(r) functions)

Figure 3.2: The construction scheme for the ABS from the OBS. (The
radial function subscripts s, k, l denote species, radial func-
tion index and angular momentum.) A detailed explana-
tion of the steps in this scheme is provided in the text. One
can also construct the ABS from an OBS+, which is a su-
perset of the OBS and contains additional functions which
are not used in the expansion of the KS or HF one-electron
orbitals, but only for the ABS construction. (gray box)
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localized resolution of identity

OBS OBS+
number of ϕs in OBS/OBS+ 39 39

radial functions types in
OBS/OBS+

4s, 3p, 2d, 1 f ,
1g

4s, 3p, 2d, 1 f ,
2g

number of onsite radial function
products

150 198

number of linearly independent
onsite radial products

50 70

radial functions types in the
ABS/ABS+

10s, 9p, 8d, 7 f ,
6g, 4h, 3i, 2j,
1k

11s, 10p, 9d,
10 f , 9g, 7h, 6i,
5j, 3k

number of Pµ in ABS/ABS+ 310 518

Table 3.1: The size of the ABS for a carbon atom with a standard and
augmented auxiliary basis for the tier2 basis set in FHI-
aims, corresponding to the steps outlined in Figure 3.2. The
notation 2d here indicates the inclusion of two different ra-
dial d-type functionss, which are then combined with all
Yl,m of the given angular momentum.

box in Figure 3.2, a superset of the OBS, the enhanced orbital basis
set (OBS+), can be used as input to generate a larger ABS labeled
as enhanced auxiliary basis set (ABS+). It is important to note that
these additional functions are not used in the expansion of the HF or
Kohn-Sham (KS) orbitals, all other parts of the calculation are thus
not affected by these functions. This new ABS+ provides the same
accuracy for on-site integrals, but yields a larger number of auxiliary
basis functions per atom, which allows a more accurate representa-
tion of off-site integrals. Table 3.1 shows a comparison of the ABS
generated for the carbon atom from the standard tier2 NAO basis
set [110] and the same basis set enhanced by an additional g-type
function.

For simplicity of notation, I will only use the term ABS hereafter
for both the ABS constructed from the standard OBS and the ABS+.

3.4 formal error analysis

For any ERI represented in a RI approximation, Equation 3.17 holds
exactly. $̃s,t is the RI approximation to the exact pair product $s,t, and
δ$s,t = $̃s,t − $s,t is the fitting residual.

(st|uv) = ($̃s,t|$̃u,v) + ($̃s,t|δ$u,v) + (δ$s,t|$̃u,v) + (δ$s,t|δ$u,v) (3.17)

The minimization criterion for RI-V (Equation 2.98) can be rewritten
as 0 = (µ|δ$s,t). This implies that the terms in Equation 3.17 which are
linear in the fitting residual must vanish since $̃s,t is a superposition
of the

{
Pµ

}
. The RI-V method therefore has a quadratic error with

respect to the fitting residual.
RI-LVL does not inherit this feature due to the restricted optimiza-

tion criterion in Equation 3.10. This potential problem of localized RI
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3.5 ri-lvl in a ri-v framework

methods can be addressed by the Dunlap correction. [119] By includ-
ing the linear error terms explicitly in the approximation of the ERI,
one obtains Equation 3.18.

˜(st|uv) = ($̃s,t|$u,v) + ($s,t|$̃u,v) − ($̃s,t|$̃u,v) (3.18)

This expression however has a few significant drawbacks. To compute
these correction terms, one has to evaluate and store all three-center
integrals (µ|st) as in RI-V instead of just those where µ ∈ P (ST).
This would nullify all memory savings of RI-LVL and also a con-
siderable amount of the computational time savings. Furthermore, it
has been reported [116] that this correction can lead to severe conver-
gence issues in rare cases because the matrix of the corrected ERIs is
not guaranteed to be positive semi-definite. A negative eigenvalue in
this matrix corresponds to an attractive electron-electron interaction
and will lead to a high ratio of rejected Self-Consistent Field (SCF)
steps or even a total failure to converge. The Dunlap correction is
not used in RI-LVL because of these drawbacks. In the next sections
I will show that very accurate RI-LVL results can be obtained if an
appropriate ABS is employed.

3.5 ri-lvl in a ri-v framework

An efficient RI-LVL implementation which fully exploits the imposed
sparsity is available in the FHI-aims code for HF and hybrid function-
als. Its linear scaling exchange evaluation with dramatically lowered
memory consumption will be discussed in section 3.9. However, for
advanced correlation methods like 2nd Order Møller-Plesset Pertur-
bation Theory (MP2) and the Random-Phase Approximation (RPA)
it is still a challenge to design a local RI implementation from both
theoretical and technical points of view and will be covered in the
following chapters.

To nevertheless judge the accuracy of this new RI at those levels of
theory, an additional variant, RI-LVLfull, has been implemented. This
method uses the expansion coefficients of the RI-LVL (Equation 3.14),
but transforms their sparse representation back into a dense tensor
structure by explicitly storing all the zero entries. These bloated-up co-
efficients are then multiplied with the square-root of the Coulomb ma-
trix as in the RI-V (see Equation 3.3) and afterwards used in the exist-
ing RI-V routines. With RI-LVLfull it is possible to judge the accuracy
of RI-LVL itself for beyond Density-Functional Theory (DFT) methods
if no further approximation is used. However, RI-LVLfull combines
the disadvantages from both RI-V and RI-LVL, because it requires
the larger ABS from the RI-LVL and due to the back-transformation
all memory savings are lost. RI-LVLfull is therefore primarily a bench-
mark tool, but not a recommended choice for production calculations.
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3.6 ri-lvl in periodic systems

The periodic version of the RI-LVL has been tested extensively by my
colleague Sergey Levchenko in Ref [78]. This implementation uses the
equivalence between a primitive unit cell with k-grid and a Born von
Karman (BvK) supercell as discussed in section 2.8. The exchange con-
tribution to the Fock-matrix is evaluated in the real-space supercell
where the locality from RI-LVL can be combined with integral screen-
ing techniques to improve the performance. I will not present his
results here because no noteworthy differences have been found for
the behavior of RI-LVL in cluster and periodic systems. Instead, I will
only discuss how the RI-LVL affects the evaluation of ERIs formed
by crystalline basis functions. The general RI expression for periodic
systems is obtained by expanding the crystalline basis function pairs
in a set of Bloch-like auxiliary basis functions Pµ,k1(r1) with not yet
determined coefficients Cµ

s,t(k1, q1).

ϕ∗
s,k1

(r1)ϕt,q1(r1) = ∑
µ

Cµ
s,t(k1, q1)Pµ,q1−k1(r1) (3.19)

Pµ,k1(r1) =
1√
N

∑
R1

eik1R1 Pµ(r1 − R1) (3.20)

The set of auxiliary basis functions in Equation 3.19 can be restricted
by the fact that the overlap

∫
ϕ∗

s,k1
(r1)ϕt,q1(r1)Pµ,k2(r1)dr1 is non-zero

only if k2 + k1 − q1 = 0.
To exploit locality in Equation 3.19, the RI-LVL concept can be

applied to the pairs of atomic basis functions in different unit cells
which form the crystalline basis functions.

ϕs(r1 − R1)ϕt(r1 − R2) =
P(S)

∑
µ

Cµ(R1)
s(R1),t(R2)

Pµ(r1 − R1)

+
P(T)

∑
µ

Cµ(R2)
s(R1),t(R2)

Pµ(r1 − R2) (3.21)

Upon inserting these RI-LVL expansions into the crystalline basis
functions, one obtains the RI-LVL approximation for crystalline ba-
sis function ERIs.

ϕ∗
s,k1

(r1)ϕt,q1(r1) =
1
N ∑

R1,R2

e−ik1R1 eiq1R2 ϕs(r1 − R1)ϕt(r1 − R2)

(3.22)

=
1
N ∑

R1,R2

e−ik1R1 eiq1R2

[
P(S)

∑
µ

Cµ(R1)
s(R1),t(R2)

Pµ(r1 − R1)

+
P(T)

∑
µ

Cµ(R2)
s(R1),t(R2)

Pµ(r1 − R2)

]
(3.23)

Here the sums over R1 and R2 include all cell pairs for which ϕs(r1 −
R1)ϕt(r1 − R2) has a finite overlap. The RI coefficients feature a trans-
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lational invariance, i.e. Cµ(R1)
s(R1),t(R2)

= Cµ(R0)
s(R0),t(R2−R1)

where R0 denotes
the central unit cell.

ϕ∗
s,k1

(r1)ϕt,q1(r1) =
1
N ∑

R1,R2

e−ik1R1 eiq1R2

[
P(S)

∑
µ

Cµ(R0)
s(R0),t(R2−R1)

Pµ(r1 − R1)

+
P(T)

∑
µ

Cµ(R0)
s(R1−R2),t(R0)

Pµ(r1 − R2)

]
(3.24)

= ∑
µ

[
Cµ

t,s(−k1, R0) + Cµ
s,t(q1, R0)

]
Pµ,q1−k1(r1)

(3.25)

Cµ
s,t(q1, R0) =

{
1√
N ∑R1

eiq1R1 Cµ(R0)
s(R1),t(R0)

µ ∈ P (S)
0 else

(3.26)

The definition of the reciprocal space RI coefficients within the RI-LVL
strategy can now be obtained by comparing Equation 3.25 and 3.19.

Cµ
s,t(k1, q1) = Cµ

t,s(−k1, R0) + Cµ
s,t(q1, R0) (3.27)

RI-LVL is thus able to represent the RI coefficients in a form that
depends on a single k-point only. Therefore the persistent memory
requirement scales linearly with the number of k-points. Finally, the
ERIs of the crystalline basis functions are given as

(
ϕs,k1 ϕt,q1

∣∣ϕu,k2 ϕv,q2

)
=

P(ST)

∑
µ

P(UV)

∑
λ

Cµ
s,t(k1, q1)

× Vµ,λ(q1 − k1, q2 − k2)Cλ
u,v(k2, q2) (3.28)

where Vµ,λ(k1, q1) is the Coulomb matrix element of two auxiliary
Bloch basis functions Pµ,q1 and Pλ,k1 .

3.7 accuracy of the ri-lvl

In the following section I will at first demonstrate the accuracy of
RI-LVL with a suitable ABS in a direct comparison to NorthWest com-
putational Chemistry (NWChem) [120], a Gaussian code which can
evaluate the ERIs analytically. This overview section is followed by a
detailed analysis of the impact the ABS choice has on the accuracy
for HF, MP2, PBE0 and RPA calculations.

As explained in section 3.3 all on-site products of basis function
pairs are represented exactly by the employed ABS. The change from
RI-V to RI-LVL therefore only affects the off-site integrals. The OBS+
must be designed such that the auxiliary basis functions on the two
host atoms in off-site integrals can make up for the lost flexibility in
the restricted expansion. The additions from the OBS+ should also
be chosen as general as possible to ensure a broad applicability to
many systems. Following this rationale, only hydrogen-like functions
with the lowest principal quantum number for the given angular mo-
mentum have been added to the OBS+ throughout this project. The
potential in Equation 2.105 is therefore V(r) = − z

r where z is the ef-
fective charge assigned to the hydrogen-like function. Hydrogen-like
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functions have the distinct feature that their shape is not depend-
ing on the element of the host atom. The products of OBS+ function
pairs thus provide a common set of new auxiliary basis functions
that is shared by all atom kinds in the system. At the same time, the
products between radial OBS and OBS+ functions will also give rise
to additional, atom-kind specific auxiliary basis functions. The OBS+
in the following is thus the set of hydrogen-like functions which are
added to all atomic species in the system. As shown later, the results
do not show strong dependencies on the choice of the effective charge
z, thus all functions in the OBS+ will use the same effective charge.

The notation spd(z=x) denotes the functions that have been added
to the OBS+, where spd represent the angular momenta of the added
functions (s-type, p-type function, etc.) and z=x shows the effective
charge used for the potential in the radial function generation.

Unless mentioned otherwise, “tight” integration settings have been
used for all calculations. All MP2 and RPA calculations for RI-LVL
have been done with the RI-LVLfull algorithm and are therefore only
suitable to demonstrate the reachable accuracy, but not the computa-
tional performance.

In the following, the RI-LVL calculations with different ABS are
benchmarked against the RI-V calculations with the standard ABS
constructed from the pure OBS. Adding additional auxiliary basis
functions to these RI-V calculations has no significant impact on the
results. (Data can be found in Appendix A.) “Errors per atom” denote
the error in the total energy divided by the number of non-hydrogen
atoms.

3.7.1 Gaussian Basis Set Comparison

ERIs cannot be evaluated directly with reasonable cost in a NAO
framework, thus the reference point for benchmarking the RI-LVL
must be the standard RI-V implementation, which is an approxima-
tion itself. To confirm that the RI-V calculations are a well-chosen
reference, I used Dunning’s valence correlation-consistent cc-pVTZ
Gaussian basis set [33] and compared the HF and MP2 total energies
to the NWChem code. The geometries from the S22 test set [9] are
chosen as the benchmark data set, which contain 22 weakly bonded
molecular dimers with 6 to 30 atoms per structure. The included sys-
tems range from water dimers to adenine-thymine complexes. The
results of this comparison are shown in Figure 3.3, where I also in-
cluded the results of RI-LVL calculations using either the standard
ABS or one constructed from an OBS+ with an additional g-type
function. The RI-V implementation in FHI-aims provides very accu-
rate results with total energy errors below 0.1 meV/atom for both
HF and MP2 calculations. RI-LVL with the ABS constructed from
the standard OBS however shows considerably larger errors, about
1 meV/atom for HF and up to 30 meV/atom for MP2 calculations. If
the ABS is enhanced by adding a g-type function to the OBS used to
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(a) HF total energy errors per atom

1 2 3 4 5 6 7 8 9 10111213141516171819202122
system index [S22 test set]

10−2

10−1

100

101

102

103

|∆
E t

ot
|[
m
eV

/a
to
m
]

RI-V RI-LVL RI-LVL+aux

(b) MP2 total energy errors per atom

Figure 3.3: Absolute total energy errors in the S22 test set for HF and
MP2 calculations with the cc-pVTZ basis set for different
RI methods. The reference values are the NWChem cal-
culations with analytic ERIs. In the data series denoted as
”RI-LVL+aux” an OBS+ with an additional g-type function
has been used to construct the ABS.
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Figure 3.4: Absolute total energy per atom errors for RI-LVL based
HF calculations in the S22 test set with the tier2 basis set
and different choices for the ABS. All OBS+ functions are
using z = 1.0. The reference values are the RI-V calcula-
tions without OBS+.

generate it, RI-LVL provides the same level of accuracy as RI-V with
maximum errors on the scale of 0.1 meV/atom for both HF and MP2.

Since the RI-V implementation in FHI-aims has proven to be very
accurate, RI-V results will be used from here on as reference to bench-
mark the accuracy of RI-LVL with NAO basis sets.

3.7.2 HF calculations

To assess the accuracy of RI-LVL for HF theory, I analyzed the im-
pact of different ABS choices on the resulting total energy. The per-
formance of RI-LVL is shown in more detail in Figure 3.4 for all sys-
tems in the S22 test set. RI-LVL with the ABS generated from the
standard OBS gives acceptable, but notable errors with a Root-Mean
Square Deviation (RMSD) of 0.6 meV/atom and a maximum error
of 1.9 meV/atom. This plot suggests that RI-LVL can be systemati-
cally converged very close to the RI-V results by adding functions of
increasing angular momentum to the OBS+. If one follows this hierar-
chical approach up to the g-type function, the errors can be reduced
to negligible values of less than 0.13 meV/atom with a RMSD below
0.06 meV/atom. For practical applications, the ABS should of course
be chosen as small as possible to optimize the performance and mem-
ory footprint. From the plot it is also evident that low angular mo-
mentum functions provide almost no improvement. Probably the low
angular momentum channels of the ABS are already well-saturated
by the radial function products provided by the OBS.
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3.7 accuracy of the ri-lvl

HF RI-LVL |∆Etot| (meV/atom)
OBS+ RMSD MAX
tier2 0.594 1.891

tier2 + spdfg(z=1) 0.052 0.124

tier2 + g(z=1) 0.066 0.153

tier2 + g(z=2) 0.059 0.137

tier2 + g(z=3) 0.054 0.127

tier2 + g(z=4) 0.053 0.125

tier2 + g(z=5) 0.053 0.123

tier2 + g(z=6) 0.047 0.107

tier2 + g(z=7) 0.046 0.098

Table 3.2: Total energy per atom errors for RI-LVL based HF calcula-
tions with tier2 basis sets and different choices of the effec-
tive charge assigned to the g-type function in the OBS+.

The f -type and g-type functions on the other hand provide a sub-
stantial improvement to the accuracy and the question arises if one of
these functions alone would provide a similar accuracy as the hierar-
chical approach. Table 3.2 shows how different effective charges for a
single g-type function in the OBS+ affect the accuracy of the RI-LVL.
Regardless of the chosen effective charge, the single g-type function
provides the same level of accuracy as the hierarchical approach. To
understand the independence on the chosen effective charge, it is nec-
essary to remember the construction of the radial basis functions in
FHI-aims. As explained in section 2.11, a confinement potential is em-
ployed for the construction of the radial functions to limit their spatial
extent. As a consequence, the hydrogen-like functions with different
effective charges are confined to the same region in space. (see Fig-
ure 2.5) If no confinement potential would be applied, the g-type
functions with different effective charges would differ considerably
in the outer region and the results would probably show a notable
dependence on the effective charge.

3.7.3 MP2 calculations

As aforementioned in subsection 3.7.1, the errors introduced by the
RI-LVL are much more significant for MP2 than for HF. I therefore
repeated the systematic accuracy analysis shown in the previous sec-
tion for the MP2. The MP2 calculations use the NAO-VCC-3Z valence-
correlation consistent NAO basis set [32] which has been designed for
MP2 and other beyond DFT methods.

Figure 3.5 shows the same systematic convergence for RI-LVL with
increasing angular momentum of the functions in the OBS+ that was
already observed for HF theory. The RI-LVL errors when using just
the standard ABS are considerably larger and have a RMSD of 14
meV/atom. (largest errors up to 33 meV/atom) By including up to
g-type functions in the OBS+ the results can be converged within 0.1
meV/atom. As it was the case in the HF analysis, the higher angular
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Figure 3.5: Absolute total energy per atom errors for RI-LVL
based MP2@HF calculations in the S22 test set with the
NAO-VCC-3Z basis set and different choices for the ABS.
All OBS+ functions are using z = 1.0. The reference values
are the RI-V calculations without OBS+.

MP2@HF RI-LVL |∆Etot| (meV/atom)
OBS+ RMSD MAX

NAO-VCC-3Z 13.919 32.970

NAO-VCC-3Z + spdfg(z=1) 0.047 0.104

NAO-VCC-3Z + g(z=1) 0.063 0.111

NAO-VCC-3Z + g(z=2) 0.064 0.114

NAO-VCC-3Z + g(z=3) 0.059 0.104

NAO-VCC-3Z + g(z=4) 0.054 0.097

NAO-VCC-3Z + g(z=5) 0.036 0.070

NAO-VCC-3Z + g(z=6) 0.028 0.074

NAO-VCC-3Z + g(z=7) 0.046 0.082

Table 3.3: Total energy errors for MP2@HF calculations using RI-LVL
and NAO-VCC-3Z basis sets with different choices for the
ABS. The reference is the RI-V calculations using the stan-
dard ABS.
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PBE0 RI-LVL ∆Etot (meV/atom)
OBS+ RMSD MAX
tier2 0.068 0.185

tier2 + s(z=1) 0.070 0.188

tier2 + sp(z=1) 0.060 0.159

tier2 + spd(z=1) 0.039 0.091

tier2 + spdf(z=1) 0.012 0.028

tier2 + spdfg(z=1) 0.007 0.017

Table 3.4: Total energy errors per atom for PBE0 calculations using
RI-LVL and tier2 basis sets with different choices for the
ABS. RI-V calculations using the standard ABS are used as
reference point.

momentum functions play a key role in improving the accuracy of
the results. Table 3.3 shows that adding a single g-type function to
the OBS+ suffices to reduce the errors to the scale of 0.1 meV/atom.
Therefore, the OBS+ containing a single g-type function in addition
to the functions from the OBS is sufficient to provide very accurate
results with the RI-LVL method in both HF and MP2 calculations.

3.8 pbe0 and rpa calculations

To demonstrate RI-LVL’s broad range of applicability, I also analyzed
its performance for PBE0 and RPA. The accuracy analysis follows
the same strategy as for HF and MP2, which was shown in detail in
the previous sections. The PBE0 calculations are performed with the
tier2 basis set and the NAO-VCC-3Z basis set is used for the RPA
calculations.

Table 3.4 shows the impact of the different OBS+ choices for RI-LVL
based PBE0 calculations in the S22 test set. In contrast to HF theory,
the ABS constructed from the standard OBS is already sufficient to
provide accurate results with errors below 0.2 meV/atom. It can be
further reduced by an order of magnitude if a g-type function is
added to the OBS+. The different behavior compared to RI-LVL based
HF calculations is not surprising because the PBE0 functional only
contains 25% exact exchange. (see Equation 2.61 and context) The er-
rors made in the ERIs thus have a smaller impact on the total energy
computed in each SCF step and the final converged SCF solution.

The RPA@PBE0 calculations with different choices for the OBS+ are
shown in Figure 3.6. The calculations exhibit the same systematic con-
vergence with increasing angular momentum of the added functions
in the OBS+ as in the MP2 calculations. Adding a single g-type func-
tion to the OBS+ also gives very accurate results with errors below 0.4
meV/atom in all cases and average errors below 0.1 meV/atom. The
RPA results obtained from the OBS+ with a single g-type function are
also very accurate and do not show any significant dependence on the
chosen effective charge of the added g-type function. (see Table A.5)
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Figure 3.6: Absolute total energy per atom errors for RI-LVL based
RPA@PBE0 calculations in the S22 test set with the
NAO-VCC-3Z basis set and different choices for the ABS.
All OBS+ functions are using z = 1.0. The reference values
are the RI-V calculations without OBS+.

Figure 3.7: Clusters used to benchmark the accuracy of RI-LVL. The
geometries are taken from references [121–123].

3.8.1 RI-LVL and heavier elements

In the previous sections, the S22 test set was used to benchmark the
accuracy of RI-LVL, but it contains no element beyond the second
row of the periodic table. To verify that RI-LVL also provides reliable
results for heavier elements, I complemented the PBE0 and RPA re-
sults with calculations for copper, gold and titanium dioxide clusters.
Figure 3.7 shows the geometries of all calculated clusters. Since there
is no valence-correlation consistent NAO basis set available for the
elements in these clusters, the tier4 (copper) and tier3 (all other ele-
ments) basis sets have been used instead. These are the largest NAO
basis sets available in FHI-aims for these elements and thus also serve
as a test if RI-LVL can handle very large basis sets. The OBS+ of the
oxygen atoms in titanium dioxide was enhanced with a g-type func-
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Figure 3.8: Total energy errors per atom of the RI-LVL RPA@PBE0
calculations for TiO2, Cu and Au clusters. The RI-V cal-
culations with the standard ABS are the reference values.
Except for the oxygen atoms in TiO2, no OBS+ functions
were used in either RI-V or RI-LVL calculations. Details
about the used basis sets can be found in the text.

tion to ensure that only the impact of the ABS on the titanium atoms
is reflected in the results.

For these elements “very tight” integration settings are needed for
the RI-V approach to ensure a sufficient accuracy for the Coulomb
matrix of the auxiliary basis functions. It should be noted that RI-LVL
does not need these integration settings because the Coulomb matrix
is evaluated with the logarithmic spherical Bessel transforms (logSBT)
algorithm, [102, 103] while the RI-V relies on grid-based integrations.
For the sake of consistency, the same integration settings are used for
RI-LVL in these calculations.

Figure 3.8 shows the results for both PBE0 and RPA calculations in
this setup. In all systems, the PBE0 errors are below 0.5 meV/atom
and the RPA are errors below 1.6 meV/atom. RI-LVL using the stan-
dard ABS is already well converged for heavier elements. Adding ad-
ditional functions to the OBS+ to construct the ABS does not yield any
notable change in the results. This observation also holds for smaller
basis sets. (see Table A.6 for details) These results demonstrate the
applicability of RI-LVL to systems with d- and f-electrons.

3.9 scaling analysis

In addition to testing the accuracy of the RI-LVL, I also investigated
the scaling with system size in terms of both memory and computa-
tional time in HF calculations. Fur this purpose fully extended oligo-
Alanine chains have been chosen as benchmark systems. One of them,
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Figure 3.9: Alanine-8 system used for the computational scaling anal-
ysis.

Alanine-8, is depicted in Figure 3.9. For the comparison between RI-V
and RI-LVL tier2 basis sets with “tight” integration settings have been
used. In the case of RI-LVL an extra g-type function with z = 6 was
added to the OBS+ to accommodate the results from the accuracy
study. All calculations used 180 cores of an Infiniband-connected In-
tel cluster. The RI-LVL implementation for HF in FHI-aims is docu-
mented in detail in Ref. [78] and makes use of linear-scaling density-
matrix based screening techniques from quantum chemistry. [124,
125] The total computational time requirements for the self-consistent
HF calculations are shown in figure 3.10a as well as the evaluation of
the exact exchange term, which is the rate-determining step in these
calculations. RI-LVL is more expensive in small systems compared
to the dense matrix algebra used in the RI-V. This is a consequence
of both the larger auxiliary basis set required for RI-LVL and the
overhead caused by the more complex implementation to exploit the
sparsity. However, RI-LVL exhibits a lower scaling with system size
than RI-V and breaks even at about 70 atoms. The RI-V implementa-
tion exhibits a cubic scaling for the exact exchange term, while the
sparsity and screening used in RI-LVL give it an almost linear scaling
with system size. The remaining computational time not spent for
the exact exchange evaluation is dominated by the generation of the
RI coefficients. As it can be seen in figure 3.10a, this step requires a
notable amount of time in the RI-V calculations. In RI-LVL however,
this expense remains negligible even for large systems due to the à
priori enforced locality constraints in the RI coeffficients. This differ-
ence is also visible in figure 3.10b which shows the required memory
as a function of the system size. RI-V again shows the superior per-
formance for small systems, but the memory consumption quickly
rises and RI-LVL becomes more efficient already at about 50 atoms. It
should be noted that NAOs in FHI-aims have a strictly limited radial
extent and thus any basis function pair product ϕs ϕt with host atoms
further away than the sum of their radial extents is exactly zero. This
locality can be used to effectively reduce the memory requirements in
RI-V calculations, especially for linear systems. Taking Alanine-8 as
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Figure 3.10: Computational scaling and memory consumption for
self-consistent HF calculations using the RI-V and RI-LVL
algorithms for fully extended oligo-alanine chains. All
calculations have been performed with 180 cores and
tier2 basis sets. RI-LVL additionally used a g-type func-
tion for the OBS+ to provide accurate results.
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example, about 50% of the basis function pairs have no overlap. How-
ever, the benefit is smaller in compact three-dimensional compounds
with similar system size. The memory savings of RI-LVL are therefore
even more pronounced than in this scaling example. The total energy
differences between the RI-V and RI-LVL calculations are below 0.02
meV/atom and do not increase with system-size.

3.10 conclusions

In this chapter I presented the RI-LVL, a localized RI scheme. I demon-
strated that the accuracy of the RI-LVL method can be systematically
controlled and the level of accuracy provided by the commonly used
RI-V can be obtained for elements all across the periodic table. In
combination with algorithms that make use of the sparsity in the co-
efficients, RI-LVL can dramatically reduce the memory requirements
of calculations that require the evaluation of ERIs. And combined
with integral screening algorithms, RI-LVL can also provide a supe-
rior computational performance with a reduced scaling.

The applicability of RI-LVL to HF-based calculations in periodic
systems has been demonstrated by Sergey Levchenko in Ref [78]. The
reported accuracy and performance match well with the results for
cluster systems reported here. RI-LVL can thus be applied to molecu-
lar and periodic systems alike.
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4
LT- M P 2 F O R M O L E C U L A R A N D P E R I O D I C
S Y S T E M S

In the previous chapter I introduced the concept of the RI-LVL and
demonstrated how it can be applied to Hartree-Fock (HF) theory
and methods based on it to significantly reduce both the memory
and computational costs without compromising the accuracy. I also
showed that the atomic Electron Repulsion Integrals (ERIs) expanded
with RI-LVL are accurate enough for advanced correlation methods
like the 2nd Order Møller-Plesset Perturbation Theory (MP2) and the
Random-Phase Approximation (RPA), which depend on the unoccu-
pied states as well as the occupied ones.

A variety of reduced scaling approaches has been proposed for
advanced correlation methods. (see .e.g. section 2.5 for an overview
of the available lower-scaling MP2 variants) A key concept in these
approaches is to take the “near sightedness” of the electronic corre-
lation explicitly into account and rewrite the formalism in terms of
spatially localized molecular orbitals or atomic orbitals. Combined
with criteria for pre-selecting the significant contributions, present
local correlation methods are tremendously successful in reducing
the computational scaling. However, the manipulation of the atomic
and transformed ERIs remains a big challenge, even when Resolution
of Identity (RI) strategies are used. A disk-storage approach is often
used by quantum chemistry codes (e.g. [36, 42]) because it is easy
to implement and one does not need to make additional approxi-
mations beyond the well established RI-V. However, this approach
prevents any efficient parallelization because the file-system quickly
becomes the bottleneck. On the other hand, keeping the RI coeffi-
cients in memory while exploiting locality gives rise to much more
complicated algorithms. These are usually a lot more difficult to par-
allelize efficiently than the canonical formulations. Therefore most of
the demonstrations of local correlation methods feature only a limited
parallelization, e.g. by using thread-parallel linear algebra libraries in
serial code.

In this second part of my project I combined a generalized version
of the RI-LVL from the previous chapter with the Laplace-Transfor-
mation (LT) technique. The LT can be used to recast the eigenstates
appearing in the correlation energy expressions of e.g. MP2 and RPA
into a set of localized functions, which is the prerequisite for using
locality exploits such as RI-LVL. Since these new functions are not as
strongly localized as the atomic basis functions discussed in the pre-
vious chapter, a generalization of the RI-LVL is needed to provide the
desired level of accuracy. The new lower-scaling technique that arises
from the combination of RI-LVL and the LT is a powerful tool which
can be applied to molecular and periodic systems alike. Although I
will introduce these concepts explicitly at the example of the MP2, it
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is important to realize that this work is not restricted to the MP2. In
chapter 7 I demonstrate in detail how the concepts presented here can
be applied to the RPA as well. Applying this new lower-scaling tech-
nique to the MP2, I obtained a lower-scaling and well-parallelized
MP2 which reduces the required memory in an à priori predictable
way.

4.1 lt-mp2 in a nao framework

As already discussed in detail in section 2.5, the Laplace-Transformed
2nd Order Møller-Plesset Perturbation Theory (LT-MP2) is based on
the idea to rewrite the denominator in the correlation energy formula
to avoid the spatially non-decaying coupling between the molecular
orbitals. After this transformation step, Equation 4.1 is the starting
point for all LT-MP2 implementations. ci,s denotes the expansion co-
efficients of the molecular orbital ψi into the set of orbital basis func-
tions ϕs.

EMP2 = −∑
q

wq ∑
s,t,u,v

∑
s′,t′,u′,v′

(
s′t′
∣∣u′v′

)
Xq

s′,sXq
u′,uYq

t′,tY
q
v′,v

[
2 (st|uv) − (sv|ut)

]
(4.1)

Xq
s′,s = ∑

i
ci,s′ci,se

(
εi−εF

)
tq (4.2)

Yq
t′,t = ∑

a
ca,t′ca,te−(εa−εF)tq (4.3)

εF =
εHOMO + εLUMO

2
(4.4)

A key feature of the LT-MP2 is the use of the pseudo-density matri-
ces Xq

s′,s and Yq
t′,t. Both feature a similar decay behavior as the real

density matrix. As an illustration, Figure 4.1 shows the rapid decay
of the pseudo-density matrix in a water cluster with 50 molecules.
Note that for tq = 0, Xq

s′,s is equivalent to the common density ma-
trix. εF is a “constructive unity” added to ensure that the exponents
will always have negative arguments and thus provide a smoother
decay of the pseudo-density matrices. It does not arise from physical
considerations (see the derivation in section 2.5 without it), thus the
quality of the HOMO-LUMO gap provided by the preceding HF is of
no concern.

Due to this decay behavior many terms in the summation will yield
insignificant contributions and their evaluation can be avoided with
a suitable screening criterion. (discussed in detail in section 4.7) To
evaluate this expression numerically, we need to rewrite the equation
in terms of transformed basis functions ϕs and ϕt as defined in Equa-
tion 4.5.

ϕs = ∑
s′

Xq
s,s′ ϕs′ ϕt = ∑

t′
Yq

t,t′ ϕt′ (4.5)

There are several ways how Equation 4.1 can be reformulated with
these transformed functions. One possible choice are the half trans-
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Figure 4.1: Decay feature of the occupied orbital pseudo-density ma-
trix Xq

s′,s in a cluster with 50 water molecules. Shown are
the elements of the oxygen’s d-type function with mag-
netic quantum number m = 0 as a function of the inter-
atomic distance.

formed ERIs from Equation 4.6 which have been used in the past by
the Ochsenfeld group. [41]

E = −∑
q

wq ∑
s,t,u,v

2 (st|uv)q (st|uv)q − (st|uv)q (sv|ut)q (4.6)

In this formulation no ERI needs more than two transformations,
which makes it suitable for an on-the-fly evaluation of the ERIs with-
out RI strategies. Due to the decay properties of the pseudo-density
matrices, the number of atomic integrals needed to form a half trans-
formed integral in Equation 4.6 quickly becomes independent of sys-
tem size. Combined with the screening criterion which preselects the
significant function tuples, this formulation allows for a LT-MP2 im-
plementation with a low computational scaling. On the other hand,
half transformed integrals are not suited for an implementation which
uses a RI to evaluate the ERIs. Computing the transformed integrals
on the fly will become very inefficient due to the communication
overhead as soon as we need to distribute the RI coefficients among
several processes. To avoid this communication bottleneck, the trans-
formed ERIs need to be evaluated with a RI as well. As a consequence,
we need a full set of RI coefficients for every transformation pattern
appearing in the correlation energy formula. Equation 4.6 would thus
require us to store three sets of transformed RI coefficients.

An alternative is the usage of the fully transformed integrals shown
in Equation 4.7, as they have been used in the original publications.
[15, 81]

E = −∑
q

wq ∑
s,t,u,v

(st|uv)q
[

2 (st|uv) − (sv|ut)
]

(4.7)
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This formulation has the advantage that only two sets of RI coeffi-
cients are needed: one for the atomic ERIs and one to represent the
ϕs ϕt pairs. The atomic integrals are exactly the same as the ones al-
ready encountered in the HF theory, which has been discussed exten-
sively in the previous chapter. RI-LVL is thus the optimal choice to
handle these integrals.

Unfortunately, the auxiliary basis set (ABS) used in RI-LVL is too re-
strictive to accurately represent the transformed function pairs ϕs ϕt,
which contain significant contributions from nearby atoms via the
pseudo-density matrices Xq

s′,s and Yq
t′,t. (see Equation 4.5) To address

this issue, I generalized the concept of the RI-LVL expansion to pro-
vide the necessary accuracy for the transformed integrals (st|uv),
which will be presented in section 4.4.

4.2 the lt-mp2 for periodic systems

Starting from the closed-shell expression for the MP2 correlation en-
ergy in periodic systems (Equation 2.89), the LT-MP2 in terms of crys-
talline orbitals can be derived just the same way as the molecular case.
(see derivation in section 2.5) Indexes for the integration point q are
omitted from here on for the simplicity of notation.

EMP2 = −∑
i,j

∑
k1,k2

∑
a,b

∑
q1,q2

2
(
ψi,k1 ψa,q1

∣∣ψj,k2 ψb,q2

)∗ (
ψi,k1 ψa,q1

∣∣ψj,k2 ψb,q2

)
εk1

i + εk2
j − ε

q1
a − ε

q2
b

−
<
[(

ψi,k1 ψa,q1

∣∣ψj,k2 ψb,q2

)∗ (
ψi,k1 ψb,q2

∣∣ψj,k2 ψa,q1

)]
εk1

i + εk2
j − ε

q1
a − ε

q2
b

 (4.8)

= −∑
q

wq ∑
k1,k2

∑
q1,q2

∑
s,t,u,v

∑
s′,t′,u′,v′

(
s′k1

t′q1

∣∣∣u′
k2

v′q2

)
Xk1

s′,sXk2
u′,uYq1

t′,tY
q2
v′,v

[
2
(
sk1 tq1

∣∣uk2 vq2

)
−
(
sk1 vq2

∣∣uk2 tq1

)]
(4.9)

Xk1
s′,s = ∑

i
c∗i(k1),s′ci(k1),se

(
ε

k1
i −εF

)
tq (4.10)

Yq1
t′,t = ∑

a
c∗a(q1),t′ca(q1),te

−
(

ε
q1
a −εF

)
tq (4.11)

εF is now obtained from the valence band maximum and conduction
band minimum of the band structure at the sampled k-points. As
before, εF does not have a physical meaning in this equation, but is
added for numerical reasons only. The translational symmetry can be
used to eliminate one of the sums over k-points as in the canonical
formulation. The evaluation of this equation for each k-point tuple is
then similar to the cluster case which has been already discussed in
the previous section.

As explained in section 2.8, one can also sample the Born von Kar-
man (BvK) supercell at the Γ-point to obtain the same information as
when sampling the primitive unit cell with the corresponding k-grid.
As illustrated in Figure 4.2 the primitive unit cell sampled with a k-
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primitive unit cell
(for each k-point
combination)

BvK supercell
(at Γ point)

unit cell
atomic basis function belonging to a Bloch function
(different colors denote different Bloch basis functions)

shortest distance between atomic basis functions forming two Bloch functions

Figure 4.2: Comparison between a primitive unit-cell and the BvK
supercell for the screening in the LT-MP2. In case of the
primitive cell, the distances between the atomic basis func-
tions used to assemble a Bloch basis function are nearby in
real-space for any k-point combination. Since the k-points
only add phase-factors, all ERIs of Bloch basis functions
will have significant contributions. In the BvK supercell on
the other hand, the atomic functions contained in a Bloch
function are further apart. Therefore the ERIs in this rep-
resentation offer a lot more sparsity that can be exploited
by integral screening techniques.

grid offers little or no sparsity in the to be evaluated ERIs. Due to
the limited size of the unit cells, any two Bloch functions will contain
atomic basis functions that are located nearby in real space. Since the
k-points only add phase factors to these atomic basis functions, all
ERIs of Bloch functions will contain some significant ERIs of atomic
basis functions and can thus not be neglected in the evaluation. The
ERIs tensor is thus not sparse at all in this representation and the
primitive unit cell with a k-grid is thus not an appealing choice for
methods like the LT-MP2 which rely heavily on screening.

The BvK supercell on the other hand has much more potential for
sparsity exploits. As the figure illustrates, the periodic repetitions of
the atomic basis functions in the primitive cells constituting the BvK
supercell are now associated with different Bloch functions. The dis-
tances between the atomic basis functions forming the Bloch basis
functions thus increase and with increasing size of the supercell more
and more Bloch function tuples will yield ERIs with negligible contri-
butions.

Since the performance of the LT-MP2 is strongly dependent on the
efficiency of the integral screening, I decided to use the supercell ap-
proach for the periodic version of my LT-MP2 implementation. For a
calculation sampling only the Γ point (k1 = 0) Equation 4.9 becomes
very similar to the molecular formula given in Equation 4.1. The only
difference is that the atomic basis functions have been replaced by
their crystalline counterparts at k1 = 0. The Bloch functions are real-
valued for the Γ point and thus the same implementation can be used
for both molecular and periodic systems. The only difference are the
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RI coefficients, eigenvectors and eigenvalues used as input. In the
FHI-aims code, the Coulomb matrix for beyond DFT methods in pe-
riodic systems is usually generated with the truncated Coulomb op-
erator proposed by Spencer and Alavi [126] for the Γ point to treat
the singularity, but with the normal Coulomb operator for all other
k-points. [127]

It should be noted that multiple k-points can also be used explicitly
in a LT-MP2 framework as demonstrated by Scuseria and coworkers.
[81] To exploit sparsity and avoid the cubic scaling with k-points,
it is however necessary to expand the Bloch basis functions explic-
itly in terms of the atomic basis functions. (see Equation 2.82) After
this expansion, all k-dependencies can be adsorbed into the pseudo-
density matrices at little cost. However, instead of summing over the
finite number of Bloch Basis functions in the unit cell, one now has to
handle infinite summations over unit cells. These must be truncated
carefully in such a way that the long-range Coulomb interactions of
the solid are not perturbed.

4.3 the integration points and weights

The first choice one has to make for a LT-MP2 implementation is the
set of the integration points and weights used to approximate the
denominator of the Kohn-Sham (KS) or HF eigenvalues.

1
εa + εb − εi − εj

=
∫ ∞

0
e−s(εa+εb−εi−εj)ds (4.12)

≈
Nq

∑
q

wqe−tq(εa+εb−εi−εj) (4.13)

Standard quadrature schemes like Gauss-Legendre are not sufficient
to provide accurate results with a small number of integration points.
(see e.g. the figures in [128]) Häser already realized this in his early
works on the LT-MP2 and suggested an alternative scheme which
chooses the weights and grid points such that they minimize the
summed squares of differences between the true denominator and
its approximation for all orbital-tuples.[40]

A better alternative is the minimax approximation. [128] In this
method the integration points and weights are determined by mini-
mizing the Chebyshev-norm of the fitting error η(x) of the function
1
x in a given interval.

1
x
=
∫ ∞

0
e−xsds ≈

Nq

∑
q

wqe−tqx (4.14)

η(x) =
1
x
−

Nq

∑
q

wqe−tqx (4.15)
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The Chebyshev-norm ‖·‖C,I is the maximum absolute value of a func-
tion in its definition interval I .

‖η(x)‖C,I = max
x∈I

|η(x)| (4.16)

= max
x∈I

∣∣∣∣∣1x −
Nq

∑
q

wqe−tqx

∣∣∣∣∣ (4.17)

The accuracy of the fit is only relevant in the range spanned by the
energy denominators appearing in the MP2, i.e. it suffices to mini-
mize the Chebyshev-norm in the interval spanned by the eigenvalue
tuples.

I = [2 (εLUMO − εHOMO) , 2 (εmax − εmin)] (4.18)

A small Chebyshev-norm of the fitting error η(x) in this interval there-
fore guarantees that the energy denominator will be accurately repre-
sented for all function tuples without having to consider them explic-
itly in the optimization procedure. It has been shown that the min-
imax approximation provides a considerably higher accuracy than
other quadrature schemes for the same number of grid points and
that already five grid points are usually sufficient to reach micro-
Hartree accuracies for the valence-shell correlated MP2. [128]

For my project I decided to use the minimax scheme. The source-
code for this method has been kindly provided by Prof. Seiichiro Ten-
no.[128]

4.4 the generalized ri-lvl for the transformed eris

As outlined in the previous sections, the key challenge for a RI based
LT-MP2 implementation is the choice of the RI strategy for the eval-
uation of the fully transformed integrals. A general definition of the
RI expansion of the transformed ERIs can be written as

(st|uv) = ∑
s′,t′,u′,v′

Xs′,sYt′,t
(
s′t′
∣∣u′v′

)
Xu′,uYv′,v (4.19)

≈ ∑
µ,λ

Mµ
s,tVµ,λ Mλ

u,v (4.20)

where the Mµ
s,t are the RI coefficients which approximate the trans-

formed densities as shown in Equation 4.21.

$s,t(r1) = ∑
s′,t′

Xs′,sYt′,t ϕs′(r1)ϕt′(r1) ≈
ABS

∑
µ

Mµ
s,tPµ(r1) = $̃s,t(r1) (4.21)

Starting from RI-LVL based HF or KS calculations, the simplest
choice for the Mµ

s,t is the RI-LVLfull introduced in section 3.5. In this
RI technique we simply recast our sparse coefficients into a dense
tensor with all auxiliary basis functions in the system. Inserting our
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RI coefficients Cµ
s′,t′ for the atomic integrals into Equation 4.21, we

obtain:

$s,t(r1) ≈ ∑
s′,t′

∑
µ

Xs′,sYt′,tC
µ
s′,t′Pµ(r1) (4.22)

⇒ Mµ
s,t = ∑

s′,t′
Xs′,sYt′,tC

µ
s′,t′ (4.23)

As one can see from Equation 4.23, the RI-LVLfull-based RI coeffi-
cients for the transformed integrals follow directly from the atomic
ones after two tensor-matrix multiplications. This formula holds for
atomic RI coefficients calculated from both RI-V and RI-LVL alike. By
multiplying the Mµ

s,t with the square-root of the Coulomb matrix, we
can then reduce the the cost of a single ERI evaluation to a simple
dot-product over auxiliary basis functions as it is commonly done in
RI-V.

A big disadvantage of this approach is however the memory re-
quirement. The memory footprint of the RI coefficient tensor scales
with O

(
N2

basNaux

)
, while the RI coefficients for the molecular ERIs

in the canonical MP2 require O (NoccNvirtNaux). Although the formal
scaling is cubic in both cases, the prefactor is much smaller in the
canonical implementation. Furthermore, the multiplication with the
Coulomb matrix square-root corresponds to a transformation into
a new set of delocalized, but orthogonal auxiliary basis functions,
which destroys any locality one could hope to exploit.

A LT-MP2 implementation using RI-LVLfull to represent the trans-
formed ERIs thus has no practical value in everyday applications, but
it is a useful benchmark tool to clearly separate the errors introduced
by the Laplace-Transformation and the integral screening from those
caused by the generalized RI-LVL used for the transformed ERIs. (in-
troduced in the following)

For practical applications it is important to reduce the required
memory considerably and to do so in predictable way. Both goals
can be achieved by restricting the ABS used to expand a transformed
function pair à priori as it was done in RI-LVL for the atomic ERIs.

Given the successful application of the RI-V optimization criterion
to the RI-LVL in the previous chapter, I decided to use it as the start-
ing point for the derivation of the transformed local RI coefficients.
Similar to the procedure in section 3.2, I choose the coefficients such
that they minimize the Coulomb self-interaction of the fitting residual
δ$s,t = $s,t − $̃s,t. At this point I do not make any assumptions about
the choice of the local ABS used for the transformed pair ϕs ϕt and
take the notation P (s, t) as a general local ABS for the given function
pair.
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δ$s,t(r1) = ∑
s′,t′

Xs′,sYt′,t ϕs′(r1)ϕt′(r1)−
P(s,t)

∑
µ

Mµ
s,tPµ (4.24)

(δ$s,t|δ$s,t) =
P(s,t)

∑
µ,λ

Mµ
s,t M

λ
s,t (µ|λ) − 2

P(s,t)

∑
µ

∑
s′,t′

Xs′,sYt′,t M
µ
s,t
(
s′t′
∣∣µ)

+ ∑
s′,t′,u′,v′

Xs′,sYt′,t
(
s′t′
∣∣u′v′

)
Xu′,sYv′,t (4.25)

To minimize this term, I take its derivative with respect to the trans-
formed RI coefficients Mµ

s,t.

∂ (δ$s,t|δ$s,t)

∂Mµ
s,t

!
= 0 ∀µ ∈ P (s, t)

⇒ 0 =
P(s,t)

∑
λ

Mλ
s,t (µ|λ) − ∑

s′,t′
Xs′,sYt′,t

(
s′t′
∣∣µ) (4.26)

⇒
P(s,t)

∑
λ

Mλ
s,t (µ|λ) = ∑

s′,t′
Xs′,sYt′,t

(
s′t′
∣∣µ) ∀µ ∈ P (s, t) (4.27)

Equation 4.27 looks very similar to the case of the atomic ERIs (see
Equation 3.12) at a first glance, but has the very important difference
that each transformed function pair ϕs ϕt requires all atomic function
pairs for the generation of the right-hand side of the equation system.
Computing all the three-center integrals (s′t′|µ) is however a signifi-
cant effort, in particular if they would need to be recomputed for each
integration point of the LT. Storing them on the other hand would
require a cubic scaling amount of memory just as in a RI-V-based
canonical MP2.

It can be seen from Equation 4.25 that the problematic three-center
integrals are introduced by the cross-term between the exact trans-
formed density and its RI approximation. The exact transformed func-
tion pair (Equation 4.5) is however just a weighted sum of orbital basis
pairs. As known from the results shown in chapter 3, the RI imple-
mentations in FHI-aims are capable of providing very high accuracies
for the atomic ERIs and thus also the orbital basis pair densities form-
ing them. If one replaces the true orbital pairs in Equation 4.25 with
an accurately converged RI-LVL representation, one obtains:

δ$s,t(r1) ≈ ∑
s′,t′

P(S′,T′)

∑
κ

Xs′,sYt′,tC
κ
s′,t′Pκ(r1)−

P(s,t)

∑
µ

Mµ
s,tPµ(r1) (4.28)

(δ$s,t|δ$s,t) =
P(s,t)

∑
µ,λ

Mµ
s,t M

λ
s,t (µ|λ)

− 2
P(s,t)

∑
µ

∑
s′,t′

P(S′,T′)

∑
κ

Xs′,sYt′,t M
µ
s,tC

κ
s′,t′ (κ|µ)

+ ∑
s′,t′,u′,v′

P(S′,T′)

∑
µ

P(u′,v′)

∑
κ

Xs′,sYt′,tC
µ
s′,t′ (µ|κ) Cκ

u′,v′Xu′,sYv′,t

(4.29)
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Here P (S′, T′) denotes the ABS for RI-LVL as introduced in the previ-
ous chapter, i.e. it only contains the auxiliary functions centered at the
same two atoms as ϕs′ and ϕt′ . Taking the derivative of Equation 4.29

then yields:

∂ (δ$s,t|δ$s,t)

∂Mµ
s,t

!
= 0 ∀µ ∈ P (s, t) (4.30)

⇒ 0 =
P(s,t)

∑
λ

Mλ
s,t (µ|λ) − ∑

s′,t′

P(S′,T′)

∑
κ

Xs′,sYt′,tC
κ
s′,t′ (κ|µ)

(4.31)

⇒
P(s,t)

∑
λ

Mλ
s,t (µ|λ) = ∑

s′,t′

P(S′,T′)

∑
κ

Xs′,sYt′,tC
κ
s′,t′ (κ|µ) ∀µ ∈ P (s, t)

(4.32)

Equation 4.32 no longer requires the evaluation of any additional
three-center integrals. Only an accurate RI-LVL representation of the
basis function pair densities and the Coulomb matrix are needed,
which are already provided by the RI-LVL needed to evaluate the
atomic ERIs appearing in the LT-MP2.

For the supercell approach used in periodic systems, the atomic
basis and auxiliary basis functions in the preceding discssuion need
to replaced by their Bloch counterparts. The derivation then follows
the same steps as in the molecular case and is thus not shown here
explicitly.

4.5 selecting the local abs for the transformed eris

To use Equation 4.32 in practice, it is still necessary to chose a local
set of auxiliary basis functions P (s, t) for the transformed function
pairs. The self-evident choice is to use same ABS as in the RI-LVL, i.e.
define ϕs and ϕt to be centered at the same atoms as ϕs and ϕt and
then use only the auxiliary basis functions on these two atoms. Equa-
tion 4.5 however reveals that each transformed function is a superpo-
sition of basis functions centered at different atoms, and thus a more
delocalized quantity than a Numeric Atom-Centered Orbital (NAO)
basis function. It is therefore not surprising that the RI-LVL is not suf-
ficient to model the transformed integrals accurately, even if a very
large enhanced orbital basis set (OBS+) is used to generate the ABS.

To accurately model the transformed integrals it is necessary to in-
clude auxiliary basis functions from other atoms as well. The natural
extension would be to include not just the auxiliary basis functions on
atoms S and T to model the pair ϕs ϕt, but also those on the neighbor-
ing atoms within a chosen distance. Inspecting Equation 4.32 however
reveals that this approach becomes computationally quite inefficient.
In general, this approach would yield a different local ABS for each
atom pair in the system, i.e. there is one linear equation system (LES)
to solve per atom pair. Solvers for this problem class usually scale
with the third power of the size of the matrix in the system. Since
additional functions from nearby atoms are now included, the ma-
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raux

S T

U V

ϕs(r1) ∈ S ϕt(r1) ∈ T
∣∣ϕs(r1) · ϕt(r1)∣∣ ≥ 0

Pκ(r1) ∈ P (U)

Pµ(r1) ∈ P (S)

Pν(r1) ∈ P (V )
(not used in local expansion)

Pλ(r1) ∈ P (T )

Figure 4.3: A schematic representation of the local auxiliary basis set
used for the transformed function pairs. Only those aux-
iliary basis functions hosted on atoms within a distance
raux from the host atom of the “occupied” transformed
function ϕs are included in the local ABS of the pair ϕs ϕt.
The on-site auxiliary basis functions on the atom hosting
the “virtual” transformed function ϕt do not receive any
special treatment.

trices are much larger than their counterparts in the RI-LVL case
for the atomic ERIs. This results in a considerably larger computa-
tional effort per pair. Furthermore, the global ABS in FHI-aims is not
guaranteed to be free of linear dependencies, orthogonality is only
ensured among functions centered at the same atom. Using efficient
solvers for symmetric LES is therefore prone to numerical instabili-
ties. Instead, the equations must be solved using a Singular Value De-
composition (SVD) or Rank-Revealing QR-Decomposition (RR-QR),
which are able to handle such possibly rank-deficient problems. Al-
ternatively, one can also use an (symmetric) Eigenvalue Decomposi-
tion (EVD) and remove all almost zero eigenvalues to solve the LES.
These methods do not change the formal scaling, but they have a
considerably larger prefactor than the symmetric solvers for full-rank
LES.

To reduce the computational effort, it is therefore necessary to chose
a different local ABS P (s, t) for the transformed RI coefficients which
reduces the scaling of the O (Natom pairs) distinct matrices we need to
factorize. Instead of choosing all atoms within a distance raux of ei-
ther atom, I decided to only include those in the vicinity of the atom
belonging to the “occupied” transformed function ϕs in the local ABS
as shown in Figure 4.3. In periodic calculations, the distance criterion
also checks the mirror atoms in neighboring unit cells to determine
the smallest distance between two atoms. This choice of the local ABS
reduces the number of distinct matrices we need to factorize to only
O (Natoms). These factorizations can either be recomputed at every in-
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tegration grid point or precomputed once because the local Coulomb
matrices in Equation 4.32 do not depend on the integration grid point.
The accuracy of this choice will be demonstrated in chapter 5.

To summarize, the transformed RI coefficients Mλ
s,t are determined

by solving the LES with P (s, t) including all auxiliary basis functions
with host atoms at most raux away from atom S.

P(s,t)

∑
λ

Mλ
s,t (µ|λ) =

P(s,t)

∑
κ

∑
s′,t′

Xs′,sYt′,tC
κ
s′,t′ (κ|µ) ∀µ ∈ P (s, t)

It should be noted that this choice of the local auxiliary basis set is
similar to an older work by Head-Gordon for exchange integrals in
HF theory. [113, 114]

4.6 formal scaling of the integral transformation

Another very important aspect is the scaling of the transformation
step with system size. A straight-forward implementation would scale
with the fourth power of the system size and thus quickly become the
dominating step of the calculation and nullify the gains from the in-
tegral screening in the subsequent evaluation step.

The previously discussed choice for the local ABS however can be
used to limit the scaling to O

(
N3) at most. During the transformation

step, we need to contract the RI coefficients tensor with three different
matrices, as shown in Equation 4.33.

∑
µ

∑
s′,t′

Cµ
s′,t′Xs′,sYt′,tVµ,λ = Ĉλ

s,t (4.33)

If these contractions are executed in a specific order, the à priori lo-
cality constraints in the chosen RI scheme can be used to reduce the
formal scaling.

step 1: ∑
µ

Cµ
s′,t′Vµ,λ = Cλ

s′,t′ ∼ Nbas pairsNlocal auxNaux (4.34)

step 2: ∑
s′

Cλ
s′,t′Xs′,s = C̃λ

s,t′ ∼ Nbas pairsNauxNlocal bas (4.35)

step 3: ∑
t′

C̃λ
s,t′Yt′,t = Ĉλ

s,t ∼ N3
basNlocal aux (4.36)

In the first step we use the fact that the RI-LVL for atomic ERIs only
uses the auxiliary basis functions centered on the same atoms. Thus
the µ axis has at most 2Nlocal aux significant entries, where Nlocal aux is
the maximum number of auxiliary basis functions per atom. Further-
more, the strictly limited radial extend of the NAOs will limit the
number of basis function pairs Nbas pairs with non-zero overlap in the
large system limit, giving the first contraction step an asymptotically
quadratic scaling. The choice of the local ABS for the transformed
ERIs can be exploited in the second step. By construction the ABS
for each occupied transformed function ϕs is limited to a subset {Pλ}
of the global ABS. This relation can be inverted to obtain the set of
occupied transformed basis functions {ϕs} which belong to a given
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4.7 the integral screening criterion

auxiliary function Pλ. With this information the sum in Equation 4.35

only needs to be evaluated for those ϕs which belong to a given Pλ.
Since the radius raux to determine the local ABS will be small in prac-
tice (see the discussion in chapter 5), the number of ϕs belonging to
an auxiliary basis function is effectively constant. The second step
therefore has a cubic scaling with system size and also features the
same asymptotically quadratic scaling as the previous step. The last
contraction only needs to be done for those auxiliary basis functions
that belong to the local ABS of the already transformed index. There-
fore, this step also has a cubic scaling, but since the previous step
destroyed the strict vanishing overlap criterion of the atomic basis
functions, its asymptotic scaling is not reduced.

Thus, the integral transformation using this local ABS has an over-
all cubic scaling with system size. A further reduction of the scaling
could be achieved if the sparsity of the pseudo-density matrices is
taken into account to skip insignificant contributions.

4.7 the integral screening criterion

The performance of the LT-MP2 is highly dependent on the integral
screening criterion that should skip as many basis function tuples
with small contributions to the MP2 correlation energy as possible in
Equation 4.7. The original LT-MP2 implementations by Häser [15] and
Scuseria [81] employed the so-called QQZZ-screening [129] which is
based on the Cauchy-Schwarz inequality shown in Equation 4.37. [93]

(st|uv) ≤ (st|st)
1
2 (uv|uv)

1
2 (4.37)

This inequality holds for any kind of orbitals forming the ERI. Apply-
ing this inequality to the ERIs appearing in the LT-MP2, one obtains
the strict upper bounds for both the atomic and the transformed ERIs
shown in Equation 4.38 to 4.41.

|(st|uv)| ≤ Qs,tQu,v (4.38)

|(st|uv)| ≤ Zs,tZu,v (4.39)

Qs,t = (st|st)
1
2 (4.40)

Zs,t = (st|st)
1
2 (4.41)

The Qs,t matrix is straight forward to compute. If a RI is used, Zs,t
can also be obtained easily because the effort to evaluate the matrix
is small compared to the generation of the transformed coefficients.
In an implementation without RI however, Zs,t cannot be obtained
directly because the required transformations would negate a signif-
icant part of the expected time savings. Instead one has to rely on
upper bound estimates for the elements of this matrix which only
require the evaluation of half-transformed ERIs. [15]

Using QQZZ, an upper bound estimate for the magnitude of each
summand in Equation 4.7 can be made.

|(st|uv) [2 (st|uv) − (sv|ut)]| ≤ Zs,tZu,v
[
2Qs,tQu,v − Qs,vQu,t

]
(4.42)
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V ′
RS,T RU,V RU ′,V ′

RST,UV RST,U ′V ′

Figure 4.4: A schematic representation of the shortcoming of the
QQZZ screening approach. If the ERI (st|uv) is estimated
with this method, only the distances RS,T and RU,V be-
tween the function pairs forming the left and right side
of the integral are taken into account. The distance be-
tween the two charge distributions RST,UV on the other
hand is not accounted for in the estimate. As a conse-
quence, the ERI (st|u′v′) where the right side functions
from (st|uv) have been shifted further away, will yield ex-
actly the same estimate, although the integral will be con-
siderably smaller in reality.

The number of significant integrals can be reduced significantly by
discarding all terms below a chosen threshold. [15, 81]

However, QQZZ has a significant limitation. It only takes the dis-
tance between the functions in the two pairs into account, but not the
distance between the pairs as shown in Figure 4.4. It is evident that
the latter has an important impact on the sparsity of both the atomic
and transformed ERIs. Therefore excluding this distance decay in the
screening criterion will lead to a significant underestimation of the
locality in the MP2 correlations especially for large systems.

The Ochsenfeld group tried to overcome this shortcoming by in-
troducing Multipole Based Integral Estimates (MBIE). [41, 130] This
method allows to include the distance decay of the Coulomb oper-
ator in those ERIs which are formed by non-overlapping pairs. At
first the ERI is rewritten as a multipole series, which is known to con-
verge for non-overlapping charge distributions. Lambrecht and his
coworkers then replaced the multipole moments with absolute mul-
tipole moments M(n)

s,t =
∫

rn |ϕs(r)ϕt(r)|dr which are upper bounds
to the absolute values of the real multipole moments. They then used
the convergence properties of the multipole series to demonstrate
that the Nth order term in their estimate is an upper bound for all
higher order terms (including Nth order), if the distance R between
the charge centers is replaced by a rescaled distance R′. The rescaled
distance R′ = R − Rst − Ruv is the distance between the two charge
centers in the multipole expansion minus the radial extends of the
expanded charges. In the resulting formula, the sum over the higher
order terms can be carried out analytically, which then leads to the
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4.7 the integral screening criterion

final MBIE equations at Nth order. The second order MBIE is shown
in Equation 4.43. [130]

|(st|uv)| ≤
∣∣∣∣∣M

(0)
s,t M

(0)
u,v

R

∣∣∣∣∣+
∣∣∣∣∣M

(1)
s,t M

(0)
u,v +M(0)

s,t M
(1)
u,v

R2

∣∣∣∣∣
+

∣∣∣∣∣M
(2)
s,t M

(0)
u,v + 2M(1)

s,t M
(1)
u,v +M(0)

s,t M
(2)
u,v

R′3 − R′2

∣∣∣∣∣ (4.43)

As shown in a follow-up paper [41], a similar expression can be ob-
tained for the transformed integrals by applying the multipole ex-
pansion to each term in Equation 4.19. They argued that the trans-
formation with the pseudo-density matrices makes the zeroth-order
multipole moments vanish, thus the transformed absolute multipoles
M̃(n)

s,t can be set to zero for the zeroth order. As a consequence, the
terms appearing in the second order MBIE are the leading terms in
the integral bounds of the transformed ERIs.

(st|uv) = ∑
s′,t′,u′,v′

Xs′,sYt′,t
(
s′t′
∣∣u′v′

)
Xu′,uYv′,v (4.44)

|(st|uv)| ≤
∣∣∣∣∣2M̃

(1)
s,t M̃

(1)
u,v

R′3 − R′2

∣∣∣∣∣ (4.45)

While MBIE provides strict upper bounds to the ERIs, it still over-
estimates many integrals significantly because the absolute multipole
moments are used. To overcome this shortcoming, the Ochsenfeld
group later developed the QQZZR4-screening, which is an empirical
combination of QQZZ with the distance-based corrections from the
MBIE. [131, 132]

|(st|uv)| ≈
Qs,tQu,v

R′ (4.46)

|(st|uv)| ≈
Zs,tZu,v

R′3 (4.47)

These integral estimates are no longer true upper bounds, but the
estimates are much closer to the real magnitudes of ERIs with well-
separated charge extends than either QQZZ or MBIE and have been
proven to yield accurate results. In both MBIE and QQZZR4 the con-
ventional QQZZ screening is used for ERIs with overlapping charge
distributions.

In my implementation both the QQZZ and QQZZR4 methods are
available. The charge extends are determined by means of the “outer
radii” (this is the outermost radius where the absolute function value
exceeds a chosen threshold) of the functions forming the pair. For sim-
plicity, the same charge centers and extends are used for the atomic
and transformed ERIs in my LT-MP2 project.

As already stated before, the QQZZ-screening based on the Cauchy-
Schwarz inequality is applicable to any functions forming the charge
densities. Thus it can be directly applied to the ERIs formed by crys-
talline orbitals as well. The generalization of the QQZZR4-screening
screening to periodic systems is however more complicated. Since
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the original derivation is based on multipole expansions of local-
ized charges, it cannot be applied to the ERIs of crystalline basis
functions directly. Expanding the crystalline basis functions in the
atomic basis functions and applying the QQZZR4 screening to each
term in the resulting sums leads to a considerably increased compu-
tational effort for the integral screening and is of no practical use.
Additional approximations like using an upper bound for the dis-
tance between each unit cell pair also did not yield any noteworthy
improvements. Thus the periodic implementation with crystalline or-
bitals only uses QQZZ screening at present. The distance corrections
from the QQZZR4 screening can be incorporated more easily if a real-
space representation is used instead of crystalline functions.

4.8 parallelization for the lt-mp2

Another important challenge for implementing the LT-MP2 in a RI
framework is the parallelization strategy. Due to the significance of
integral screening in the LT-MP2, the method does not expose regular
paralllelism. One cannot predict with reasonable effort which chunk of
data will be needed on a process at a given time. Thus the algorithm
cannot be formulated as a sequence of communication and computa-
tion phases. Instead, the LT-MP2 features irregular paralllelism. The in-
dividual chunks of work are still independent of each other and can
be processed in parallel, but the real computational effort for each
chunk is not known in advance. Thus, a dynamic load balancing and
a flexible communication network are needed.

To address this problem, I decided to use a hybrid approach which
combines the Open Multi-Processing (OpenMP) [133] and Message
Passing Interface (MPI) [134] frameworks. OpenMP is a thread-based
framework, where a single process spawns several threads which op-
erate in shared memory. Threads spawned by the same process can
access the same memory regions directly and thus no data trans-
fer overhead occurs. The usage of shared memory however implies
that OpenMP is bounded by the physical hardware, i.e. all threads
spawned by one process must run on the same computer or clus-
ter node. MPI on the other hand is a communication framework
to exchange data between processes by means of explicitly invoked
communication functions. As such, using MPI causes communication
overhead, but data can be transmitted across a network infrastructure
and thus be shared among processes on different machines.

OpenMP is particularly appealing for irregular parallelism prob-
lems, because it has a set of powerful features aimed explicitly at
such problems and offers the advantage of shared memory. Thus, the
LT-MP2 implementation is optimized for a moderate number of pro-
cesses with many threads each. MPI is used for the high-level work-
load distribution and data exchange between the processes. Once a
chunk of work has been assigned to a process, it fetches all required
data from other processes. From there on, the assigned work is split
into smaller subtasks, which are processed in parallel using OpenMP

70



4.8 parallelization for the lt-mp2
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process 2
domain 1

process 1
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domain 1

process 2
domain 2

work distribution
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data
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OpenMP threads OpenMP threads OpenMP threads OpenMP threads

Pseudo code for the integral evaluation

LOOP atom S (dynamically distributed among processes)
fetch RI coefficients for group S (MPI communication)
LOOP atom T (all atoms)

fetch Coulomb matrix column for T (MPI communication)
LOOP atom U (atom groups stored on local process)

LOOP atom V (all atoms)
evaluate integral screening for atom tuple ST,UV
evaluate significant function tuples in ST,UV

O
pe
nM

P

Figure 4.5: A schematic representation and pseudo-code of the paral-
lelization structure used for the integral evaluation. The
color coding relates steps in the pseudo-code to the corre-
sponding elements in the schematic. Available processes
are divided into one or more computational domains,
which all have a complete copy of the required data. Thus
global data transfers can be avoided and communication
only happens inside a computational domain. The pro-
cesses then use OpenMP threads to handle the assigned
workload and use shared memory as much as possible
to minimize the required communication. The workload
chunks are distributed dynamically at runtime by a cen-
tral controller to take the workload reduction due to the
screening into account.

and without any cross-process communication. The parallelization
structure is illustrated in Figure 4.5 with a schematic representation
and a pseudo-code.

To minimize the communication overhead, the RI coefficients Cµ
s,t

and Mµ
s,t are divided into atomic blocks C∀µ

S,T and M∀µ
S,T. All coefficient

blocks belonging to the same atom S on the first basis function index
are assigned to the same process. Such a set of coefficients is hereafter
referred to as “atom group” C∀µ

S,∀T. The atom groups are distributed
such among the processes that the required memory per process is as
balanced as possible.

Consider again the energy formula of the LT-MP2:

EMP2 = −∑
q

wq ∑
s,t,u,v

(st|uv)q
[

2 (st|uv) − (sv|ut)
]

(4.48)
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This formula can be divided into a set of atomic contributions.

EMP2 = −∑
q

wq

atoms

∑
S,T,U,V

∑
s∈S,t∈T,
u∈U,v∈V

(st|uv)q
[

2 (st|uv) − (sv|ut)
]

(4.49)

Each work assignment to a process then consists of all the locally
stored atom groups U and one atom group S which can be stored on
another process. Since each atom group includes all atoms on the sec-
ond basis function index, the process only needs to fetch the atomic
and transformed coefficients for the atom group S. Afterwards the
process can evaluate all ERIs belonging to this chunk of work without
the need to fetch any more RI coefficients later. This feature is partic-
ularly important to avoid communication overhead in the evaluation
of the exchange term. Furthermore, there is an important symmetry
we can exploit.

(st|uv)
[

2 (st|uv) − (sv|ut)
]
= (uv|st)

[
2 (uv|st) − (ut|sv)

]
(4.50)

This symmetry implies that the contributions from the atomic group
pairs S, U and U, S will be equivalent and we thus need to evaluate
only one. The decision which pair will be evaluated is made at run-
time and is used to manage the load balancing between the processes.

If the provided computational resources have enough memory avail-
able to hold two or more copies of the RI coefficients, the nodes can
be split into multiple computational “domains”. Each computational
domain then holds a complete copy of the required data, which al-
lows the restriction of data transfers to only occur within the bounds
of these domains. Only negligible communication for the workload
distribution still happens in the global scope between all participating
processes.
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5
A C C U R A C Y A N D P E R F O R M A N C E O F T H E LT- M P 2

In the previous chapter I demonstrated how the RI-LVL can be gener-
alized and combined with the Laplace-Transformation (LT) to obtain
a new technique for the reduction of the computational and memory
scaling in advanced correlation methods. At the example of the 2nd
Order Møller-Plesset Perturbation Theory (MP2), I discussed in de-
tail how this new technique give rise to a new Laplace-Transformed
2nd Order Møller-Plesset Perturbation Theory (LT-MP2) implementa-
tion with efficient large-scale parallelization and a O

(
N2) memory

consumption.
In this chapter I demonstrate the practical applicability of this new

LT-MP2. Using water clusters and titanium dioxide surfaces as exam-
ples, I will at first prove the accuracy of the implementation. To be of
practical use, the algorithm must have a reduced scaling with system
size, break even with the canonical MP2 at reasonable system sizes
and feature a considerably reduced memory footprint. Furthermore,
it should also exhibit a good parallel efficiency despite being an ir-
regular parallel problem. I will demonstrate that my implementation
fulfills all these requirements with water clusters containing up to 150

molecules. To prove that this LT-MP2 implementation can also handle
covalently bonded systems with a similar accuracy, the results for the
water clusters are complemented with a study of the ISOL22 test set,
which contains isomerization reactions for molecules with up to 51

atoms. [11]
All calculations shown in this chapter are frozen-core MP2 calcu-

lations, catering to the well established valence-correlation consistent
Numeric Atom-Centered Orbital (NAO) basis sets. [32] All-electron
calculations can be handled by the LT-MP2 as well, but studies from
other groups (see e.g. [128]) demonstrated that they will usually re-
quire a larger number of quadrature points to reach a similar accu-
racy. All LT-MP2 calculations use the eigenvectors and eigenvalues
of converged Hartree-Fock (HF) calculations with RI-LVL as starting
point. The NAO-VCC-2Z basis set has been used throughout this
chapter with an additional f -type function in the enhanced orbital
basis set (OBS+). For titanium the tier1 basis without OBS+ has been
used since no NAO-VCC-2Z basis set is available for this element.

The accuracy of the canonical MP2 implementation in FHI-aims
has been proven by comparisons to other codes for both periodic and
molecular systems, thus the accuracy analysis in this chapter will
only compare to the canonical MP2 in FHI-aims. (see e.g. the com-
parison to NWChem in chapter 3 and Refs [96, 127].) A performance
comparison to the recently published DEC-MP2 from Kjærgaard and
co-workers will be presented at the end of the next chapter.
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5.1 accuracy

I have carefully analyzed the accuracy controlling parameters of the
LT-MP2, in particular the number of quadrature points Nq, the inte-
gral screening threshold and the radius of the local auxiliary basis
set (ABS) raux for the generalized RI-LVL. A short overview of these
results is presented here, a more detailed analysis for the interested
reader can be found in Appendix B.

Taking a cluster with 20 water molecules and a titanium dioxide
surface with 48 atoms as examples, Figure 5.1 shows the errors per
atom in the MP2 correlation energy for various choices of the LT-MP2
parameters. Using 5 or 6 quadrature points is sufficient to reach an
accuracy of about 1 meV/atom. This is in agreement with the reports
from the authors of the minimax approximation [128] who suggest
to use 5 to 6 quadrature points for frozen-core MP2 calculations.
The generalized RI-LVL used for the evaluation of the transformed
Electron Repulsion Integrals (ERIs) converges quickly with the radius
raux of the local ABS and a value of 6 Bohr suffices to yield very ac-
curate results. For the integral screening threshold a value of 10−8

or 10−9 is needed to ensure a good convergence. It should be noted
that tighter integral thresholds are required for covalently bonded sys-
tems. 10−7 yields acceptable errors for the water clusters, but errors
larger than 12 meV/atom for the titanium dioxide surface. Additional
convergence tests including the larger NAO-VCC-3Z basis set can be
found in the appendix.

Unless mentioned otherwise the calculations shown in this chapter
use 5 quadrature points, an integral threshold of 10−9 and raux = 6a0.

5.2 scalability with system size and computational re-
sources

To demonstrate the scalability of my LT-MP2 implementation I use
the water cluster geometries from Ref. [97] which range from 10 to
150 molecules and are snapshots from a Molecular Dynamics (MD)
trajectory using classical force-fields.

The accuracy of the LT-MP2 does not degrade with system size
as shown in Figure 5.2. The correlation energy errors are below 1
meV/atom compared to the canonical MP2 using both RI-LVLfull and
RI-V in all cases. This good agreement indicates that the hybrid local
Resolution of Identity (RI) strategy combining the standard RI-LVL
for the atomic ERIs with the generalized RI-LVL (section 4.5) for the
transformed ERIs is a numerically stable and accurate solution to ad-
dress the memory problem. Regardless of the chosen reference point,
the LT-MP2 recovers more than 99.9% of the total MP2 correlation en-
ergy, which the Neese group often sets as required target accuracy for
their local correlation methods. [37] This target accuracy translates to
an upper limit for the acceptable errors of about 6.5 meV/atom in this
test case.
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(a) Accuracy of the LT-MP2 for a water cluster with 20 molecules
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(b) Accuracy of the LT-MP2 for a titanium dioxide slab with 2 layers (24 atoms per
layer)

Figure 5.1: Absolute errors per atom in the MP2 correlation energy of
the LT-MP2 compared to the canonical MP2 calculations.
Nq denotes the number of quadrature points and raux is
the radius of the generalized RI-LVL for the transformed
integrals. Errors below the dashed red lines recover more
than 99.9% of the total MP2 correlation energy. For hydro-
gen and oxygen the NAO-VCC-2Z basis sets with a f -type
function in the OBS+ are used, for titanium the tier1 basis
without OBS+.
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Figure 5.2: Absolute errors per atom in the MP2 correlation energy
of the LT-MP2 compared to the canonical MP2 calculation
with different RI strategies. The dashed red line denotes
the maximum allowed error to recover at least 99.9% of
the total correlation energy.
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Figure 5.3: Total time used for the calculation of the MP2 correlation
energy with both the canonical and LT-MP2 implementa-
tions. In addition the total time including the overhead
for the generation of the atomic RI coefficients and the HF
SCF cycle is shown for both variants. All calculations used
4 cluster nodes with 32 cores each.
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Figure 5.4: Memory consumption for the dominant objects in both
canonical MP2 (blue) and LT-MP2. (green) These are the
RI coefficients for both atomic and transformed/molecu-
lar orbitals. The LT-MP2 curve also includes the Coulomb
matrix of the auxiliary basis functions and the precom-
puted solution matrices for the equation systems we need
to solve for the transformed RI coefficients.

The computational scaling of the LT-MP2 compared to its canon-
ical counterpart is demonstrated in Figure 5.3. If we only consider
the calculation of the MP2 correlation energy itself, the fifth-order
scaling of the canonical formulation can be clearly seen, while the
LT-MP2 features an overall less than cubic scaling O

(
N2.3). Due to

a considerably larger prefactor, the break-even happens at about 110
molecules. However, for the canonical MP2 with RI-V the dominat-
ing step at these system sizes is not the MP2 correlation itself, but the
preceding generation of the RI coefficients. These are needed for the
HF Self-Consistent Field (SCF) cycle as well, but they usually domi-
nate both HF and MP2. If the time required to generate the atomic RI
coefficients and evaluate the HF SCF cycle is included in the compar-
ison, the overall picture changes dramatically in favor of the LT-MP2.
The use of the RI-LVL dramatically reduces the effort for the RI co-
efficient generation and the break-even already happens at about 60
molecules. In principle, one could also use RI-LVL for the canonical
MP2 by means of the RI-LVLfull algorithm, but this approach requires
the usage of an OBS+ to maintain the accuracy. (see section 3.5) This
would significantly increase the memory requirements for the molec-
ular RI coefficients and is thus of no practical use.

The scaling of the memory usage is another important aspect of
the algorithm. Figure 5.4 compares the memory consumption of the
LT-MP2 with the canonical MP2 using the standard RI-V. The shown
data only includes the persistent objects which dominate the total
memory requirement. Some additional memory is needed in both
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Figure 5.5: Time spent for the main steps in the LT-MP2 and their
scaling with system size. The timings are summed over
all quadrature points. All calculations used 4 cluster nodes
with 32 cores each.
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Figure 5.6: Scalability of the two main steps in the LT-MP2 with the
number of available cores. For this analysis, two processes
with 16 threads each have been used per computational
domain. (see section 4.8 for details about the paralleliza-
tion scheme) The low parallelization efficiency in the less
time-consuming (see Figure 5.5) transformation step is
caused by the use of an easier to implement global syn-
chronization. The parallel efficiency of this step can be
significantly improved with a more sophisticated imple-
mentation relying on process-to-process communication.
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implementations for intermediate results and communication buffers.
The LT-MP2 features a quadratic scaling with system size, while the
canonical variant shows a near cubic scaling. Both curves have a scal-
ing exponent which is below the expected theoretical value. This is
caused by sparsity exploits in the atomic RI coefficients. Due to the
strict radial confinement of NAOs in the FHI-aims code, any basis
function pair with no overlap does not need to be stored. The asymp-
totic scaling of the atomic RI coefficients thus reduces to quadratic in
RI-V and linear in RI-LVL. The molecular RI coefficients in the canon-
ical MP2 do not have a similar sparsity and thus need to be stored
completely, yielding a cubic scaling. The transformed RI coefficients
in the LT-MP2 do not have a strict zero overlap criterion either, but
they decay with increasing distance between the transformed basis
functions. If one would take advantage of this property, the memory
footprint of the dominant object in my LT-MP2 implementation could
be reduced to scale asymptotically linear with system size as well.

Figure 5.5 shows a more detailed analysis of the computational
scaling of the main steps in the LT-MP2. These are the preparation
of the atomic RI coefficients, the generation of the transformed RI
coefficients and the evaluation of the significant ERIs. All of these
steps feature a less than cubic scaling behavior, which indicates that
the overall scaling shown in Figure 5.3 will not degrade if the sys-
tem size is increased further. It should also be noted that the gener-
ation of the atomic RI coefficients at present does not make use of
Open Multi-Processing (OpenMP) parallelization due to implementa-
tion constraints. With OpenMP support, this step could be sped up
by a factor 10 to 15, thus reducing it to a negligible part of the overall
calculation.

The scalability of my LT-MP2 implementation with respect to the
available computational resources is presented in Figure 5.6. The eval-
uation of the significant ERIs is the dominant step in the calculation.
(see Figure 5.5) More importantly, it is the technically more involved
one due to the irregular parallelism. As shown in Figure 5.6 a near
perfect parallelization scalability can be achieved for this step if the
domain-based memory distribution (see section 4.8) is used to avoid
global communication and the unnecessary re-evaluation of interme-
diates. The generation of the transformed RI coefficients on the other
hand has a considerably lower parallelization efficiency. Since this
part of the method has not been the overall bottleneck so far, an eas-
ier to implement global synchronization has been chosen for this step.
If this synchronization is replaced with direct process-to-process com-
munication without global synchronization barriers, the parallel effi-
ciency of this step can be significantly improved.

As discussed in the previous chapter, the generation of the trans-
formed RI coefficients can be limited to a cubic scaling with system
size if the contractions are executed in a specific order. (see discus-
sion in section 4.6) The numerical confirmation is shown in Figure 5.7
where the computational scaling for the individual steps of the trans-
formation is analyzed.
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Figure 5.7: Total time spent for different stages in the generation of
the transformed RI coefficients. The shown times are per
calculation, not per quadrature point. See section 4.5 and
equations 4.34 to 4.36 for a detailed explanation of the
steps in the RI coefficient transformation. All calculations
used 4 cluster nodes with 32 cores each.

5.3 lt-mp2 in the isol22 test set

The LT-MP2 is relying heavily on integral screening and it is impor-
tant to verify that the quality of the integral screening does not de-
grade with increasing system size. The analysis of the water clusters
in the previous section demonstrated that the chosen parameters are
well-converged for non-covalently bonded systems. To verify the ap-
plicability of my LT-MP2 implementation to covalently bonded sys-
tems, I also investigated the ISOL22 test set [12] which is a subset of
the ISOL test set [11]. It contains 22 isomerization reactions with sys-
tem sizes ranging from 24 to 51 atoms. The test set contains the start
and end point geometries for each reaction and provides theoretical
reference values for the energy difference between them. The accu-
racy of MP2 itself for this test set has been investigated in previous
literature [11] where it yielded overall good results, but a rather high
error in one test case.

Here I focus on the accuracy of the numerical approximations made
in my LT-MP2 implementation, thus the NAO-VCC-2Z basis set is
used and the canonical MP2 with RI-V is used as reference. The re-
sults of this comparison are shown in Figure 5.8. The error per atom
is below 1.9 meV/atom in all cases and yields a good Root-Mean
Square Deviation (RMSD) of about 1.0 meV/atom. Errors below 3.8
meV/atom are sufficient to recover more than 99.9% of the total MP2
correlation energy in all of these systems.

In addition to the analysis of the correlation energy itself, the MP2
corrections to the isomerization energies are listed in Table 5.1. These
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MP2 contribution to
atoms isomerization energy in meV

reaction index (non-hydrogen) canonical MP2 LT-MP2
2 41 (17) 875 870

3 24 (12) -176 -175

5 32 (16) 490 488

6 48 (28) 43 49

7 51 (21) 493 485

8 43 (22) -237 -242

9 32 (12) 155 151

10 35 (15) 391 393

11 30 (20) -746 -752

12 40 (24) 23 14

13 26 (14) 284 283

14 26 (14) 224 220

15 42 (18) 35 28

16 51 (28) 291 279

17 44 (24) 250 230

18 39 (23) 276 283

19 36 (23) -74 -70

20 28 (16) 60 54

21 36 (20) 131 139

22 44 (29) 412 408

23 39 (18) 446 469

24 52 (19) 142 143

Table 5.1: MP2 isomerization energy corrections for the ISOL test set
using NAO-VCC-2Z basis sets.
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Figure 5.8: Absolute MP2 correlation errors per atom in different sys-
tems from the ISOL22 test set with NAO-VCC-2Z basis
sets. The LT-MP2 results are compared to the RI-LVLfull
based canonical MP2 calculations. Errors smaller than the
dotted red line recover more than 99.9% of the MP2 cor-
relation energy. The reactions 1 and 4 are excluded in the
ISOL22 test set.

values are not to be confused with the isomerization energy itself,
because the HF contribution is not considered here. Comparing the
corrections to the isomerization energies, it can be concluded that
the errors introduced by the LT-MP2 are systematic because the dif-
ferences in the isomerization energy contributions are consistently
smaller than the errors of the individual systems. In reaction 16 (51

atoms, shown in Figure 5.9) for example, the isomerization energy
contribution differs by 12 meV, while the starting and end geometries
have total errors of 45 and 34 meV.

A part of the small errors in the isomerization energies is poten-
tially caused by the choice of the local ABS, in particular for those

(a) initial geometry (b) final geometry

Figure 5.9: Initial and final geometry of the isomerization reaction 16
in the ISOL22 test set.
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reactions like 16 where the geometry does not change too drastically.
As explained in section 4.5, the local ABS includes all auxiliary basis
functions within a certain distance raux to the host atom of the “oc-
cupied” transformed basis function. This implies that a small change
of the geometry might give rise to a notable change of the local ABS,
which can cause discontinuities of the total energy. This can happen
for example for the atoms in the different rings of this system which
are closer to each other once the initially planar ring structure has
been folded.

To avoid this potential problem, the construction of the local ABS
in the generalized RI-LVL should be using a bump-function like it
was suggested by the Head-Gordon group in their atomic RI. [113,
114] This bump function adds a small transition region where the
contributions of auxiliary basis functions to the local RI coefficients
are gradually screened out. At the outer radius of this transition area
they are filtered out completely and can be removed from the local
ABS without introducing any discontinuities in the potential energy
surface.

In conclusion, the application to the ISOL22 test set demonstrates
that the control parameters of the LT-MP2 are transferable and do
not have a strong dependence on the structure of the system they are
applied to.
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6
LT- M P 2 A P P L I E D T O WAT E R A D S O R P T I O N O N
T I TA N I U M D I O X I D E

In the previous chapters I introduced the RI-LVL, my new localized
Resolution of Identity (RI) strategy for Hartree-Fock (HF) and demon-
strated how it can be generalized and combined with a Laplace-Trans-
formation (LT) to obtain a local RI strategy that can be used for ad-
vanced correlation methods. This new technique can be used to con-
siderably reduce the memory requirement of such methods and com-
bined with integral screening, it can also reduce the computational
scaling significantly. As I have demonstrated at the example of the
MP2 in the previous chapter, this new generalized RI-LVL framework
reaches a very high accuracy for both molecular and periodic systems.
I also demonstrated the considerable computational time and mem-
ory savings achieved by this new lower-scaling algorithm for a set
of water clusters both at the HF and MP2 level. To prove the prac-
tical applicability of my method for periodic systems as well, I also
investigated the problem of water adsorption on a rutile titanium
dioxide (TiO2) surface in the low coverage limit. The adsorption en-
ergy Eads of a molecule onto a substrate is defined as the total energy
of the composite system minus the total energies of the substrate and
molecule in isolation.

Eads = Ecomposite − Esubstrate − Emolecule (6.1)

Interactions at surfaces are a particular interesting topic due to their
many possible applications, but their theoretical modeling is very
challenging. (see e.g. [18–22]) It is often desirable to use advanced cor-
relation methods to obtain an accurate description of the interaction
between molecule and substrate. Embedded Cluster Models (ECMs)
(see section 2.9) can be used instead of periodic boundary conditions
to keep the computational effort for such methods tractable. A draw-
back of the ECM is however that periodicity is considered only in
the force-field model of the ideal surface. Coverage-dependent ef-
fects therefore cannot be studied within this framework. Periodic
boundary conditions on the other hand are well-suited to investigate
coverage-dependent effects, but a tremendous effort is required to in-
vestigate the low-coverage limit since large unit cells are required
to avoid interactions between the adsorbed molecule and its peri-
odic images. Lower-scaling variants of advanced correlation methods
are particularly suited for such tasks because the workload reduction
achieved by sparsity exploits and integral screening does not rely on
the presence of symmetries in the investigated cell.

In this chapter I analyze the convergence of the adsorption energy
for a water molecule on a rutile TiO2 surface with respect to system
size using periodic boundary conditions. In addition to the results
obtained with my Laplace-Transformed 2nd Order Møller-Plesset Per-
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turbation Theory (LT-MP2) implementation, I will also present rPBE,
HF and HSE06 results. Van-der-Waals corrections should in princi-
ple be included for these functionals, but unfortunately the surface-
specific functionals in the FHI-aims code (Many-Body-Dispersion [73]
and vdWsurf [71]) cannot be used with TiO2 surfaces at present.

My LT-MP2 implementation clearly outperforms the canonical MP2
in FHI-aims both with respect to computational time and memory
consumption. More importantly, its reduced scaling features consider-
ably increase the accessible system size. Furthermore, it uses the same
numerical setup for both molecular and periodic systems, which has
the advantage that it is not necessary to reach the Complete Basis
Set (CBS) limit to make comparisons between periodic boundary con-
ditions and the ECM. My new LT-MP2 implementation thus paves
the way towards a direct comparison of periodic boundary conditions
and the ECM for advanced correlation methods.

6.1 computational setup

The surface geometries used in this investigation are cut out along
the (110) plane from a bulk TiO2 crystal with experimental lattice
constants taken from Ref. [135]. The water molecule is placed at a dis-
tance of 2.5Å above a top-layer titanium atom as shown in Figure 6.1.
The TiO2 slab is build from O-Ti2O2-O tri-layers as depicted in the fig-
ure. (Hereafter simply referred to as “layers”.) The periodic images
of the slab along the z-axis have been separated by a 100Å vacuum
layer and decoupled electrostatically via a dipole correction. [136]

The same geometries are used for all methods to allow a direct
comparison of the convergence behavior of the adsorption energy
without having to account for effects from different geometries. In
principle the use of experimental geometries (or geometries obtained
from other methods) can cause artificial strain on the atoms if the lat-
tice parameters differ from those predicted by the chosen method. Lee
and coworkers investigated how different lattice constants affect the
phonon modes and thus the dielectric constants of TiO2. [137] In their
study they demonstrated that the HSE06 functional overestimates the
static dielectric constants by up to 150% with its predicted equilib-
rium structures, but a much better description is obtained when the
Local Density Approximation (LDA) geometry is used instead. The
convergence behavior of the adsorption energy studied in this work
is however not a function of the nuclear derivatives and thus should
not be strongly affected by the choice of lattice parameters. For other
applications, like surface relaxations in the presence of a vacancy in
the bridging oxygen row it is however crucial to avoid artificial stress
in the system. [89]

In all calculations I used the NAO-VCC-2Z basis set for the oxygen
and hydrogen atoms. No NAO-VCC-XZ valence-correlation consis-
tent NAO basis sets are available at present for titanium, therefore
the tier1 basis set was used instead. Whenever Electron Repulsion In-
tegrals (ERIs) are needed, RI-LVL was used with an enhanced orbital
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Figure 6.1: Structure of the investigated TiO2 systems. Along the z-
axis (perpendicular to the surface) the system is composed
of stacking tri-layers. The primitive surface cell (green) has
an extent of 6.5Å along the x-axis and 2.96Å along the y-
axis. The water molecule is placed at a distance of 2.5Å to
the titanium atom in the top surface layer.

basis set (OBS+) containing an additional f -type function (z = 3.0)
for the oxygen and hydrogen atoms. In accordance with the results
from subsection 3.8.1, no OBS+ has been used for the titanium atoms.
“Tight” integration settings have been used in all calculations. [110]
Larger basis sets have not been tested in this study because the ef-
fort is too high for the canonical MP2 with its fifth order scaling. The
LT-MP2 should be able to handle such system sizes better, but as
can be seen from the following results, additional code optimizations
will be necessary at first to further improve its performance. For my
LT-MP2 implementation I used the parameters tested in the previous
chapter: 5 quadrature points, a screening threshold of 10−9 and a ra-
dius of 6a0 for the generalized RI-LVL. The LT-MP2 uses the supercell
approach explained in section 2.8, i.e. all calculations use only the Γ
point from a technical point of view, but the clean surface supercell
containing a given number of primitive unit cells is exactly equivalent
to sampling the primitive unit cell with a Γ-centered k-grid with the
same number of k-points. In the following the notation X × Y will
denote a surface unit cell which contains X primitive cells along the
x-axis and Y many primitive cells along the y-axis. When necessary,
the notation X ×Y × Z will additionally indicate the number of layers
Z.
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Figure 6.2: Convergence of the adsorption energy as a function of the
number of layers with a 1× 2 surface unit cell for both HF
and the LT-MP2. The LT-MP2 graph only shows the con-
tribution of the MP2 correlation to the adsorption energy,
it does not contain the HF contribution.

6.2 results

Figure 6.2 shows the convergence of the adsorption energy with the
number of layers in the system. The adsorption energy converges
quickly with the number of layers and is essentially converged for
both HF and MP2 when four layers are used. Three layers are already
converged within a window of 5− 6 meV. I decided to use three layers
in the following calculations since it is to be expected that large unit
cells will be needed to reach the low coverage limit. (A 3 × 5 × 3
system already contains 270 atoms.)

The convergence of the adsorption energy with system size for
rPBE, HF, HSE06 and LT-MP2 is shown in Figure 6.3. Each panel
shows the convergence with increasing number of primitive cells
along the y-axis for a fixed extent along the x-axis. As it can be seen
from these results, all mean-field methods (rPBE, HF and HSE06)
converge smoothly with increasing cell size. However, the LT-MP2
exhibits a notably different convergence behavior which requires fur-
ther investigation. While the convergence with system size is similar
to the mean-field methods if only one primitive cell is used along
the x-axis, it becomes much slower when two or three cells are used
along this axis.

To identify if this convergence behavior is the natural convergence
with respect to cell size (or the corresponding k-grid) or an issue in
the LT-MP2 implementation, I investigated how the individual contri-
butions to the adsorption energy converge. The energy of the water
molecule in the periodic cell did not exhibit any unexpected behavior
and thus will not be discussed. The bare surface on the other hand
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Figure 6.3: Convergence of the adsorption energy of H2O@TiO2 as
a function of the number of primitive cells along y-axis.
(see Figure 6.1) All calculations use three layers along the
z-direction. The MP2 energies do not include the HF con-
tribution.
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number of cells
along y-axis

HF energy per primitive surface cell (eV)
1 x-cell 2 x-cells 3 x-cells

2 -164150.921 -164151.688 -164151.710

3 -164152.613 -164154.749 -164154.765

4 -164152.664 -164155.019 -164155.035

5 -164152.677 -164155.061 -164155.087

6 -164152.679 -164155.060

7 -164152.679 -164155.061

Table 6.1: Energy per TiO2 primitive surface cell for different system
sizes at the HF level of theory. All calculations contain three
layers.
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Figure 6.4: LT-MP2 correlation energy per primitive TiO2 surface cell.
All calculations use three layers along the z-direction.
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reveals an interesting behavior which seems to be the cause of the
observed convergence patterns. Table 6.1 contains the energies per
primitive surface cell (see Figure 6.1) at the HF level for all investi-
gated cell sizes. Due to the supercell approach, each calculation of
the clean surface is exactly equivalent to a calculation of the primi-
tive unit cell with as many k-points as we have cells in the supercell.
At this level of theory, a smooth convergence is observed. Combined
with the quickly converging adsorption energies at the HF level it
is therefore safe to assume that all LT-MP2 calculations start from
well-defined HF solutions. As illustrated by the results in Figure 6.4,
the LT-MP2 calculations based upon these HF solutions exhibit a dra-
matically different convergence behavior. Similar to the adsorption
energies (Figure 6.3) the LT-MP2 correlation converges rapidly if the
surface cell contains only a single primitive cell along the x-axis. If the
surface cell is however enlarged to two or three primitive cells along
the x-axis the same slow convergence behavior as for the adsorption
energy is observed.

Furthermore, the LT-MP2 correlation energy per primitive surface
cell appears to be converged with respect to the x-axis extent (or k-
point sampling) if only few primitive cells along the y-axis are con-
sidered: 2 × 2 and 3 × 2 differ by 30 meV and 2 × 3 and 3 × 3 only by
3 meV. However, this observation breaks down for the 2× 4 and 3× 4
system pair where the energy difference suddenly increases dramat-
ically and reaches the scale of 500 meV. Since no similar observation
was made on the HF level, these results require further attention to
verify that they are not caused by the approximations made in the
LT-MP2.

The first possible source of errors is the quadrature scheme. As
described in section 4.3 the interval spanned by the energy denomi-
nators in the MP2 governs the accuracy of the minimax scheme for
a fixed number of grid points. The HF eigenvalues determining this
interval are listed in Table 6.2. These eigenvalues do not exhibit any
notable change with system size. As a consequence it is safe to as-
sume that the quadrature scheme exhibits an equal performance in
all system sizes.

The other two parameters in the LT-MP2 affecting the accuracy are
the integral screening threshold and the radius of the local auxiliary
basis set (ABS) for the generalized RI-LVL. (see section 4.5) As a test
case for further investigation I picked the 2 × 4 and 3 × 4 cell pair,
because the 210 atoms in the 3 × 4 cell are about the largest system
the canonical MP2 can handle with reasonable effort. For these two
systems I obtained reference results with the canonical MP2 and re-
peated the LT-MP2 calculations with a tighter screening threshold
10−10. The results of this comparison are listed in Table 6.3. As it is
evident from these results, the same jump in the energy per primitive
surface cell also occurs when the canonical MP2 implementation is
used. The observed discrepancy in the energy per primitive surface
cell is thus not an artifact caused by the approximations made in the
LT-MP2 implementation. Instead, this comparison proves the reliabil-
ity of the chosen parameters for calculations with large unit cells. The
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selected eigenvalues ε in eV
cell size lowest frozen-core ε highest ε HOMO-LUMO gap

1 × 2 -38.329 1420.480 9.429

1 × 3 -38.355 1420.387 9.633

1 × 4 -38.359 1420.376 9.582

1 × 5 -38.358 1420.376 9.477

1 × 6 -38.358 1420.375 9.443

1 × 7 -38.358 1420.375 9.436

2 × 2 -38.273 1420.499 9.398

2 × 3 -38.437 1420.318 9.936

2 × 4 -38.433 1420.290 9.969

2 × 5 -38.430 1420.289 9.902

2 × 6 -38.431 1420.287 9.879

2 × 7 -38.430 1420.288 9.878

3 × 2 -38.273 1420.498 9.404

3 × 3 -38.437 1420.317 9.939

3 × 4 -38.433 1420.289 9.978

3 × 5 -38.435 1420.287 9.928

Table 6.2: Special HF eigenvalues which determine the range spanned
by the energy denominators in the frozen-core MP2.

MP2 correlation per
primitive surface cell in eV

surface cell dimensions
2 × 4 3 × 4

LT-MP2 with 10−9 screening -104.238 -103.764

LT-MP2 with 10−10 screening -104.215 -103.773

canonical MP2 -104.210 -103.782

Table 6.3: Energy per primitive surface cell in TiO2 for different sur-
face cell sizes. All calculations contained three layers.
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implementation
surface
cell size

# of
cores

walltime
in hours

persistent
memory (GB)

canonical MP2 3 × 4 1280 14.70 1800.7
LT-MP2 (10−9) 3 × 4 1024 10.25 953.4
LT-MP2 (10−10) 3 × 4 1024 14.21 953.4
LT-MP2 (10−9) 3 × 5 1024 16.34 1483.0

Table 6.4: Performance comparison between canonical MP2 and
LT-MP2 for a TiO2 surface with three layers. Values in
parentheses denote the screening thresholds used for the
LT-MP2. The persistent memory requirement is the mem-
ory required to store the persistent data of the calcula-
tion like the RI coefficients and the Coulomb matrix. These
are the dominating contributions to the total memory re-
quirement. Additional memory needed for communication
buffers and intermediate results is not included. The cal-
culations have been performed on different clusters with
different processor models, thus the timings cannot be com-
pared exactly with each other.

calculation with 10−9 as screening threshold yields errors on the scale
of 1.5 meV/atom and the one with 10−10 reduces the error to about
0.5 meV/atom. A considerably larger error of 5.75 meV/atom would
have been sufficient to recover 99.9% of the MP2 correlation energy
in these systems. My LT-MP2 implementation has thus no problem
to provide the desired level of accuracy even for condensed matter
systems with more than 200 non-hydrogen atoms. It can also be con-
cluded that the investigated supercell sizes (and their corresponding
k-grids) are not yet large enough to obtain converged adsorption en-
ergies in the low coverage limit.

6.3 performance

The calculation for the 3 × 4 × 3 system contains 216 atoms and 5616
basis functions. The canonical MP2 implementation in FHI-aims re-
quires about 15 hours after finishing the HF Self-Consistent Field
(SCF) cycle to calculate the MP2 correlation energy for this system
with 1280 cores. As shown in chapter 2, the canonical MP2 has a
O
(

N5) scaling with respect to system size. With the optimistic as-
sumption of a perfect parallel scalability, it would be necessary to at
least triple the computational resources to finish the 3 × 5 × 3 sys-
tem in a comparable amount of time. This steep increase of the re-
quired computational resources again emphasizes the need for lower-
scaling techniques with efficient parallelization, like the combination
of RI-LVL and the LT. Table 6.4 shows the memory and computational
time consumed by both implementations for this surface size. The
timing results cannot be compared exactly because the calculations
were performed on different computing clusters, but they neverthe-
less give a good estimate of the performance differences between the
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Figure 6.5: Computational scaling with system size for the dominant
steps in the LT-MP2 implementation. All calculations used
one cell along the x-axis and three layers.

two implementations. In addition, the table also presents the LT-MP2
results for the 3 × 5 system, which the canonical MP2 cannot handle
with reasonable effort. As it is evident from the results, the LT-MP2
reduces the computational time considerably for these large systems.
More importantly, the required memory is significantly reduced in
the LT-MP2. For the LT-MP2 the values displayed in the table are the
minimum amount of memory needed to store a complete copy of
the persistent data. Since the computing nodes on the used cluster
provided considerably more memory than needed, the calculations
employed two computational domains (see section 4.8) to use the sur-
plus memory to reduce the communication effort.

Finally, Figure 6.5 demonstrates that the superior computational
scaling of the LT-MP2 observed for molecular systems also applies
to periodic systems. The quasi linear-scaling in the generation of the
bare RI coefficients occurs because the generation of the crystalline
RI coefficients involves the generation of atomic RI coefficient blocks
with atoms outside of the unit cell. Thus the number of required
atomic RI coefficient blocks does not increase quadratically with sys-
tem size.

It is also interesting to compare to the DEC-MP2 by Kjærgaard
and co-workers, which is another lower-scaling MP2 with massive
parallelization support. [44] In their paper, they used 1-aza-adaman-
tane-trione (AAT) supramolecular wires to demonstrate the scalabil-
ity and power of their method. The system with ten monomers (no pe-
riodic boundary conditions) contains 6110 basis functions and is thus
on a similar scale as the previously discussed TiO2 surfaces. The 3× 4
system has 5616 basis functions and 3 × 5 contains 7020 basis func-
tions. A direct quantitative comparison between these calculations is
of course not feasible, but a few interesting qualitative conclusions
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implementation
system (basis
functions)

# of
cores

walltime
in hours

DEC-MP2 [44] AAT10 (6110) 59808 10.94

LT-MP2 (10−9) TiO2 3 × 4 (5616) 1024 10.25

LT-MP2 (10−9) TiO2 3 × 5 (7020) 1024 16.34

Table 6.5: Performance comparison between DEC-MP2 of Kjærgaard
and co-workers and my LT-MP2 implementation. Details
about the comparison and the points to consider when com-
paring the numbers from these very different systems can
be found in the text.

can nevertheless be drawn. The calculations presented in this chap-
ter have been performed on the Draco and EOS clusters of the Max-
Planck society, while the DEC-MP2 calculations were performed on
the Titan supercomputer. The CPUs used on the Draco cluster (Intel
Xeon E5-2698 v3 with 16 cores) provide a considerably higher com-
putational performance per core than those on Titan (AMD Opteron
6274 with 16 cores). Titan is however a GPU-focused supercomputer
and each CPU is complemented by a NVIDIA Tesla K20X accelerator
card. Each K20X card provides a theoretical peak performance of 1.3
Tflops [138], while Draco’s Xeon E5-2698 v3 CPUs (16 cores) are re-
ported to have a theoretical peak performance of 26.5 Gflops per core.
[139] For the sake of a rough comparison it can thus safely be as-
sumed that the calculations on Titan have a computational power per
core available that is at least equal (probably higher) to the calcula-
tions presented in this chapter. Table 6.5 lists the timing comparisons
for these two methods. The finite, one-dimensional wire-system com-
posed of non-covalently bonded molecules certainly features a lot
more sparsity than the two-dimensional TiO2 surface with periodic
boundary conditions investigated in this study. The AAT wire system
is thus a more favorable system for sparsity exploits and lower-scaling
methods relying on them. Given these observations, it is remarkable
that my LT-MP2 can reach comparable wall-times in systems that are
equally sized (measured in the number of basis functions) with a
dramatically lower number of cores. It should be noted that a recent
follow-up publication [45] suggested additional modifications to the
DEC-MP2 to obtain a speed-up of up to 9.5 which would bring the
two implementations closer in terms of performance. However, this
modification was only demonstrated numerically for smaller systems
with less than 2000 basis functions and an alcane chain with 2812
basis functions and it was estimated that about 99.8% of the MP2
correlation energy was recovered.

This comparison to a state-of-the-art lower-scaling MP2 with mas-
sive parallelization support clearly shows that my LT-MP2 implemen-
tation is a very promising approach.
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7
O U T L O O K : A P P L I C AT I O N T O T H E
R A N D O M - P H A S E A P P R O X I M AT I O N

Beyond the common semi-local Density-Functional Approximations
(DFAs), the Random-Phase Approximation (RPA) is one of the most
frequently used methods for the evaluation of electronic interactions.
The exchange contribution of the RPA is the same as the Hartree-Fock
(HF) exact exchange, it thus can be directly evaluated efficiently with
the RI-LVL method presented in chapter 3. The correlation energy Ec
in the RPA (Equation 7.1, see section 2.7 for a derivation) on the other
hand is computationally more involved. [67]

Ec =
1

2π

∫ ∞

0
dω

∞

∑
n=2

1
n

Tr
[(

χ0(iω)v
)n
]

(7.1)

χ0(r1, r2, iω) denotes the independent-particle response function of
the Kohn-Sham (KS) system and is known analytically.

χ0(r1, r2, iω) = ∑
m,n

( fm − fn)ψ∗
m(r1)ψn(r1)ψ

∗
n(r2)ψm(r2)

εm − εm − iω
(7.2)

Here, fm denotes the occupation number of the state. In this chap-
ter I will demonstrate how the generalized RI-LVL concept and the
Laplace-Transformation (LT) presented in the previous chapters can
be applied to RPA and the potential benefits of such a combination.
I will at first analyze the simpler case of a system with finite band-
gap and integer occupation and then outline how the results can be
generalized to systems with zero band-gap and fractional occupation
numbers. Schurkus and Ochsenfeld already demonstrated the accu-
racy and benefits of combining the RPA with a LT for molecules with
a finite HOMO-LUMO gap in a recent publication. [16] I will present
a different derivation here based on imaginary frequencies, which
gives rise to a different working equation and avoids the need to use
two different evaluation techniques for the high- and low-frequency
limit.

7.1 rpa in an ri-framework

The pairs of KS states appearing in the response function can be rep-
resented with a Resolution of Identity (RI) expansion ψ∗

m(r1)ψn(r1) =

∑µ Cµ
m,nPµ(r1). [67] As usual, this expansion is not unique and no spe-

cific choice of the coefficients will be imposed at this time. Using this
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outlook : application to the random-phase approximation

expansion, the response function can be represented in the basis of
the auxiliary basis functions

{
Pµ

}
.

χ0(r1, r2, iω) = ∑
µ,λ

χ0
µ,λ(iω)Pµ(r1)Pλ(r2) (7.3)

χ0
µ,λ(iω) = ∑

m,n

( fm − fn)C
Pµ
m,nCPλ

n,m

εm − εm − iω
(7.4)

If this expansion is inserted into Equation 7.1, the implicit spatial inte-
grals in it (see Equation 2.78 and text referencing it) can be evaluated
explicitly and yield the Coulomb matrix of the auxiliary basis func-
tions Vµ,λ. The RPA correlation energy in the RI framework can then
be evaluated with Equation 7.5.

Ec =
1

2π

∫ ∞

0
dω

∞

∑
n=2

1
n

Tr

[(
∑
κ

χ0
µ,κ(iω)Vκ,λ

)n]
(7.5)

Vµ,λ =
∫∫ Pµr1Pλ(r1)

|r1 − r2|
dr1dr2 (7.6)

In this RI variant of the RPA, the computationally most demanding
step is the generation of the response function for each point on the
frequency grid. [67] From Equation 7.4 it can be seen that O

(
N2

states

)
contributions to a O

(
N2

aux

)
matrix need to be computed. The forma-

tion of the response matrix at a given frequency thus scales as O
(

N4)
and has a O

(
N3) memory requirement to store the RI coefficients. In

the following derivation, I will therefore solely focus on the calcula-
tion of the frequency-dependent response matrix.

The expression for the response matrix can be manipulated by
means of a LT, but it is not as straight-forward as for 2nd Order
Møller-Plesset Perturbation Theory (MP2). Formally, the LT F(s) of a
function f (t) is defined as

F(s) =
∫ ∞

0
f (t)e−stdt (7.7)

where s is a complex variable, and f (t) is a complex-valued function
of the real variable t. [140] The function f (t) must be defined for t ≥ 0
and be integrable over (0, ∞). Furthermore, it must be subject to an
exponential growth limitation:

| f (t)| ≤ Kect (7.8)

with a real constant c. If these conditions hold, the integral in Equa-
tion 7.7 is absolutely convergent for <(s) > c. In the case of F(s) = 1

s
the original function is given as f (t) = 1, thus we have c = 0 in this
case. [140] The real part of the denominator in Equation 7.2 can be
both positive and negative since both sums include all states. This
concept therefore cannot be applied directly to the RPA.

7.2 laplace-transformed rpa for materials with band

gap

Let us at first consider the simpler case of a material with a finite band
gap and integer occupation numbers, i.e. all orbitals are either fully
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7.2 laplace-transformed rpa for materials with band gap

occupied or empty. In this scenario we can split the state summations
into sums over occupied and virtual states.

∑
m

= ∑
i
+∑

a
(7.9)

Due to the occupation factors, only the cross-terms are non-zero and
we obtain:

χ0(r1, r2, iω) = 2 ∑
i

∑
a

ψ∗
i (r1)ψa(r1)ψ

∗
a (r2)ψi(r2)

εi − εa − iω

− 2 ∑
b

∑
j

ψ∗
b (r1)ψj(r1)ψ

∗
j (r2)ψb(r2)

εb − εj − iω
(7.10)

Under the assumption of the finite band gap εa > εi holds true for all
state combinations. Thus the denominators in each double sum now
have a well-defined sign and we can easily bring them into a form
suitable for the transformation.

χ0(r1, r2, iω) = −2 ∑
i

∑
a

ψ∗
i (r1)ψa(r1)ψ

∗
a (r2)ψi(r2)

εa − εi + iω

− 2 ∑
j

∑
b

ψj(r1)ψ
∗
b (r1)ψb(r2)ψ∗

j (r2)

εb − εj − iω
(7.11)

Noting that the second term is just the complex conjugate of the first
one, the expression can be simplified.

χ0(r1, r2, iω) = −4<
[
∑

i
∑

a

ψ∗
i (r1)ψa(r1)ψ

∗
a (r2)ψi(r2)

εa − εi + iω

]
(7.12)

Having the equation in this form, the same LT as for the MP2 can be
applied, except for the fact that we have complex functions this time.
As discussed in the previous section, this extension is covered by the
definition and convergence requirements of the LT.

1
εa − εi + iω

=
∫ ∞

0
e−iωqe−(εa−εi)qdq (7.13)

Inserting this expression into Equation 7.12, one obtains

χ0(r1, r2, iω) = −4<
[∫ ∞

0
dq ∑

i
∑

a
e−iωqe−(εa−εi)q

×ψ∗
i (r1)ψa(r1)ψ

∗
a (r2)ψi(r2)

]
(7.14)

If one now inserts the basis set expansions, the same pseudo-density
matrices as in the Laplace-Transformed 2nd Order Møller-Plesset Per-
turbation Theory (LT-MP2) are obtained and the generalized RI-LVL
could be used straight away to reduce the formation of the response
function to a quadratic step with a preceding cubic coefficient gener-
ation step.

However, this formulation has a serious drawback that disqualifies
it for practical usage, namely the type of the dependency on ω. The
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outlook : application to the random-phase approximation

frequency only occurs in an oscillatory prefactor and thus this ex-
pression does not vanish at large frequencies. As it has been shown
in a recent publication by the Ochsenfeld group [16] such terms cause
rapid oscillations in the high-frequency limit and make it very diffi-
cult to obtain converged results with a quadrature scheme for the
LT.

A computationally more stable form can be obtained by modifying
Equation 7.12 a bit before the transformation is applied.

χ0(r1, r2, iω) = −4<
[
∑

i
∑

a

(1 − i)ψ∗
i (r1)ψa(r1)ψ

∗
a (r2)ψi(r2)

(1 − i)(εa − εi + iω)

]
(7.15)

= −4<
[
∑

i
∑

a

(1 − i)ψ∗
i (r1)ψa(r1)ψ

∗
a (r2)ψi(r2)

εa − εi + ω − i(εa − εi − ω)

]
(7.16)

As can be seen from Equation 7.1, the response function is only eval-
uated for ω ≥ 0, thus the frequency component in the real part does
not affect the validity of the LT. Applying the same transformation as
before, we obtain

χ0(r1, r2, iω) = −4<
[∫ ∞

0
dq ∑

i
∑

a
e−ωqe−iωqe−εaqeεiqeiεaqe−iεiq

×(1 − i)ψ∗
i (r1)ψa(r1)ψ

∗
a (r2)ψi(r2)

]
(7.17)

This formulation has the advantage that it features an exponential de-
cay with the frequency and thus avoids any problems caused by the
oscillatory factor at high frequencies. Since the expression is numer-
ically well-behaving for both the high- and low-frequency limit, it is
not necessary to adopt different evaluation schemes for these limits
as it has been done in the work by Schurkus and Ochsenfeld. [16]
After inserting the basis set expansion ψm(r1) = ∑s cm,s ϕs(r1) into the
formula, we can obtain new pseudo-density matrices. In the formu-
las below, the Fermi-energy εF has been added into the equations for
numerical reasons discussed later.

χ0(r1, r2, iω) = −4<
[∫ ∞

0
dq ∑

s,t,u,v
∑

i
∑

a
e−ωqe−iωqe−εaqeεiqeiεaqe−iεiq

×(1 − i)c∗i,sca,tc∗a,uci,v ϕs(r1)ϕt(r1)ϕu(r2)ϕv(r2)

]
(7.18)

= −4<
[∫ ∞

0
dq ∑

s,t,u,v
∑

i
∑

a
e−ωqe−iωq

× e−(εa−εF)qe(εi−εF)qei(εa−εF)qe−i(εi−εF)q

×(1 − i)c∗i,sca,tc∗a,uci,v ϕs(r1)ϕt(r1)ϕu(r2)ϕv(r2)

]
(7.19)

= −4<
[∫ ∞

0
dq ∑

s,t,u,v
e−ωqe−iωq

×(1 − i)Xq
s,vYq

t,u ϕs(r1)ϕt(r1)ϕu(r2)ϕv(r2)

]
(7.20)
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7.2 laplace-transformed rpa for materials with band gap

where the pseudo-densities Xs,v and Yt,u are now defined as:

Xq
s,v = ∑

i
c∗i,se

(εi−εF)qe−i(εi−εF)qci,v (7.21)

Yq
t,u = ∑

a
ca,te−(εa−εF)qei(εa−εF)qc∗a,u (7.22)

Compared to the expressions used in the LT-MP2, the pseudo-density
matrices now contain an additional phase factor. For eigenvalues far
away from the Fermi-level this factor causes rapid oscillations in the
Laplace quadrature. Since the terms also decay exponentially with
the distance to the Fermi-level, this is however not a problem for the
numerical quadrature.

Finally, two sums over basis functions can be contracted with the
pseudo-densities to obtain an expression that bears some similarities
to the LT-MP2 formulas discussed in previous chapters.

χ0(r1, r2, iω) = −4<
[∫ ∞

0
dq e−ωqe−iωq(1 − i)∑

u,v

×ϕv(r1)ϕu(r1)ϕu(r2)ϕv(r2)

]
(7.23)

The function products ϕv(r1)ϕu(r1) and ϕu(r2)ϕv(r2) can now be rep-
resented with an RI approximation to obtain a computationally con-
venient form.

ϕv(r1)ϕu(r1) ≈ ∑
µ

Mµ
v,uPµ(r1) (7.24)

ϕu(r2)ϕv(r2) ≈ ∑
λ

Cλ
t,vPλ(r2) (7.25)

⇒ χ0(r1, r2, iω) = −4<
[
∑
µ,λ

∫ ∞

0
dq e−ωqe−iωq(1 − i)∑

u,v

×Mµ
v,uCλ

u,vPµ(r1)Pλ(r2)

]
(7.26)

Comparing to Equation 7.3, the RI representation of the independent-
particle response function in the LT approach is now found.

χ0(r1, r2, iω) = −4<
[
∑
µ,λ

∫ ∞

0
dq e−ωqe−iωqχ0

µ,λ(q)Pµ(r1)Pλ(r2)

]
(7.27)

χ0
µ,λ(q) = (1 − i)∑

u,v
Mµ

v,uCλ
u,v (7.28)

The Cλ
u,v coefficients are for pure atomic basis functions, thus the

RI-LVL as presented in chapter 3 can be used to accurately repre-
sent them. The transformed coefficients Mµ

v,u only differ by the phase
factors in the pseudo-density matrices from the ones encountered in
the LT-MP2. The generalized RI-LVL used in the LT-MP2 should thus
have no problems representing these entities.
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outlook : application to the random-phase approximation

If the integral over q is finally replaced by a numerical quadrature,
another important feature besides the possibility to use local RI tech-
niques becomes evident.

χ0(r1, r2, iω) = −4<
[
∑
µ,λ

∫ ∞

0
dq e−ωqe−iωqχ0

µ,λ(q)Pµ(r1)Pλ(r2)

]
(7.29)

≈ −4<
[
∑

q
wqe−ωqe−iωq ∑

µ,λ
χ0

µ,λ(q)Pµ(r1)Pλ(r2)

]
(7.30)

For each frequency, the RI representation of χ0(r1, r2, iω) can be build
from a set of frequency-independent building blocks χ0

µ,λ(q) by means
of simple matrix additions. If enough memory is available to store an
O
(

N2
aux

)
matrix for each point of the quadrature used to represent

the LT, the effort for each ω point can be reduced considerably by
pre-computing these blocks once.

If no further approximations are used, this would give rise to a
formally cubic scaling RPA. The generation for each χ0

µ,λ(q) in Equa-
tion 7.28 scales quadratically since both auxiliary basis sets feature
à priori enforced locality, i.e. each basis function pair only updates a
system-size independent sub-block of the response matrix. The gen-
eration of the transformed RI coefficients on the other hand is scaling
cubically with system size as discussed in section 4.6. It should how-
ever be noted that the transformed RI coefficients are only needed in
Equation 7.28. Since the atomic RI coefficients Cλ

u,v are strictly zero
if the involved functions have no overlap, the transformed RI coef-
ficients Mµ

v,u thus only need to be computed if the corresponding
atomic coefficients are non-zero. Exploiting this feature leads to a
asymptotically O

(
N2) scaling with system size for the last contrac-

tion step and thus an overall asymptotic O
(

N2) scaling for the con-
traction step. Additionally, the sparsity in the pseudo-density matri-
ces can be used during the coefficient generation to further reduce
the computational effort of this step.

The memory requirements of such an RPA implementation would
also scale quadratically with system size since all involved matrices
are O

(
N2

aux

)
and the involved RI coefficients have been demonstrated

to be quadratic scaling in the previous chapters. The combination
of the generalized RI-LVL with Laplace-Transformation techniques is
therefore also a very promising approach for other electronic struc-
ture theory methods besides the MP2.

7.3 laplace-transformed rpa with fractional occupa-
tion

In the previous section the application of the LT to the RPA was out-
lined under the constraint of a finite band gap and integer occupation.
If these constraints are lifted, the evaluation in the LT framework be-
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7.3 laplace-transformed rpa with fractional occupation

comes a lot more involved. The sums over states can now be splitted
into three contributions:

∑
m

= ∑
i
+

partial

∑
o

+∑
a

(7.31)

where the middle term includes all states with fractional occupation.
This results in nine different subsets we have to sum over. As in the
previous case, the occupied-occupied and virtual-virtual blocks are
zero. The occupied-virtual sums can be evaluated in the same way
as for the band-gap case. Mixed terms that involve one sum over par-
tially occupied states can be evaluated in a similar way since we know
from the Fermi-Dirac Distribution [118] that all partially filled states
will have eigenvalues than are higher than those of fully occupied
orbitals and smaller than those of empty orbitals. Thus the denomi-
nators in each of these terms have a consistent sign for all terms of the
sums. Since eigenstates with the same eigenvalue have the same oc-
cupation number according to the Fermi-Dirac distribution, all terms
with equal eigenvalues are exactly zero due to the occupation num-
ber difference in Equation 7.2. Thus only terms with a non-zero eigen-
value difference must be taken into account for the LT. Apart from an
fractional occupation number as additional factor, each of these terms
follows a similar derivation as shown in the previous section.

The most challenging term is the one where both sums iterate over
partially occupied states.

χ0(r1, r2, iω) = . . . +
partial

∑
o

partial

∑
p

( fo − fp)
ψ∗

o (r1)ψp(r1)ψ
∗
p(r2)ψo(r2)

εo − εp − iω

(7.32)

In contrast to the other contributions, the denominators in this sum-
mation have an indefinite sign, which prevents a direct application of
the LT. A manipulation of the equation however can help to address
this problem:

χ0(r1, r2, iω) = . . . +
partial

∑
o

partial

∑
p

i( fo − fp)
ψ∗

o (r1)ψp(r1)ψ
∗
p(r2)ψo(r2)

i(εo − εp − iω)

(7.33)

= . . . +
partial

∑
o

partial

∑
p

i( fo − fp)
ψ∗

o (r1)ψp(r1)ψ
∗
p(r2)ψo(r2)

ω + i(εo − εp)

(7.34)

The indefinite sign of the eigenvalues has now been moved into the
imaginary part of the denominator, where it does not affect the valid-
ity of the LT. After applying the usual transformation, one obtains:

χ0(r1, r2, iω) = . . . +
partial

∑
o

partial

∑
p

i( fo − fp)∫ ∞

0
dq e−ωqe−i(εo−εp)qψ∗

o (r1)ψp(r1)ψ
∗
p(r2)ψo(r2) (7.35)
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outlook : application to the random-phase approximation

This expression decays for large frequencies, but it has the problem
that the coupling term between eigenvalues and q is purely oscil-
latory, which could cause quadrature convergence problems if the
eigenvalues become large. Fortunately, the summations under consid-
eration only include partially occupied states near the Fermi level. By
adding a constructive zero into the exponent, we can ensure that all
terms in this summation will oscillate slowly and thus not cause any
problems for the convergence. (See also the discussion in Schurkus’
work about the high- and low-frequency limit integrations in Ref [16]
for an example of the impact rapid oscillatory terms can have on the
LT.)

= . . . +
partial

∑
o

partial

∑
p

i( fo − fp)∫ ∞

0
dq e−ωqe−i([εo−εF ]−[εp−εF ])qψ∗

o (r1)ψp(r1)ψ
∗
p(r2)ψo(r2) (7.36)

This expression can now be manipulated further in the same spirit as
shown above to obtain an RI expression for it. Compared to the case
with a finite band-gap two potential problems arise: the magnitude of
the denominators and the validity of the LT for ω = 0 in the double-
summation over partially occupied states. As discussed before, the
Fermi-Dirac distribution ensures that only terms with non-zero eigen-
value difference must be considered explicitly, thus the denominator
is always non-zero, but the closer the magnitude is to zero, the more
challenging it becomes to find an accurate quadrature representation.
It is therefore likely necessary to use tighter quadrature grids for the
LT to retain the accuracy. The second issue is region of convergence
of the LT in the double-summation over partially occupied states. As
discussed before, the convergence of the integral is only guaranteed
if the real part, i.e. ω, is larger then zero. At this stage, it is not clear
if the LT can nevertheless handle this particular term or if a different
evaluation strategy is needed. The application of the LT and local-
ized RI strategies to systems with fractional occupation is therefore
an open question that requires further investigation.
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8
C O N C L U S I O N S

Surfaces are an often studied class of systems due to their manifold
applications. For an accurate modeling of the electronic structure in
these systems it is often necessary to go beyond Density-Functional
Theory (DFT) with semi-local approximations. Among the promising
approaches for the treatment of such systems are advanced correla-
tion methods which treat the electronic interactions explicitly in a
many-body picture. Popular representatives from this class of meth-
ods are e.g. 2nd Order Møller-Plesset Perturbation Theory (MP2),
Random-Phase Approximation (RPA) and Coupled-Cluster Theory
(CC). All these methods share the severe limitation that they have
a high-order scaling with system size for both the computational
time and memory requirement in their canonical formulations. A va-
riety of lower-scaling methods has been proposed in the literature to
address this problem. Until now most published lower-scaling algo-
rithms only provide a very limited level parallelization, e.g. by using
threaded linear algebra libraries.

To further extend the realm of application for advanced correlation
methods it is imperative to develop lower-scaling techniques that sup-
port large-scale parallelism. In my thesis I developed a new technique
to reach this goal for MP2 and RPA. Its key ingredients are a new lo-
calized Resolution of Identity (RI) strategy, named RI-LVL, and the
Laplace-Transformation (LT). The LT removes the coupling of differ-
ent orbitals through the eigenvalue differences in the denominators
of the canonical formulations. After this transformation, the delocal-
ized canonical molecular orbitals can be recast into a set of localized
functions, which is the prerequisite for using localized RI strategies.
The RI-LVL significantly reduces the required memory to a O

(
N2)

scaling with system size and its sparsity patterns are known à priori .
This à priori known sparsity is an important feature which allows the
design of an efficient (completely in-memory) data distribution and
communication pattern in a large-scale parallelized code. This new
technique can be complemented with established integral screening
techniques from quantum chemistry to preselect the significant tuples
of the localized functions and thus dramatically reduce the computa-
tional scaling. This scaling reduction however comes at the price of
having irregular parallelism, i.e. the algorithm can no longer be formu-
lated as a predicable sequence of global computation and communica-
tion phases. To obtain a good parallel performance one instead needs
a dynamic load balancing and a flexible data communication frame-
work. Taking advantage of the memory savings from the RI-LVL
strategy, efficient hybrid OpenMP/MPI parallelization schemes can
be developed to address this problem and maintain a high parallel
efficiency while enjoying the benefits of the integral screening. In ad-
dition to discussing these concepts in detail at the example of the
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MP2, I also explained how the same technique can be applied to the
RPA.

To prove the practical applicability of my new technique, I im-
plemented a Laplace-Transformed 2nd Order Møller-Plesset Pertur-
bation Theory (LT-MP2) based on the Numeric Atom-Centered Or-
bital (NAO) framework of the Fritz Haber Institute ab initio molecular
simulations (FHI-aims) code. For periodic systems the combination of
RI-LVL and the LT has been paired with a supercell approach to take
the maximum benefit from the integral screening. I demonstrated the
accuracy of the resulting LT-MP2 algorithm for water clusters with
up to 70 molecules, isomerization energies in the ISOL22 test set and
also for titanium dioxide (TiO2) surfaces with up to 210 atoms. In
all cases, a very high accuracy was reached and more than 99.9% of
the canonical MP2 correlation energy was recovered. The scaling of
my new implementation has been investigated in detail with a se-
ries of water clusters ranging from 10 to 150 molecules. My LT-MP2
features an at most cubic scaling in all computational steps and the
memory requirement scales quadratically with system size. The new
algorithm breaks even with the canonical implementation both with
respect to memory and time at reasonable system sizes in periodic
and molecular systems alike. Furthermore I demonstrated the near
perfect parallel scalability of the new algorithm with the number of
cores for the irregular parallel problem.

I also used my new LT-MP2 implementation to investigate the con-
vergence of the adsorption energy of water on rutile TiO2 in the low
coverage limit. It was found that the MP2 correlation converges very
slowly with the size of the surface unit cell. In contrast, all inves-
tigated mean-field methods (HF, HSE06 and rPBE) showed a con-
siderably faster and smoother convergence with system size. Within
the system sizes accessible with the canonical MP2 implementation,
it was also confirmed that the reference implementation yields the
same results. The lower scaling features of the LT-MP2 considerably
extend the range of system sizes that can be accessed with a reason-
able commitment of computational resources. Unfortunately however,
no final converged value for the MP2 correlation contribution to the
adsorption energy could be obtained with the surface sizes investi-
gated in this project. This slow convergence of the adsorption energy
clearly emphasizes the need for large-scale parallel and lower scaling
advanced correlation methods for the study of interactions at sur-
faces. The qualitative comparison to a state-of-the-art massively par-
allel lower-scaling MP2 method, the Divide-Expand-Consolidate 2nd
Order Møller-Plesset Perturbation Theory (DEC-MP2), reveals that
my LT-MP2 is capable of handling much more condensed systems
with a similar number of basis functions with a considerably lower
resource commitment and similar wall-times.

Despite its already impressive performance, the LT-MP2 implemen-
tation presented in this thesis still has a lot of potential for future
improvements. The sparsity introduced by the integral screening is
not yet fully exploited in all parts of the implementation, for example
in the data communication. Apart from general numerical optimiza-
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tions, in particular the implementation for periodic systems can still
be improved on the conceptual level. In the present implementation,
the underlying symmetry in the supercell is not yet used explicitly
and the usage of not Γ-centered k-grids might also speed up the con-
vergence. Other very exciting prospects are the usage of the presented
LT-MP2 implementation in double-hybrid functionals and the appli-
cation of this new lower-scaling technique to the RPA. As I showed
in the previous chapter, applying the LT and RI-LVL to the RPA leads
to expressions which are very similar to the corresponding expres-
sions in the MP2. It is thus to be expected that the RPA will yield the
same high accuracy as the LT-MP2 and the computational scaling is
predicted to become cubically at worst.
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A
S U P P L E M E N TA RY D ATA F O R R I - LV L A C C U R A C Y
A N A LY S I S

In chapter 3 the RI-V calculations with the standard auxiliary basis
set (ABS) are used as reference to benchmark the accuracy of the
RI-LVL. In this appendix, the effect (or lack thereof) of the additional
functions in the enhanced orbital basis set (OBS+) in RI-V calculations
is demonstrated for the S22 test set.

As in the RI-LVL presentation, the OBS+ is hierarchically improved
by adding additional functions of increasing angular momentum. The
following tables show how the Root-Mean Square Deviation (RMSD)
and maximum absolute error per atom change with respect to the
calculation without OBS+ for Hartree-Fock (HF), MP2, PBE0 and the
RPA.

For all methods, even the largest OBS+ does not cause any signifi-
cant changes in the total energy. The RI-V is thus well converged with
respect to the ABS and the standard ABS can be used as reference to
judge the accuracy of RI-LVL.

HF RI-V |∆Etot| (meV/atom)
OBS+ RMSD MAX

tier2 + s(z=1) 0.005 0.016

tier2 + sp(z=1) 0.009 0.024

tier2 + spd(z=1) 0.011 0.020

tier2 + spdf(z=1) 0.023 0.064

tier2 + spdfg(z=1) 0.154 0.367

Table A.1: RMSD and maximum absolute errors for HF calculations
in the S22 test set using the RI-V method with tier2 basis
sets. The reference point is the RI-V calculation with no
additional functions used to construct the ABS.

MP2@HF RI-V |∆Etot| (meV/atom)
OBS+ RMSD MAX

NAO-VCC-3Z + s(z=1) 0.003 0.008

NAO-VCC-3Z + sp(z=1) 0.013 0.045

NAO-VCC-3Z + spd(z=1) 0.012 0.036

NAO-VCC-3Z + spdf(z=1) 0.011 0.027

NAO-VCC-3Z + spdfg(z=1) 0.031 0.098

Table A.2: Total energy per atoms errors for MP2@HF calculations
using NAO-VCC-3Z basis sets with RI-V and different
choices for the ABS. The reference point is the calculation
with no extra functions for the ABS construction.

In subsection 3.8.1 it was also stated that the ABS enhancements do
not have any significant impact on the accuracy for the heavier ele-
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PBE0 RI-V |∆Etot| (meV/atom)
OBS+ RMSD MAX

tier2 + s(z=1) 0.001 0.002

tier2 + sp(z=1) 0.002 0.005

tier2 + spd(z=1) 0.003 0.009

tier2 + spdf(z=1) 0.005 0.011

tier2 + spdfg(z=1) 0.031 0.083

Table A.3: RMSD and maximum absolute errors for PBE0 calculations
in the S22 test set using the RI-V method with tier2 basis
sets. The reference point is the RI-V calculation with no
additional functions used to construct the ABS.

RPA@PBE0 RI-V |∆Etot| (meV/atom)
OBS+ RMSD MAX

NAO-VCC-3Z + s(z=1) 0.006 0.018

NAO-VCC-3Z + sp(z=1) 0.025 0.096

NAO-VCC-3Z + spd(z=1) 0.018 0.063

NAO-VCC-3Z + spdf(z=1) 0.023 0.086

NAO-VCC-3Z + spdfg(z=1) 0.032 0.098

Table A.4: Total energy per atoms errors for RPA@PBE0 calculations
using NAO-VCC-3Z basis sets with RI-V and different
choices for the ABS. The reference point is the calculation
with no extra functions for the ABS construction.

ments copper, titanium and gold. Table A.6 shows the the RMSD val-
ues for the RI-LVL RPA@PBE0 calculations in all three cluster groups
for a tier1 and the largest employed basis set. We also found that it
is quite challenging for the RI-V to generate a sufficiently accurate
auxiliary basis Coulomb matrix to avoid numerical noise in the inver-
sion step for very large basis sets. Thus the slight deterioration of the
RMSD in the tier3 calculations for gold clusters is likely caused by
the reference, not the RI-LVL calculations.
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RPA@PBE0 RI-LVL |∆Etot| (meV/atom)
OBS+ RMSD MAX

NAO-VCC-3Z 9.119 17.611

NAO-VCC-3Z + spdfg(z=1) 0.041 0.130

NAO-VCC-3Z + g(z=1) 0.059 0.385

NAO-VCC-3Z + g(z=2) 0.060 0.383

NAO-VCC-3Z + g(z=3) 0.059 0.387

NAO-VCC-3Z + g(z=4) 0.058 0.390

NAO-VCC-3Z + g(z=5) 0.059 0.406

NAO-VCC-3Z + g(z=6) 0.058 0.417

NAO-VCC-3Z + g(z=7) 0.057 0.402

Table A.5: Total energy errors for RPA@PBE0 calculations using
RI-LVL and NAO-VCC-3Z basis sets with different choices
for the ABS. The reference is the RI-V calculations using
the standard ABS.

RPA@PBE0 RI-LVL |∆Etot| (meV/atom)
cluster OBS+ RMSD

Au

tier1 0.353

tier1 + spdfg(z=1) 0.401

tier3 1.271

tier3 + spdfg(z=1) 1.387

Cu

tier1 0.010

tier1 + spdfg(z=1) 0.092

tier4 0.107

tier4 + spdfg(z=1) 0.087

TiO2

tier1 0.096

tier1 + spdfg(z=1) 0.038

tier3 0.076

tier3 + spdfg(z=1) 0.089

Table A.6: Influence of the ABS set on the accuracy of RPA@PBE0 cal-
culations using the RI-LVL strategy. The reference points
are the RI-V calculations with the standard ABS and very
tight integration settings. For the titanium dioxide test-
cases an OBS+ with an additional g function on oxygen
was used. Only the OBS+ on the titanium atoms was
changed.
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B
PA R A M E T E R S F O R T H E LT- M P 2

This appendix provides more details about the impact the parame-
ters of the Laplace-Transformed 2nd Order Møller-Plesset Perturba-
tion Theory (LT-MP2) have on the final accuracy. A compact sum-
mary of these results is presented in section 5.1. This chapter addi-
tionally contains results for the NAO-VCC-3Z basis set to prove that
the LT-MP2 implementation also works for larger basis sets. The test
systems considered throughout this appendix are a small cluster of
10 water molecules as example for sparse three-dimensional systems
and a fully extended oligo-alanine chain with 3 segments as cova-
lently bonded example system.

b.1 quadrature and integral screening

At first the impact of the Laplace-Transformation (LT) and the inte-
gral screening needs to be assessed. Figure B.1 and B.2 show how
the number of quadrature points and the integral screening thresh-
old influence the error per atom in the MP2 correlation energy for
NAO-VCC-2Z and NAO-VCC-3Z basis sets.

These calculations use only the QQZZ screening, i.e. a true upper
bound estimate is obtained for each ERI. Furthermore a RI-LVLfull
based implementation was used for these tests as described in sec-
tion 4.4. Thus the transformed RI coefficients are not restricted to
local subsets of the global auxiliary basis set (ABS) and the approx-
imations made in the generalized RI-LVL are thus not applied here.
The errors shown in these plots are thus only originating from the
quadrature and the QQZZ integral screening.

As it can be seen from these results, a screening threshold of 10−9 is
is necessary to ensure well converged results with NAO-VCC-2Z ba-
sis sets. To obtain a similar accuracy for NAO-VCC-3Z, the screening
threshold must be tightened to 10−10. This basis set dependence is in
accordance with the findings of previous research from other groups.
[141] 5 or 6 quadrature points are sufficient to yield very accurate re-
sults for frozen-core MP2, as it was also found by the authors of the
minimax quadrature scheme. [128]

Figure B.3 and B.4 show the additional errors introduced by the
QQZZR4 screening. In contrast to the original QQZZ screening this
criterion does not guarantee to provide an upper bound for the in-
tegral estimates, but its estimates are more accurate than the ones
provided by QQZZ. The two parameters that control the accuracy in
my implementation are the threshold for the outer radius used to de-
termine the extent of the basis functions and the minimum extent that
will be assigned to charge distributions. As it can be seen from the
presented data, the implementation is rather insensitive to the thresh-
old for the outer radius unless very large thresholds are chosen. An
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outer radius threshold of 10−2 is thus used in all production calcula-
tions. The minimum extent of the charge distributions on the other
hand has a larger impact on the overall accuracy. This is not surpris-
ing since the Numeric Atom-Centered Orbitals (NAOs) in FHI-aims
have a strictly limited radial extent, but the same is not true for the
transformed basis functions. As a consequence, the transformed ba-
sis function pair may have a non-zero overlap even when the corre-
sponding atomic basis function pair has no more overlap. The same
charge extents are used for both the atomic and transformed ERIs
for implementation efficiency and simplicity reasons. Thus an appro-
priate choice of the minimum charge extent is crucial to ensure that
the transformed ERIs are approximated correctly. Therefore, a mini-
mum charge extent of 1a0 is used for all production calculations in
molecular systems. The reciprocal space implementation for periodic
systems does not use QQZZR4 screening.

b.2 the generalized ri-lvl

The data in Figure B.5 demonstrates the accuracy of the generalized
RI-LVL LT-MP2 as introduced in section 4.5. The shown errors are
relative to the results obtained with a RI-LVLfull implementation, i.e.
they only represent the additional approximation introduced by the
generalized RI-LVL. The generalized RI-LVL converges quickly with
the size of the local ABS and a sphere with 6a0 radius around the
atom hosting the occupied transformed function is already well con-
verged for both NAO-VCC-2Z and NAO-VCC-3Z basis sets.

The overall accuracy achieved by combining the approximations
discussed in this appendix is discussed in chapter 5.
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(a) small water cluster with 10 molecules
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(b) fully extended polyalanine with 3 segments

Figure B.1: Absolute correlation energy errors per atom as function
of the screening threshold and the number of quadrature
points with NAO-VCC-2Z basis sets. The reference en-
ergies are the RI-V calculations with the canonical MP2.
The transformed ERIs have been treated with the LT-MP2
based on RI-LVLfull, i.e. the errors shown here only origi-
nate from the quadrature and integral screening. (see sec-
tion 4.4)
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(a) HF total energy errors per atom
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(b) MP2 total energy errors per atom

Figure B.2: Absolute correlation energy errors per atom as function
of the screening threshold and the number of quadrature
points with NAO-VCC-3Z basis sets. The reference en-
ergies are the RI-V calculations with the canonical MP2.
The transformed ERIs have been treated with the LT-MP2
based on RI-LVLfull, i.e. the errors shown here only origi-
nate from the quadrature and integral screening. (see sec-
tion 4.4)
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(b) fully extended polyalanine with 3 segments

Figure B.3: Absolute correlation energy errors per atom caused by the
QQZZR4 screening criterion with different threshold for
the outer radius and minimum charge extent. (see sec-
tion 4.7) The reference are the LT-MP2 calculations with
RI-LVLfull. All calculations used 5 quadrature points and
10−9 as screening threshold.
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Figure B.4: Absolute correlation energy errors per atom caused by the
QQZZR4 screening criterion with different threshold for
the outer radius and minimum charge extent. (see sec-
tion 4.7) The reference are the LT-MP2 calculations with
RI-LVLfull. All calculations used 5 quadrature points and
10−9 as screening threshold.
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(b) Accuracy of the generalized RI-LVL for NAO-VCC-3Z basis sets

Figure B.5: Absolute correlation energy errors per atom introduced
by the generalized RI-LVL scheme for the transformed
ERIs as a function of the raux used to determine the lo-
cal auxiliary basis set. (see section 4.5) The reference are
the LT-MP2 calculations with RI-LVLfull. All calculations
used 5 quadrature points and 10−9 as screening threshold.
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C
N O TAT I O N C O N V E N T I O N S A N D A C R O N Y M S

Atomic units are used throughout the thesis.
ψm, ψn, ψo, ψp, . . . any molecular orbital

ψi, ψj, ψk, ψl , . . . occupied molecular orbital
ψa, ψb, ψc, ψd, . . . unoccupied (virtual) molecular orbital
ϕs, ϕt, ϕu, ϕv, . . . orbital basis set functions
Pµ, Pλ, Pκ, Pν, . . . auxiliary basis set functions

Throughout the thesis, the ”error per atom” is the total energy error
divided by the number of non-hydrogen atoms in the system.

c.1 scaling parameters

Natoms number of atoms in the system
Natom pairs number of significant atom pairs (have at least one

basis function pair with finite overlap)
Nbas number orbital basis functions in the system

Nbas pairs number of significant (non-zero overlap) orbital basis
function pairs

Nlocal bas (maximum) number of orbital basis functions per
atom

Naux number of auxiliary basis functions in the system
Nlocal aux (maximum) number of auxiliary basis functions per

atom
Nocc number of occupied molecular orbitals
Nvirt number of unoccupied (virtual) molecular orbitals

c.2 acronyms

ABS auxiliary basis set

ABS+ enhanced auxiliary basis set

BvK Born von Karman periodic boundary conditions

CBS Complete Basis Set

CC Coupled-Cluster Theory

CCSD Coupled-Cluster Theory with Singles and Doubles

CCSD(T) Coupled-Cluster Theory with Singles, Doubles and
perturbative Triples

CI Configuration Interaction

CISD Configuration Interaction with Single and Double
Excitations
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notation conventions and acronyms

DEC-MP2 Divide-Expand-Consolidate 2nd Order Møller-Plesset
Perturbation Theory

DFA Density-Functional Approximation

DFT Density-Functional Theory

DLPNO Domain-based local Pair Natural Orbital

ECM Embedded Cluster Model

ERI Electron Repulsion Integral

EVD Eigenvalue Decomposition [142, 143]

FCI Full Configuration Interaction

GGA Generalized Gradient Approximation

GTO Gaussian-Type Orbital

GW GW approximation

HEG Homogeneous Electron Gas

HF Hartree-Fock

HIOS Hybrid Inorganic-Organic System

HOMO Highest Occupied Molecular Orbital

KS Kohn-Sham

LDA Local Density Approximation

LES linear equation system

logSBT logarithmic spherical Bessel transforms [102, 103]

LT Laplace-Transformation

LT-MP2 Laplace-Transformed 2nd Order Møller-Plesset
Perturbation Theory

LUMO Lowest Unoccupied Molecular Orbital

MBIE Multipole Based Integral Estimates [41, 130]

MD Molecular Dynamics

mGGA meta-Generalized Gradient Approximation

minimax minimax approximation [128]

MP2 2nd Order Møller-Plesset Perturbation Theory

NAO Numeric Atom-Centered Orbital

OBS orbital basis set

OBS+ enhanced orbital basis set
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C.2 acronyms

ONIOM ONIOM embedding model (“our own n-layered
integrated molecular orbital and molecular mechanics”)
[144]

OSV Orbital Specific Virtual

PAO Projected Atomic Orbital

PNO Pair Natural Orbital

QM/MM Quantum Mechanics / Molecular Mechanics embedding
technique

QQZZ QQZZ-screening [129]

QQZZR4 QQZZR4-screening [131, 132]

RR-QR Rank-Revealing QR-Decomposition [142, 143]

RI Resolution of Identity

RI-LVL localized Resolution of Identity

RI-LVLfull localized Resolution of Identity (using a RI-V
implementation)

RI-SVS overlap-metric based RI

RI-V coulomb-metric based RI

RMSD Root-Mean Square Deviation

SCF Self-Consistent Field

SCS-MP2 Spin-Component-Scaled 2nd Order Møller-Plesset
Perturbation Theory

SOS-MP2 Spin-Opposite-Scaled 2nd Order Møller-Plesset
Perturbation Theory

SVD Singular Value Decomposition [142, 143]

TD-DFT Time-Dependent Density Functional Theory

THC Tensor-Hyper-Contraction

QMC Quantum Monte Carlo

WFT Wave Function Theory

dft functionals

B2-PLYP B2-PLYP (double hybrid) [68]

B-LYP Becke-Lee-Yang-Parr (GGA) [58, 59]

FSIC-LSD Fermi-Orbital Self-Interaction Corrected Local Spin
Density (LDA) [57]
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notation conventions and acronyms

HSE06 Heyd-Scuseria-Ernzerhof (range-separated hybrid) [66]

MBD Many-Body-Dispersion (Van-der-Waals correction [73])

PBE Perdew-Ernzerhof-Burke (GGA) [60]

PBEsol Perdew-Ernzerhof-Burke for solids (GGA) [62]

PBE0 Perdew-Ernzerhof-Burke (hybrid) [65]

RPA Random-Phase Approximation [6, 7]

rPBE revised Perdew-Ernzerhof-Burke (GGA) [61]

rPT2 renormalized 2nd Order Perturbation Theory [7]

SCAN Strongly Constrained and Appropriately Normed (mGGA)
[64]

SIC-LSD Self-Interaction Corrected Local Spin Density (LDA) [56]

TPSS Tao-Perdew-Staroverov-Scuseria (mGGA) [63]

TS Tkatchenko-Scheffler (Van-der-Waals correction [70])

vdWsurf Tkatchenko-Scheffler for surfaces (Van-der-Waals
correction [71])

VWN Vosko-Wilk-Nusair (LDA) [51]

XYG3 XYG3 (double hybrid) [69]

computational packages and libraries

CRYSTAL CRYSTAL - a computational tool for solid state chemistry
and physics [145]

FHI-aims Fritz Haber Institute ab initio molecular simulations [110]

MPI Message Passing Interface [134]

NWChem NorthWest computational Chemistry [120]

OpenMP Open Multi-Processing [133]
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S E L B S T S T Ä N D I G K E I T S E R K L Ä R U N G
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[85] M. Kaltak, J. Klimeš, and G. Kresse. “Cubic scaling algorithm
for the random phase approximation: Self-interstitials and va-
cancies in Si.” In: Phys. Rev. B - Condens. Matter Mater. Phys.
90.5 (2014), pp. 1–11. doi: 10.1103/PhysRevB.90.054115.

[86] O. T. Hofmann and P. Rinke. “Band Bending Engineering at
Organic/Inorganic Interfaces Using Organic Self-Assembled
Monolayers.” In: Adv. Electron. Mater. (2017), p. 1600373. doi:
10.1002/aelm.201600373.

[87] T. Vreven, K. S. Byun, I. Komáromi, S. Dapprich, J. A. Mont-
gomery, K. Morokuma, and M. J. Frisch. “Combining Quan-
tum Mechanics Methods with Molecular Mechanics Methods
in ONIOM.” In: J. Chem. Theory Comput. 2.3 (2006), pp. 815–826.
doi: 10.1021/ct050289g.

[88] L. W. Chung, W. M. Sameera, R. Ramozzi, A. J. Page, M. Hatanaka,
G. P. Petrova, T. V. Harris, X. Li, Z. Ke, F. Liu, H. B. Li, L.
Ding, and K. Morokuma. “The ONIOM Method and Its Ap-
plications.” In: Chem. Rev. 115.12 (2015), pp. 5678–5796. doi:
10.1021/cr5004419.

[89] D. Berger, H. Oberhofer, and K. Reuter. “First-principles embedded-
cluster calculations of the neutral and charged oxygen vacancy
at the rutile TiO2 (110) surface.” In: Phys. Rev. B 92.7 (2015),
p. 075308. doi: 10.1103/PhysRevB.92.075308.

[90] A. C. Ihrig, C. Schiffmann, and D. Sebastiani. “Specific quan-
tum mechanical/molecular mechanical capping-potentials for
biomolecular functional groups.” In: J. Chem. Phys. 135.21 (2011),
p. 214107. doi: 10.1063/1.3664300.

[91] D. Berger, A. J. Logsdail, H. Oberhofer, M. R. Farrow, C. R. A.
Catlow, P. Sherwood, A. A. Sokol, V. Blum, and K. Reuter.
“Embedded-cluster calculations in a numeric atomic orbital
density-functional theory framework.” In: J. Chem. Phys. 141.2
(2014), p. 024105. doi: 10.1063/1.4885816.

[92] P. M. W. Gill and J. a. Pople. “The prism algorithm for two-
electron integrals.” In: Int. J. Quantum Chem. 40.6 (1991), pp. 753–
772. doi: 10.1002/qua.560400605.

[93] J. L. Whitten. “Coulombic potential energy integrals and ap-
proximations.” In: J. Chem. Phys. 58.10 (1973), pp. 4496–4501.
doi: 10.1063/1.1679012.
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