
 

 

 

Supplementary Figure 1: Measuring the size of Ca2+-channel- and bassoon-clusters using 2D 

Gaussian fits 

The lengths and widths of CaV1.3 Ca2+-channel- and bassoon-clusters were measured by fitting 2D 

STED images of the CaV1.3 (green) and bassoon (magenta) immunofluorescence at IHC AZs using 2D 

Gaussian functions. The resulting fit profiles are indicated by line contours, with green lines 

indicating the half-maximum. The resulting full-widths-at-half-maxima of the long and short axes are 

indicated below the fits. Scale bar: 100 nm.  



 

 

 

Supplementary Figure 2: Estimating synaptic Ca2+-influx by combining focal depletion of 

extracellular [Ca2+] with confocal Ca2+-imaging of AZ Ca2+-signals. 

(a) Monitoring of the fluorescence change of targeted (red lines) and neighboring synapses (grey and 

black lines) during depolarization (from 0.05 to 0.32 s) and increasing iontophoretic application of 

EGTA (indicated by blue line) showed that while most neighboring synapses were virtually 

unaffected by the application (grey lines), some showed a minor decrease in F/F0 (black lines). 

Fitting of a line to the part of the recording during which iontophoresis was active (0.1 to 0.25 s) 

allowed determination of the final change in F/F0 of the neighboring synapses. This was then used 

to correct the change in ICa. 

(b) Plot of the change of whole-cell Ca2+-current (ICa), evoked by iontophoretic application of EGTA, 

against the resulting (F/F0) at n=19 targeted AZs from N=19 IHCs. Different colors indicate data 

from different cells. 

(c) Same as in (b), recorded in the presence of 5 µM of the agonistic dihydropyridine BayK8644 

which prolongs the opening time of Ca2+-channels, thus doubling the depolarization-evoked currents 

and F/F0 (n=12 targeted AZs from N=12 IHCs). 

(d) Box plot of the Ca2+-currents carried by the individual AZs from (b), calculated from the 

depolarization-evoked change in AZ Ca2+-indicator fluorescence (F/F0) and the ((F/F0))/(ICa)-

slope obtained from the change of synaptic Ca2+-current during iontophoretic application of EGTA. 

The average value is indicated by a bold black cross, while individual data points are shown as small 

grey crosses.  



 

 

Supplementary Figure 3: Validating the estimation of the number of Ca2+-channels at the AZ by 

optical fluctuation analysis 

(a) Baseline variance (at -117 mV) of Fluo-4FF fluorescence is determined by photon shot noise 

(σ²FCa ≈ <FCa>).  

(b) Simulated Ca2+-binding responses of Fluo-4FF ([Ca-Fluo4FF]) to varying open times of a single 

Ca2+-channel (iCa = 0.6 pA) in center of PSF. The amplitude of the response to openings > 5 ms 

reaches a steady-state due to the balance of Ca2+-influx and Ca2+-removal by the non-fluorescent 

Ca2+-chelator EGTA (10 mM). The growing amplitude with increasing open times for shorter openings 

is mainly due to the limited on-rate of the indicator (‘sampling‘: 2 kHz; 1 mM Fluo-4FF, 10 mM 

EGTA). 

(c) Example simulation with NCa = 100 (equal contr. to signal; 50 sweeps), using [Ca-Fluo4FF]) 

responses (see (b)) to exponentially distributed closing times of the 100 Ca2+-channels (τ = 1.3 ms). 

This simulation yielded NCa = 116. On average (100 simulation repetitions), NCa was estimated as  

88 ± 22 (± SD). The bandwidth limitation imposed by the kinetics of Ca2+-binding to the indicator has 

no major effect on the estimation of the number of channels. 

(d) Schematic illustration of unequal contribution of Ca2+-channels (red circles; distributed randomly 

over a quadratic area with d = 420 nm), due to convolution with the microscope‘s PSF. Scale bar: 500 

nm. 

(e) Resultant underestimation of both mean signal (no reaction with Ca2+-indicator considered) and 

mean trial-to-trial variance (NCa = 100, iCa = 0.6 pA, 50 sweeps, 100 kHz). 

(f) Corresponding variance-to-mean relationships and quadratic fits (equal contribution: NCa = 106,  

iCa = 0.56pA; unequal contribution: NCa = 92, iCa = 0.29 pA), as well as theoretical prediction (grey 

parabola). Note the underestimation of unitary response, but relative stable estimate of NCa.  



 

 

 

Supplementary Figure 4: Age-dependence of maximal presynaptic Ca2+-increase 

Synaptic Ca2+-signals imaged by spinning-disk confocal microscopy as described for the selective 

suppression of Ca2+-influx at individual AZs (Fig. 3). The box plot of the background-normalized 

maximal Fluo-8FF fluorescence increase (F/F0, max) in response to ramp-depolarization of IHC active 

zones from wildtype mice shows a slight difference between age groups P15-17 (red,  

F/F0, max=1.17 ± 0.05, median 1.02) and P21-28 (black, F/F0, max=1.12 ± 0.09, median 0.88, p=0.03, 

Mann Whitney U test, statistical power: 0.07).  

 

  



 

 

 

Supplementary Figure 5: Fluorescence lifetime measurement of various Ca2+-indicators.  

(a-f) The fluorescence lifetime of a selection of frequently used Ca2+-indicators was recorded in 

confocal spot-detection with time-correlated single-photon counting at high and low [Ca2+] in 

buffered saline (Calbuf-1, World Precision Instruments, Sarasota, FL, USA). The normalized log-

normal plots show an increased lifetime upon Ca2+-binding for Oregon Green BAPTA-1 (OGB-1; a), 

OGB-5N (b), Fluo-4FF (d) and Fluo-5N (f), while no lifetime change was found for Fluo-4 (c) and Fluo-

5F (e) between high and low [Ca2+]. All indicators show a linear decline in the log-normal plot form 

which indicates a mono-exponential decay. Dotted line in (a): Impulse response function. In 

conclusion, some but not all indicators that show a large Ca2+-dependent increase in fluorescence 

display a Ca2+-dependent change in lifetime. The Ca2+-dependent fluorescence increase of 

Ca2+-indicators can be due to a change in quantum yield (Ca2+-dependent lifetime), a change in the 

extinction coefficient, or in both parameters2.  

  



 

 

 



 

 

Supplementary Figure 6: Photostability of fluorescent Ca2+-indicators in STED microscopy.  

(a) Indicators were dissolved in low Ca2+-buffer solution (10 nM [Ca2+]) and fluorescence was 

recorded at 488 nm excitation. Fluorescence was depleted with a Gaussian shaped STED beam at 

595 nm. The STED beam was switched on and off with an electro-optic modulator. The only 

difference in STED mode compared to the Ca2+-spot measurements was that the phase plate was 

removed to switch off the fluorescence as much as possible. In reverse mode the temporal 

alignment was changed; the excitation pulse of ~110ps full-width half-maximum was delayed and 

followed the ~300ps long STED pulse. Here, no change in fluorescence intensity would be expected 

due to the STED pulse if the only effect of the STED laser on the dye would be stimulated emission 

depletion. Effects of the STED laser in reverse mode, however, would point to potential photo-

damage. 

(b) STED switched off the fluorescence of the Ca2+-indicators OGB-1, OGB-5N, Fluo-4, and Fluo-5F but 

had no or very little effect on the fluorescence in reverse pulse mode when the fluorophores were in 

the ground state. Fluo-4FF and Fluo-5N, however, showed an increase in fluorescence in reverse 

pulse mode in low [Ca2+] which might result from photo-damage of the BAPTA chelator from the dye 

by the STED light.  

(c) Lifetime measurement of Fluo-4FF and Fluo-5N with and without STED in low and high [Ca2+]. Due 

to the reverse pulse used here, no change in lifetime should be visible when using STED light. Both 

indicators showed a change towards longer fluorescent lifetime with STED light in low [Ca2+] (dotted 

and straight blue line) while there was no change in high [Ca2+] (red). The increase in lifetime of the 

Ca2+-free dye might reflect photo-damage of the Ca2+-chelator moiety of the dye which normally 

quenches the fluorescence. OGB-1, OGB-5N, Fluo-4 and Fluo-5F, showed no indication for photo-

damage with lifetime imaging or with STED in reverse pulse mode (b) and therefore are suitable for 

STED Ca2+-imaging. Our study thereafter focused on using OGB-5N because its low affinity met our 

requirements for imaging AZ Ca2+-signals. 

 

  



 

 

 

Supplementary Figure 7: Layout of the theoretical model of AZ topography. 

120 Calcium channels were randomly distributed across a 67 nm x 430 nm rectangular area, with a 

nearest-neighbor-distance of at least 10 nm. 

  



 

 

 

Supplementary Figure 8: Lateral spread of fluorescence from IHC AZs 

(a) Average of 38 line scans of fluorescence increase at an IHC AZ evoked by short (5 ms) 

depolarizations to -14 mV. 

(b) Full width of half maximum of Gaussian fits to individual lines from the recording shown in (a). 

The inset shows a representative fit (red) on top of the line profile (black). Note that the size of the 

Ca2+-domain reaches a steady state within less than 1 ms. 

(c) Mathematical simulation of the increase of Ca2+-bound OGB-5N at an IHC AZ during a 1 ms 

depolarization, from the model shown in Fig. 5. 

  



 

 

 

Supplementary Figure 9: Analysis of OGB-5N lifetime recordings: Fitting procedure and instrument 

response function 

(a) The two possible states of the Ca2+-indicator dye OGB-5N, Ca2+-bound (blue trace) and Ca2+-free 

(green trace), exhibit starkly different fluorescence lifetimes and extinction coefficients and 

therefore can be discerned readily by fluorescence decay analysis. The total fluorescence signal from 

OGB-5N at an arbitrary Ca2+-concentration will be a superposition of fluorescence from both states, 

and can be fitted by a bi-exponential function convolved with the instrument response function of 

the microscope (IRF, red trace), which was recorded by putting a mirror in the object plane. 

(b) An exemplary confocal fluorescence decay recording (blue crosses) was fitted with an IRF-

convolved biexponential function (red trace), allowing the faithful dissection of the OGB-5N signal 

into a slow (blue line) and a fast component (orange line). 



 

 

 (c, d) The fluorescence lifetimes of the Ca2+-bound and Ca2+-free state were determined by 

measuring the fluorescence decay of OGB-5N in either Ca2+-saturated (c) or Ca2+-free solution (d). 

The resulting data (blue crosses) were fitted with a single exponential function convolved with the 

system IRF (red), resulting in lifetimes of τB = 3.24 ns ± 0.03 ns for Ca2+-bound OGB-5N (c) and  

τU = 0.23 ns ± 0.03 ns for free OGB-5N (d). The lifetime values of each state were held constant when 

fitting experimental data with unknown [Ca2+], leaving only the amplitudes as free variables. 

 (e) The fluorescence decay of OGB-5N in Ca2+-free solution could not perfectly be described with a 

monoexponential decay, with the fit deviating perceptibly beyond 1 ns. By adding a second 

exponential decay component with a longer lifetime (between 0.3—1.0 ns) to the fit, the later 

deviations could be removed fairly well. Noticeably, however, this did not significantly improve the 

fit during the initial first nanosecond. Furthermore, the amplitude of the additional (longer) lifetime 

component was smaller by about 1—2 orders of magnitude, and the lifetime of the second 

component varied unpredictably between different measurement trials. Conclusively, we did not 

add this third decay component to the fitting procedure for evaluating experimental data, as it 

added high unpredictability to the fits without noticeably improving the quality or robustness of the 

results. 

Additional notes: 

When fitting experimental data, the long and short lifetime values were kept constant, as 

predetermined by calibration measurements. The resulting amplitudes of the bi-exponential fit (αB 

and αU, respectively) were then normalized using the total (fluorescence) photons F, according to 

the identity:  

𝐹 = 𝐹B + 𝐹U = 𝛼B𝜏B + 𝛼U𝜏U (Equation 18) 

 

  



 

 

 

Supplementary Figure 10: Estimation of the brightness increase factor b 

(a) When OGB-5N is not bound to Ca2+, the brightness of the fluorophores is significantly diminished 

due to quenching. This means that for identical dye concentration under identical excitation and 

detection parameters, Ca2+-bound OGB-5N (blue) emits many more photons than free OGB-5N 

(green). Displayed are fluorescence decay curves of OGB-5N recorded in saturating or desaturating 

Ca2+-environments, the area under the curve denoting the detected photons. 

(b) We corrected for this difference in brightness by determining the ‘brightness increase factor’ b, 

which denotes the increase in photons emitted by OGB-5N upon binding of Ca2+. There are 

numerous ways to determine the brightness increase factor b, such as plotting the photons detected 

in the slow channels versus the fast channel and determining the slope of the linear fit to the data 

(here, 26.7 ± 0.6). 

(c) We considered all measurements of the brightness increase factor b by combining them into a 

weighted average of the brightness increase of OGB-5N upon binding of Ca2+, resulting in a 

brightness factor of b = 28.02, which was used for further calculations. Grey symbols are individual 

data points, size scaled according to the weighting factor which was assigned based on the number 

of individual measurements and the number of different samples used for each data point. The 

horizontal black line indicates the median of 27.83. A second method of determining the brightness 

increase was to measure the amplitudes of the bi-exponential fits determined by the fitting routine 

for the fluorescence decay curves, which resulted in an amplitude ratio (bound/unbound) of 

1.99±0.06. Multiplication of this amplitude ratio with the ratio of fluorescence lifetimes 
𝜏𝑠𝑙𝑜𝑤

𝜏𝑓𝑎𝑠𝑡
 results 

in a brightness factor of 28.0. 

  



 

 

Supplementary Figure 11: Correcting for differences in the STED efficiency for Ca2+-free and -bound 

OGB-5N 

(a) The effect of increasing STED powers on the fluorescence signal recorded from Ca2+-saturated 

OGB-5N dye solution. The STED beam induces a rapid de-excitation of excited fluorophores, leading 

to an additional fast fluorescence decay in the first 200–400 ps. After the STED pulse, the 

fluorescence decay returns to its natural lifetime of 3.24 ns. 

(b) Identical STED powers achieve different effective focal volumes of the Ca2+-bound and Ca2+-free 

OGB-5N dye, due to different STED efficiencies. Sketch of the different effective focal volumes 

achieved by STED imaging of Ca2+-bound (long, green) and Ca2+-free (short, blue) OGB-5N compared 

to the focal volume from confocal imaging (orange). Not drawn to scale. 

(c, d) The Ca2+-bound dye (d) can be de-excited with STED much more efficiently than Ca2+-free dye 

(c), primarily due to its longer lifetime. The difference in STED efficiency of the two states of the dye 

can be seen by comparing the reduction in fluorescence from confocal recordings (red) to 

measurements with moderate STED power (blue, green) for either in Ca2+-free (c) or Ca2+- saturated 

dye solution (d). The light red shaded areas indicate the difference in photon yield between confocal 

and STED recordings. 

 (e) Increasing STED power causes stronger reduction in fluorescence for Ca2+-bound dye (blue, 

approximately 80% at 60 mW) compared to Ca2+-free dye (orange, approximately 40% at 60 mW). 

The ratio of these STED efficiencies 𝑠 =
𝑑𝑏𝑜𝑢𝑛𝑑

𝑑𝑓𝑟𝑒𝑒
 (green, Equation 19) likewise denotes the ratio of 

effective focal volumes of the Ca2+- bound and free dye. We used this ratio s to perform the STED 

efficiency correction while calculating [Ca2+] from raw photon data, as described in the methods.  



 

 

 

Supplementary Figure 12: Modification to the fitting procedure (“blanking”) when acquiring 

fluorescence decay curves using STED nanoscopy 

 (a) The active STED beam causes a rapid fluorescence decay due to the de-excitation of 

fluorophores. In order to minimize the impact of this effect on the measured lifetime ratio, the time 

during which the STED beam was active (i.e. the first 300 ps after the onset of the excitation pulse) 

was excluded from the fit (grey bar). For calculating the fractions of slow and fast fluorescence, the 

amplitudes resulting from the fitting procedure were back-extrapolated to the onset of fluorescence, 

before being normalized using the total number of detected photons F. 

 (b) In order to test whether the “blanking” of the lifetime fits influenced the calculated [Ca2+] values, 

we used experimental data (blue crosses) from confocal recordings (where blanking is not required) 

and fitted them using either the entire data range (red line) or the truncated range (green line, 

excluding the blanked range). This was done for data sets with different brightness levels and, 

different [Ca2+] ranges, both depolarized and at resting potential. In general, “blanking” the initial 



 

 

data range hardly altered the resulting fit at all, irrespective of brightness level or [Ca2+]. The fit 

residuals (lower panel) for both methods were almost identical. 

(c) One reason the fit algorithm is so robust, even when the initial range of the data is blanked, 

might be explained by the different brightness of the bound and unbound dye. Displayed are 

fluorescence decay curves recorded at a synaptic active zone, during depolarization (blue) and at 

resting potential (green). Note that the initial peak is nearly identical in height, but that the 

subsequent tail is notably higher for the depolarized curve. The blanking will not influence the 

algorithm fitting the long-lasting fluorescence decay, where the change in fluorescence due to the 

Ca2+-binding of the dye is most noticeable. 

(d) An exemplary confocal xy-raster recording at a synaptic active zone. Displayed are the resulting 

[Ca2+] levels (in µM), as estimated by fitting either the entire data range (top panel) or the truncated 

data range (center panel, excluding the blanked range). The difference in calculated [Ca2+] between 

both recordings (lower panel) showed no systematic bias, and on average the (absolute) [Ca2+]-

differences between both methods were less than 0.4 µM – 1 µM, depending on the [Ca2+]-level 

recorded at the AZ. This corresponded to an average difference of approx. 2%–3% of the maximum 

[Ca2+]. 

(e) The robustness of the blanked versus the full-range fits can also be illustrated by considering how 

many photons were sorted differently by the blanked fitting procedure. Displayed are the 

percentage of photons FU/F assigned to the fast (unbound) channel, when fitting either the full range 

(black) or excluding the first 300 ps (red), for [Ca2+] values of 10 nM, 11 µM, and 40 µM and for  

N = 50 identical measurements each. On average the amount of photons that were assigned 

differently when using the reduced fitting range was between 0.4—2.8%.  

 

  



 

 

 

Supplementary Figure 13: Ex vivo calibrations in living IHCs 

When measuring calibration solutions with different levels of [Ca2+] in vitro, we were able to either 

completely populate (>99%) or depopulate (<1%) the Ca2+-bound state of OGB-5N, allowing for 

precise calibration measurements of various dye properties, as well as determining [Ca2+] with high 

confidence. When we tried to replicate these calibration measurements in ex vivo conditions, by 

filling IHCs with intracellular solution buffered to specific [Ca2+] values, we noticed that the dye 

behaved differently. Despite filling the cells with highly saturating intracellular solutions (extremely 

high: [Ca2+]= 50 mM (red) or very low: 10 nM (purple), respectively), we could neither depopulate 

the bound state below 1—1.5% (purple), nor populate the bound state to higher than ~55% (red). 

When measuring these exact same solutions either directly in the glass pipette or (blown out into) 

the extracellular solution, we were again able to measure a much higher dynamic range. It appears 

that inside the cells a certain fraction of the dye is unresponsive to the [Ca2+] environment, showing 

either a permanently bound or unbound behavior. For this reason we considered this fraction of the 

dye to be [Ca2+]-insensitive, and have included this fraction into our models to be able to re-calibrate 

the resulting [Ca2+] values from the fluorescence decay measurements. 

In conclusion, we estimate the maximum obtainable fraction of the signal in the slow channel to be 

~60% and the minimum ~1%. 

  



 

 

 

Supplementary Figure 14: In-vitro determination of the dissociation constant of OGB-5N 

The dissociation constant KD of the calcium indicator OGB-5N varied depending on the precise 

environment in which it was measured. We determined the effective dissociation constant Keff of 

OGB-5N by recording the fluorescence decay of OGB-5N in commercially available Ca2+-buffer (a) 

and in intracellular solution (b, used for patch-clamping) with various different Ca2+-concentrations 

(ranging from 10 nm to 50 mM). The photon counts that were assigned to originate from the Ca2+-

bound dye (FB) by the fitting routine were plotted against the calculated free [Ca2+] and fitted with 

either 

𝑅B =
([𝐶𝑎2+])

([𝐶𝑎2+])+𝐾eff
 (Equation 20) 

with RB the fraction of Ca2+-bound dye or 

𝐹B = 𝐹B,max ∙
([𝐶𝑎2+])

([𝐶𝑎2+])+𝐾eff
 (Equation 21) 

with FB,max being the maximum slow counts measured at saturating Ca2+-concentration. 

(a) In commercially available Ca2+-buffer solutions (Calbuf-1 & Calbuf-2, WPI, Berlin, Germany) OGB-

5N displayed a dissociation constant Keff = 39 ± 4 µM, similar to values described previously. 

(b) When we determined the effective dissociation constant Keff of OGB-5N in an environment as 

close as possible to the ex vivo experiments, i.e. in intracellular solution (for patch-clamping) with 

various different Ca2+-concentrations, we found the Keff ~ 195 µM to be much higher both in confocal 

recordings (green data points and fit) and STED recordings using different STED intensities (blue and 

purple data points and fit). 

  



 

 

 

Supplementary Figure 15: Comparison of lifetime-based [Ca2+] estimation to a fluorescence-

increase based method - verification of STED lifetime measurements 

(a) Comparison of the percentage of Ca2+-bound dye, as determined by exponential fitting of 

fluorescence lifetime recordings for different [Ca2+] to the established method of [Ca2+] estimation 

by measuring the fluorescence increase upon Ca2+-binding as 

𝐹−𝐹min

𝐹max−𝐹min
 (Equation 22) 

resulted in a linear relation with a slope of 0.9 (confocal) or 1.3 (STED), irrespective of whether the 

calculation of 
𝐹−𝐹min

𝐹max−𝐹min
 was performed with the total measured photon counts (green symbols) or 

only with those that had been assigned to the slow component of fluorescence decay (blue 

symbols). For lower Ca2+-concentrations (less than 40% bound OGB-5N), the match was still better, 

with slopes of 1.0 (confocal) and 1.1 (STED). 

(b) Comparing estimates of the percentage of Ca2+-bound OGB-5N from STED and confocal spot 

detection for various [Ca2+]. Estimates from measurements with dye in diluted pure CaCl2 solution 

(crosses) and dye in intracellular solution with addition of Ca2+ and citrate (circles) showed a good 

agreement between confocal recordings and STED-recordings using different STED laser intensities 

(12.3 mW, yellow, and 18.2 mW, red), as long as Ca2+-bound OGB-5N was lower than 40%. For higher 

percentages, STED imaging tended to overestimate the contribution of the fast component of 

fluorescence lifetime. All recordings in live IHCs resulted in Ca2+-bound dye ratios of well under 40%, 

implying that both STED and confocal recordings allowed matching and faithful calculations of free 

[Ca2+] in the our current experiments. 

 

  



 

 

 

Supplementary Figure 16: Confocal and STED point spread functions 

(a) Effective point spread functions (PSFs) of the STED nanoscope used for live ex vivo Ca2+-imaging, 

recorded using 40 nm fluorescent beads (yellow-green Fluorescent Microspheres, Molecular 

Probes). Confocal (left) and STED (right) PSFs, in the optical (xy) plane (top) and along the optical (yz) 

axis (bottom). Scale bars: 200 nm (horizontal), 500 nm (vertical). 

(b) The STED PSFs here display a FWHM of 64 nm in the optical (xy) plane and of 542 nm along the 

optical axis (z). Note that these recordings were not taken inside tissue, but mounted on a coverslip. 

  



 

 

Supplementary Methods 

Potential overestimation of the number of Ca2+-channels measured by application of EGTA 

A considerable fraction of Ca2+-channels (estimated here to be up to 50 %) in IHCs is extrasynaptic. 

Spread of EGTA following iontophoretic application at the AZ might also suppress Ca2+-currents 

through nearby extrasynaptic channels. If we assume that in IHCs extrasynaptic Ca2+-channels are 

only found in the ~550 µm² of basolateral membrane (see ref. 5 for details), we arrive at a density of 

~1 extrasynaptic channel per µm². Further assuming that EGTA does not spread further than 2 µm 

from the site of application, we would conclude that no more than ~12 extrasynaptic channels are 

suppressed by EGTA near the analyzed AZs, resulting in an overestimation of on average ~10%, 

which would more strongly affect the smaller AZs. However, it appears quite possible that the 

density of extrasynaptic channels is higher near the AZs, which would result in an even higher 

overestimation of the number of synaptic Ca2+-channels. 

Modeling the contribution of single Ca2+-channels to the optical fluctuation data 

The kinetics of the association and dissociation reactions between free Ca2+-ions and the Ca2+-

indicator (Fluo-4FF) will affect the properties of the detected fluorescence signal, which is largely 

dominated by Ca2+-bound Fluo-4FF. In a first step, to assess the degree to which the amplitude of the 

Ca2+-indicator fluorescence is affected by the duration of the open state of the Ca2+-channel, we 

used a diffusion–reaction calculator (CalC [http://web.njit.edu/~matveev/calc.html]3) to simulate 

synaptic Ca2+-entry into the cytoplasm from a single channel, subsequent diffusion, and reaction 

with defined buffer species (chosen to match the experimental conditions), as previously described4. 

The simulation volume was cylindrical (3 µm radius and height, with 20 nm edge length of the 

unitary simulation areas) and we simulated openings of various durations (from 10 µs to 10 ms). The 

boundary plane harboring the Ca2+-channel was considered to represent the plasma membrane and 

was therefore set to be reflective for all species. At all other boundaries, the concentration was kept 

constant at the resting level of the respective species. Because we focused on short durations of Ca2+ 

entry (≤ 10 ms), we disregarded Ca2+-removal mechanisms5. The final readout for these simulations 

was the mean concentration of Ca2+-bound Fluo4-FF in a simulated PSF (centered on the Ca2+-

channel and matched to the experimentally determined dimensions of our imaging system), 

weighted by relative amplitude of the PSF at a given simulated area (Supplementary Fig. 3d). The 

resulting responses were, in a second step, used to simulate ensembles of Ca2+-bound Fluo4-FF 

‘transients’ from N = 100 individual Ca2+-channels within the PSF of our imaging system, from the 

onset of the repolarization of the IHC from +53mV to –67mV, i.e. from the onset of the Ca2+-tail 

current. For these simulations, we assumed a homogenous contribution of all N = 100 Ca2+-channels 

to the summed signal, and ran 50 repetitions (sweeps), from which we calculated the ensemble 

mean and variance. For each Ca2+-channel in each sweep, the initial probability to be open (po) at the 

beginning of the sweep (i.e. at the onset of the Ca2+-tail current) was set to 0.9 (slightly higher than 

the experimentally estimated maximum po of 0.826). Then, if a given Ca2+-channel was found to be 

open at the onset of the simulated sweep (90% probability), its open time was randomly drawn from 

an exponential probability distribution function with τ = 1.3ms, chosen to be in the range of 

experimentally measured values for IHC Ca2+-channels7, and the corresponding Ca2+-bound Fluo4-FF 

‘transient’ chosen. As the steady-state po at –67mV is very low, we made the simplifying assumption 

that a Ca2+-channel will not re-open once it closed. The resulting variance over mean plot was fitted 



 

 

with a quadratic function to obtain an estimate of the number of Ca2+-channels underlying the 

ensemble signal8 (Supplementary Fig. 3c).  

 

Modeling uneven contribution of Ca2+-channels 

In addition to potential artifacts arising from bandwidth limitations imposed by the reaction kinetics 

of the Ca2+-indicator, we expected an effect of an uneven contribution of the individual 

Ca2+-channels, due to their differential localization within the PSF of our imaging system, which we 

addressed by modeling (Supplementary Fig. 3d). To this end, we simulated Ca2+-currents for each 

channel and each sweep in the same way as described above (however, without considering any 

reaction between free Ca2+-ions and the Ca2+-indicator (Fluo-4FF) as a simplification) and then scaled 

it by the relative position of the Ca2+-channel with regard to the center of the PSF. Again, we then 

summed the simulated traces for all Ca2+-channels in each sweep and calculated the ensemble mean 

and variance for all 50 sweeps (Supplementary Fig. 3e,f). 

However, the activity of Ca2+-channels situated completely outside the PSF would still be lost to the 

imaging process if the Ca2+ entering through these channels would not diffuse into the PSF. 

Considering the larger size of IHC Ca2+-channel clusters (100 – 600 nm, compared to a PSF size of 

~280 nm), it appears likely that this method underestimates the number of Ca2+-channels present at 

the AZ. 

 

Diffusional spread of Ca2+-bound OGB-5N from the AZ 

There are two relevant time scales when considering what influence diffusion of the Ca2+-dye or –

ions might have on our measurements. First, the diffusion of ions and dye away from the AZ over the 

course of an image, i.e. over (tens of) milliseconds or until a steady state sets in, and second, the 

possible movement of the dye during one excitation/detection-cycle (as determined by the temporal 

separation of the individual laser pulses of ~25ns). The latter effect could conceivably cause a 

“blurring of the PSF” as excited dye molecules from inside the (effective) focal volume of the STED 

nanoscope diffuse outside before spontaneously fluorescing. 

We performed line-scan recordings of the depolarization-evoked fluorescence increase at IHC AZs in 

order to measure the speed of the lateral increase of fluorescence away from the AZ. Even though 

we measured at scan rates of 1.5 kHz, we still could only detect a smaller-sized presynaptic Ca2+-

domain during the first line of the scan (< 1ms, see Supplementary Fig. 8a,b). This finding is in line 

with modeling data indicating that the lateral spread of Ca2+-bound OGB-5N reaches a steady state 

after as little as 400 µs (Supplementary Fig. 8c). Since this steady state is reached early on during the 

depolarization, we can assume the Ca2+-domain to be stable during our image acquisition, such that 

lateral diffusion of the dye does not impair the imaging conditions.  

Additionally, diffusional movement of individual excited dye molecules out of the effective focal 

volume of the STED nanoscope is not expected to have any noticeable impact on the spatial 

resolution, given the limited time frame. Within the 25 ns elapsing between two consecutive laser 

pulses, a single dye molecule is expected to move on average as little as 2.3 nm (calculated from 

𝑙 = √𝑡 ∙ 2𝐷, with l the average diffusion length, t the time available for diffusion [here 25 ns], and D 



 

 

the diffusion coefficient [here 0.1 µm² ms-1]). Given an effective focal area (during STED 

measurements) between 50 nm–100 nm, this effect should be entirely negligible. 

 

Estimating [Ca2+] 

We performed the calculation of [Ca2+] similar to previously published analysis methods2,9 which we 

will explain in detail here. In the case of the dye used in the super-resolution Ca2+-imaging 

experiments, OGB-5N, we assume that it exists in two distinct states, Ca2+-bound or Ca2+-free (i.e. 

unbound; Supplementary Fig. 9c,d). We will call these states B (bound) and U (unbound), with the 

partial fluorescence intensities FB & FU, and the partial concentrations [B] & [U]. We assume that 

the fluorescence intensity from each separate state depends linearly on the partial concentration 

(i.e. there are no nonlinear effects, such as excitation- or detection saturation). 

𝐹B = 𝜎B[𝐵], 𝐹U = 𝜎U[𝑈] (Equations 23,24) 

Here, 𝜎B and 𝜎U are the coefficients of proportionality for each state. The total fluorescence F will 

then be the sum of the two individual components 𝐹 = 𝐹B + 𝐹U. For simplicity we further assume 

the system to be in equilibrium, and the total concentration of the dye [D] = [B] + [U] to be 

constant. 

We furthermore assume that the fluorescence decay of each state can be described by a 

monoexponential decay with the respective lifetimes 𝜏B, 𝜏U (Supplementary Fig. 9). 

𝐹(𝑡) = 𝛼B𝑒
− 𝑡
𝜏B + 𝛼U𝑒

− 𝑡
𝜏U  (Equation 25) 

Here, 𝛼B and 𝛼U are the amplitudes of the respective decay curves and t is the time. The 

fluorescence contribution from each component can be derived simply from the parameters of the 

exponential decay: 

𝐹B = 𝛼B ∙ 𝜏B, 𝐹U = 𝛼U ∙ 𝜏U (Equations 26,27) 

In order to calculate the partial concentration of the individual components from the parameters 

derived from their partial fluorescence, it follows that: 

𝐹B

𝐹U
=

𝛼B∙𝜏B

𝛼U∙𝜏U
=

𝜎B[𝐵]

𝜎U[𝑈]
 (Equation 28) 

Or stated differently: 

[𝐵]

[𝑈]
=
𝜎U∙𝜏B

𝜎B∙𝜏U
∙
𝛼B

𝛼U
 (Equation 29) 

𝑅B =
[𝐵]

[𝐵]+[𝑈]
=

𝜎U[𝐵]

𝜎U[𝐵]+𝜎U[𝑈]
=

(
𝜎U

𝜎B⁄ )∙𝜎B[𝐵]

(
𝜎U

𝜎B⁄ )∙𝜎B[𝐵]+𝐹U
=

𝐹B 𝑏⁄

𝐹B 𝑏⁄ +𝐹U
 (Equation 30) 

With 𝑏 ≔
𝜎B

𝜎U
 (Equation 15) the brightness correction factor (Supplementary Fig. 10) and 𝑅B the 

fraction of Ca2+-bound dye. 



 

 

We know that the bound dye is brighter than the unbound dye, both due to longer lifetime as well 

as due to a higher extinction coefficient. Therefore the fluorescence will be maximal  

𝐹max = 𝜎B[𝐵]max = 𝜎B[𝐷] when the dye is completely in the bound state B and minimal  

𝐹min = 𝜎U[𝑈]max = 𝜎U[𝐷] when completely in the free state U. 

As [D] is constant, it follows that: 

[𝐵] = [𝐷] − [𝑈], [𝑈] = [𝐷] − [𝐵] (Equations 31,32) 

Further considering that 𝐹 = 𝐹B + 𝐹U, it follows that: 

𝐹 = 𝐹B + 𝐹U = 𝜎B[𝐵] + 𝜎U([𝐷] − [𝐵]) = (𝜎B − 𝜎U)[𝐵] + 𝐹min (Equation 33) 

𝐹 = 𝐹B + 𝐹U = 𝜎B([𝐷] − [𝑈]) + 𝜎U[𝑈] = 𝐹max − (𝜎B − 𝜎U)[𝑈] (Equation 34) 

=>
𝐹−𝐹min

𝐹max−𝐹
=

(𝜎B−𝜎U)[𝐵]

(𝜎B−𝜎U)[𝑈]
=

[𝐵]

[𝑈]
 (Equation 35) 

=>
𝐹−𝐹min

𝐹max−𝐹min
=

(𝜎B−𝜎U)[𝐵]

(𝜎B−𝜎U)[𝐷]
=

[𝐵]

[𝐷]
= 𝑅B (Equation 36) 

In a state of equilibrium the law of mass action holds: 

𝐾D =
[𝑈][𝐶𝑎2+]

[𝐵]
 (Equation 37) 

=> 
[𝐶𝑎2+]

𝐾D
=

[𝐵]

[𝑈]
=
𝐹−𝐹min

𝐹max−𝐹
 (Equation 38) 

=> [𝐶𝑎2+] = 𝐾D  
𝐹−𝐹min

𝐹max−𝐹
 (Equation 39) 

Furthermore it follows that: 

1 +
[𝑈]

[𝐵]
= 1 +

𝐾D

[𝐶𝑎2+]
<=>

[𝐵]+[𝑈]

[𝐵]
=
[𝐶𝑎2+]+𝐾D

[𝐶𝑎2+]
 (Equation 40) 

 From this follows: 

[𝐶𝑎2+]

[𝐶𝑎2+]+𝐾D
=

[𝐵]

[𝐵]+[𝑈]
=

[𝐵]

[𝐷]
= 𝑅B (Equation 41) 

And also: 

[𝐶𝑎2+]

[𝐶𝑎2+]+𝐾D
=

[𝐵]

[𝐷]
=

𝜎B[𝐵]

𝜎B[𝐷]
=

𝐹B

𝐹max
 (Equation 42) 

=> 𝐹B = 𝐹max ∙
[𝐶𝑎2+]

[𝐶𝑎2+]+𝐾D
 (Equation 43) 

 

 

 



 

 

Considering a Ca2+-independent background signal 

Although we never observed any noticeable Ca2+-independent background originating from the 

OGB-5N in vitro, a Ca2+-independent background was present in the environment of the IHCs. Here, 

we observed fluorescence signals both in the fast and slow channel that persisted even in Ca2+-

saturated or -free environments, limiting the observable dynamic range of the dye to  

~2-4% < RB < 60%, i.e. showing several percent of bound dye where no Ca2+ should be present, and 

over 40% of free dye in an environment which should saturate the dye. In order to correctly 

interpret the data from the experiments in IHCs, we adapted our equations to incorporate an 

additional (background) signal from a Ca2+-independent portion of the dye, which can be separated 

into a slow and a fast component. 

 𝐹′: = (𝐹B + 𝐹U)⏟      
𝐶𝑎2+−𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑒

+ (𝑋B + 𝑋U)⏟      
𝐶𝑎2+−𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡

 

= (𝐹B + 𝑋B)⏟      
𝑠𝑙𝑜𝑤

+ (𝐹U + 𝑋U)⏟      
𝑓𝑎𝑠𝑡

 

=:𝐹′B + 𝐹′U 
 

 
 

(Equation 44) 

With F’ the measured fluorescence (including Ca2+-insensitive signal), F’B and F’U the total 

fluorescence signal (as provided by the fitting algorithm) in the bound (slow) and unbound (fast) 

channel, respectively, XB, XU the Ca2+-independent signal and FB, FU the (desired) Ca2+-sensitive signal. 

Assuming there was no Ca2+-insensitive background signal, we could calculate [Ca2+] as derived 

above: 

𝐹B

𝐹max−𝐹B
=

𝜎B𝐵

𝜎B𝐷−𝜎B𝐵
=

𝐵

𝐷−𝐵
=

𝐵

𝑈
=
[𝐶𝑎2+]

𝐾eff
 (Equation 45) 

If we now assume that at resting potential inside the IHC, the free [Ca2+] is in the range of 50 nM4,10, 

then the Ca2+-sensitive dye should be (nearly) completely in the free state, with only marginal signal 

from the bound state. If we now observe the difference between the resting and the stimulated 

state, we obtain: 

∆𝐹′B = 𝐹′B,stim − 𝐹
′
B,rest = (𝐹B,stim − 𝑋B) − (𝐹B,rest⏟  

=0

− 𝑋B) = 𝐹B = ∆𝐹B (Equation 46) 

So by observing the difference between the stimulated and resting states, we can eliminate the slow 

(Ca2+-independent) background signal. 

Furthermore, as in the resting state almost all of the Ca2+-sensitive dye is unbound, we can take the 

fluorescence from the fast channel to estimate Fmin, and, by extension, Fmax. From our ex vivo 

calibration measurements in IHCs we observed fluorescence in the fast channel corresponding to 

40% of the total dye, even at saturating Ca2+-values. We can therefore assume that in the resting 

state Ca2+-sensitive dye corresponds to 60% of the total signal:  

𝐹′U,rest = 𝐹U,rest⏟  
=𝐹min

+ 𝑋U⏟
=0.4∙𝐹′U,rest

 (Equation 47) 

𝐹min = 0.6⏟
≔𝑟max,bound

∙ 𝐹′U,rest (Equation 48) 



 

 

With these two equations, we can eliminate the Ca2+-insensitive background and calculate the [Ca2+] 

according to the earlier derived equations: 

[𝐶𝑎2+] = 𝐾eff ∙
𝐹B

𝐹max−𝐹B
= 𝐾eff ∙

∆𝐹′B

𝐹min∙𝑏−∆𝐹
′
B
= 𝐾eff ∙

∆𝐹′B

𝐹′U,rest∙𝑏∙𝑟max,bound−∆𝐹
′
B

 (Equation 49) 

In the case of STED measurements, the recorded signal in the fast channel needs to be adjusted by 

the STED efficiency factor s to correct for the different STED efficiencies of the fast and slow dye 

component: 

[𝐶𝑎2+] = 𝐾eff ∙
∆𝐹′𝐵

𝐹′U,rest∙𝑏∙𝑟max,bound∙𝑠−∆𝐹
′
B

 (Equation 50) 

For the ex vivo measurements in IHCs, Fmin was calculated not pixel by pixel, but by averaging over 

each pixel in the raster scan, thus minimizing the noise. 

 

Comparison of lifetime-based calculation of [Ca2+] with a fluorescence-increase based method 

To discern whether our lifetime method produced comparable results to the established method of 

measuring the fluorescence increase upon calcium binding, we calculated the ratio of bound and 

unbound dye both using our lifetime method (including the fitting routine) and using only 

fluorescence increase for confocal measurements. According to Equation 36, 

𝐹−𝐹min

𝐹max−𝐹min
=

[𝐵]

[𝐷]
= 𝑅B =

𝐹B 𝑏⁄

𝐹B 𝑏⁄ +𝐹U
 (Equation 51) 

we plotted the percentage of bound dye calculated via lifetime method against the ratio 
𝐹−𝐹min

𝐹max−𝐹min
 

(Supplementary Fig. 15a). As can be seen, the data forms a near perfect diagonal, with a linear fit 

revealing a slope of 1.1, showing that both methods estimate comparable amounts of bound dye 

and, by extension, amounts of free [Ca2+]. 

The percentage of Ca2+-bound dye as estimated from the lifetime method is directly dependent on 

the brightness correction factor, the fluorescence increase ratio, however, is not. Therefore, we can 

use this identity to verify and, if necessary, readjust the brightness correction factor. As the data 

shows, though, the brightness value of 28.02 matched the data quite well (Supplementary Fig. 15a). 

Now that we have verified the lifetime method, we can use the confocal measurements as a scale by 

which to judge the data recorded using STED, for which the calculations are more difficult and which 

require an additional correction factor. In Supplementary Fig. 15b we plotted the percentage of slow 

dye obtained from the STED measurements against the data from the confocal experiments. It can 

be seen, that up until an amount of about 30%—40% of bound dye, both the STED and confocal 

experiments reveal nearly identical data points in vitro. As the data recorded in the measurements in 

IHCs was always in the range of 1—20% of bound dye, this is precisely inside of this range. The [Ca2+] 

determined by STED measurements should therefore match the results from confocal recordings 

For values higher than 40% of bound dye, the curve deviates from the diagonal and instead the STED 

experiments overestimate the amount of free dye (Supplementary Fig. 15b). This is probably due to 

the fact that the fit ignores the initial region immediately following the excitation pulse (“blanking”, 



 

 

Supplementary Fig. 12) in order to omit any fluorescence decrease caused by the STED deactivation, 

which could erroneously be interpreted as a contribution by the short lifetime of the unbound dye. 

With increasing [Ca2+], the diminishing fluorescence from the free dye is being increasingly 

overwhelmed by photons from the very bright, bound dye. As the contribution to the fast decay 

becomes smaller and smaller, the reliability of fitting the remnant decreases, leading to a persistent 

overestimation of the free dye. Therefore, this method is not very accurate in these ranges. The 

STED data reaches maximal values for a percentage of bound dye of around 75%. In order to 

improve the estimate for values of Ca2+-bound dye higher than 40%, an alternative method of fitting 

and correction needs to be applied. 
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