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Abstract Heuristics are commonly viewed in behavioral economics as inferior

strategies resulting from agents’ cognitive limitations. Uncertainty is generally reduced

to a form of risk, quantifiable in some probabilistic format. We challenge both con-

ceptualizations and connect heuristics and uncertainty in a functional way: When

uncertainty does not lend itself to risk calculations, heuristics can fare better than

complex, optimization-based strategies if they satisfy the criteria for being ecological

rational. This insight emerges from merging Knightian uncertainty with the study of

fast-and-frugal heuristics. For many decision theorists, uncertainty is an undesirable

characteristic of a situation, yet in the world of business it is considered a necessary

condition for profit. In this article, we argue for complementing the study of decision

making under risk using probability theory with a systematic study of decision making

under uncertainty using formal models of heuristics. In doing so, we can better under-

stand decision making in the real world and why and when simple heuristics are

successful.
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It is worth reiterating that the economics of risk and uncertainty lost its vitality in a prison of

methodology that did not admit the real world. Uncertainty pervades many important real-world

phenomena that have received less attention from economics than they deserve.

Richard Zeckhauser, 2014.

1 Taking Uncertainty Seriously

Situation where one not only knows in advance the full set of options,

consequences, and probabilities but also can compute the optimal course of action

are situations of risk; examples are gambles and lotteries. Unknown probabilities

create a situation of uncertainty. In The Foundations of Statistics, Savage (1954)

derived subjective probabilities to treat uncertainty in analogy to risk. His Bayesian

decision theory applies to a set of situations for which he used the term small

worlds. He was clear that outside of small worlds his theory of subjective expected

utility maximization has no normative force; that is, it cannot determine the best

option. Savage gave two examples of situations where expected utility theory does

not apply: planning a picnic and playing chess.

Planning a picnic is outside of his theory because one cannot know in advance all

outcomes that might happen and therefore cannot determine the option that will

maximize one’s expected utility. Savage wrote it would be ‘‘utterly ridiculous’’

(1954, p. 16) to apply utility maximization to such situations of uncertainty. Yet

exactly that has become common practice, as a glance in economic journals reveals.

Unlike planning a picnic and similar ill-defined problems, chess is a well-defined

game where an optimal sequence of moves exists, so that a player cannot lose if

following it. However, no human or machine can find the optimal sequence—it is

computationally intractable (Partridge 1992). The problem is that chess has

approximately 10120 different unique sequences of moves (Colley and Beech 1988),

or plays of the game, which is a number greater than the total number of atoms in

the universe. In fact, most interesting problems in machine learning are compu-

tationally intractable and thus need to be addressed using non-optimizing methods,

including smart heuristics. Intractability is a second reason why expected

utility maximization and its variants cannot lead to identifying the best course of

action.

Savage’s modest definition was not inherited by the many who interpret Bayesian

decision theory as a theory for everything, thereby denying the usefulness of the

distinction between risk and uncertainty.1 This denial impedes the fruitful

application of economic theory to those important problems that are ill-defined or

intractable. Moreover, modeling these situations as if they resembled situations of

risk can create illusions of certainty. For instance, in 2003, the distinguished

macroeconomist Robert Lucas declared that economic theory had learned its lesson

from the Great Depression and succeeded in protecting us from future disaster: ‘‘Its

central problem of depression-prevention has been solved, for all practical purposes,

1 For instance, in The Analytics of Uncertainty and Information (2nd ed., 2013, Cambridge University

Press), Bikhchandani, Hirshleifer and Riley introduce Knight’s distinction between risk and uncertainty,

and write: ‘‘In this book, we disregard Knight’s distinction. For our purposes, risk and uncertainty mean

the same thing.’’ (p. 10). And they continue modeling all situations with subjective probabilities, referring

to Savage (1954).
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and has in fact been solved for many decades.’’2 Five years later, the worst crisis

since the Great Depression hit.

In what follows, we first define the difference between risk and uncertainty and

then introduce heuristics as tools for dealing with uncertainty, provide a

classification of heuristics, and explain the basic concepts of the emerging science

of heuristics using the recognition heuristic as an example. This analysis explains

why the view of heuristics in behavioral economics as inferior strategies resulting

from agents’ cognitive limitations is misleading. Taking heuristics seriously has

implications for decision making, in both theory and practice.

2 Risk = Uncertainty

The distinction between risk and uncertainty exists in various versions, most

prominently in Knight (1921). Risky choices can be characterized either as lotteries

or as hedging in financial markets and insurance, and choices under these two types

of risk do not equate with choice under uncertainty. To distinguish risk from

uncertainty, Knight focused on the question whether and how probabilities can be

measured. Following the classical seventeenth- and eighteenth-century distinction

between propensities and observed frequencies, Knight distinguished two kinds of

measurable risk:

RISK-1: Propensities. Probabilities are known by design, that is, a priori, such as

through constructing dice and roulette wheels or by programming slot machines.

Historically, the propensity interpretation has its origins in gambling (Daston 1988).

RISK-2: Relative frequencies in the long run. Probabilities are estimated by

counting events in a reference class, such as rain or mortgage default. Historically,

the frequency interpretation of probability has its origins in mortality tables used to

calculate life insurance and annuities (Daston 1988).

If neither propensities nor relative frequencies are or can be known in the long

run, Knight referred to situations of uncertainty. Related terms are fundamental

uncertainty and, in the NASA terminology popularized by former U.S. Secretary of

Defense Donald Rumsfeld, unknown unknowns.

UNCERTAINTY: If (1) the set of options is not known or (2) the set of their

consequences is not known or (3) the probabilities of these consequences are not

known, or some combination of these, then the situation is one of uncertainty.

By probabilities we mean those that are measurable as propensities or long-run

frequencies. Note that this definition of uncertainty is more explicit than Knight’s in

that it mentions not only that the probabilities cannot be measured empirically, as

Knight put it, but also the possibilities that the set of options and their outcomes

themselves may not fully be known in advance. This definition additionally makes

clear that ambiguity—defined as unknown probability distributions over known

outcomes, as in the Ellsberg Paradox—is only one aspect of uncertainty.

Uncertainty, rather than ambiguity, is typical for entrepreneurial action and the

2 Lucas (2003). Macroeconomic priorities. American Economic Review, 93, 1–14. Quote from p. 1.
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world of business in general. That is why heuristics are used frequently to achieve

successful business choices (Mousavi and Gigerenzer 2014).

Risk is clearly defined, whereas uncertainty comes in many shades, ranging from

out-of-sample prediction to fundamental uncertainty characterizing financial

markets and human interactions. Uncertainty is not the same as risk, and it calls

for its own formal, technical, and practical tools. Notably, under uncertainty,

optimization is by definition infeasible, either because the full set of options and

consequences or their probabilities cannot be known in advance or because the

problem is computationally intractable. Although many decision theorists view this

as an undesirable situation, for entrepreneurs, as Knight argued, it is a necessary

condition for making profit.

3 Tools for Uncertainty

What tools are available to make decisions under uncertainty? It is surprising that in

Knight’s Risk, Uncertainty and Profit there is no attempt toward a systematic

answer, let alone a formal analysis. He does use the terms intuitive feeling,

judgment, hunch, and experience (e.g., p. 229–230), but little more. Similar to

Knight, John Maynard Keynes argued that under uncertainty, decisions affecting the

future ‘‘cannot depend on strict mathematical expectation, since the basis for

making such calculations does not exist.’’3 Yet what are the alternative tools? In his

General Theory, Keynes suggests an answer: that people use animal spirits to deal

with uncertainty, their innate urge to activity, spontaneous optimism, and hope, all

of which make the wheels go round. Yet the reader is left in the dark about what

exactly these animal spirits are and how to model these. In their book Animal

Spirits, Akerlof and Shiller tried to dig deeper and distinguish five kinds of spirits—

confidence, fairness, corruption, money illusion, and stories. In their view, this

motley bunch explains economic disasters from the Great Depression to the

financial crisis of 2008.4 A list of five is better than none, yet their characterization

of animal spirits as ‘‘noneconomic motives and irrational behaviors’’ is a step

backwards from Keynes’s position.

The major inspiration for a formal theory of decision making under uncertainty

stems from a different source, Herbert A. Simon’s work on heuristics. Simon (1989)

explicitly posed the question: ‘‘How do humans reason when the conditions for

rationality postulated by the model of neoclassical economics are not met?’’ The

research on fast-and-frugal heuristics and their ecological rationality has been one of

the major efforts to provide a systematic, empirically founded answer to this

question (Gigerenzer, Todd, and the ABC Research Group 1999; Gigerenzer et al.

2011; Gigerenzer and Selten 2001). Before turning to this approach for analyzing

action under non-reducible uncertainty, we briefly contrast it with the two major

attempts within economics to understand how people deal with uncertainty.

3 Keynes (1936), pp. 162–163.
4 Akerlof and Shiller (2009), p. vviv.
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Some two decades after Knight, von Neumann and Morgenstern (1944) presented

their axiomatization of ‘‘reasonable behavior.’’ A decade later, Savage (1954)

extended this framework by adding to it subjective probabilities, which remains to

date the main pillar of mainstream economic theory (Giocoli 2011).5 Savage added

a normative interpretation of the axioms, differing from von Neumann and

Morgenstern’s non-normative analysis, albeit restricted to the small worlds where

situations of uncertainty are treated in analogy to risk. Three years later, Luce and

Raiffa (1957) published Games and Decisions, with an orientation toward social

science rather than mathematics. Looking back in 1988, Luce reflected,6 ‘‘Our book

introduced many people, especially in economics and business schools, to then new

ideas of game and decision theory and did so in a way that was far easier to grasp

than either the original monograph by von Neumann and Morgenstern (1944, The

theory of games and economic behavior) or by Wald (1950, Statistical decision

functions)’’. The terminology of game theory and decision theory is so prevalent in

contemporary economics literature that it is hard to imagine that about only half a

century ago it was entirely new to economists. Behavioral economists further

modified the expected utility framework by adding free parameters in order to

represent psychological factors, as in cumulative prospect theory and inequity

aversion theory. These modifications have often been called models of bounded

rationality. But note that although often presented as answers to Simon’s question,

they are not, and for two reasons. First, modifications of expected utility are as-if

models in the sense of Milton Freedman, not descriptions or explanations of actual

decision making in the sense of Simon. Second, they retain the optimization

framework that assumes known risk rather than uncertainty.

The second answer has been the heuristics-and-biases program (Kahneman 2011;

Kahneman et al. 1982) that became the foundation of the mainstream behavioral

approach to economics.7 It has generated a long list of biases and associated

heuristics that require correction in order to improve judgment and decision-

making. Constructing de-biasing techniques provide the building blocks for policy

programs that are designed to nudge people in certain directions. Over the past few

decades, this program has been the dominant conceptualization of heuristics for a

group of psychologists intent on showing that economic theory does not describe

how humans make decisions. To do so, they typically used a content-free axiom or a

rule of probability, added a story that was assumed to be of no relevance for rational

judgment, and then tried to show that people’s judgment deviates from the formal

rule. Following content-blind rules was considered the only rational behavior, and

systematic deviations between judgment and rule were interpreted as fallacies of

judgment. Conlisk (1996) listed 22 such ‘‘cognitive illusions’’; behavioral

economists have since added many more. In contrast, psychological research

outside the heuristics-and-biases framework has shown that the norms proposed are

5 Maclusky (2002) would object to the term mainstream economics being equated with this practice. She

emphasizes that the accurate phrase is Samuelsonian economics, named after Paul Samuelson’s dominant

redefinition of economics.
6 See http://garfield.library.upenn.edu/classics1988/A1988M687100001.pdf.
7 The most comprehensive text on virtually all branches of behavioral economics is Dhami (2016).
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questionable from both a statistical and a psychological point of view and has

demonstrated how to make allegedly stable illusions disappear (e.g., Gigerenzer

2000; Hertwig and Gigerenzer 1999). Moreover, some of the alleged systematic

errors—including overweighting of small risks and underweighting of large ones,

overconfidence, misperceptions of randomness, and the hot hand fallacy—have

been shown to be based on errors in the statistical thinking of the researchers rather

than of John Q. Public (e.g., Gigerenzer et al. 2012; Hahn and Warren 2009). These

results can be seen as a rehabilitation of the rationality of Homo sapiens, who has

been misleadingly compared to Homer Simpson (Thaler and Sunstein 2008). They

also indicate that what became mainstream behavioral economics has not addressed

the question of how people deal with uncertainty and has mistaken human

intelligence for irrationality. All in all, the key methodological limits of the

heuristics-and-biases program have been, instead of formal models of heuristics, (1)

the use of one-word labels (availability; representativeness), which enable almost

everything to be explained post hoc in the absence of predictive power, and (2) the

use of narrow norms to understand the rationality of behavior, which are not

sufficient for governing successful decisions under uncertainty (Gigerenzer 1996).

In sum, the standard approach of economic theory in dealing with uncertainty is

to treat uncertainty in analogy to risk in order to hold on to optimization models.

One of the few exceptions is the study of ambiguity, which applies to unknown

probabilities but assumes known options and consequences. The heuristics-and-

biases program has criticized the descriptive reality of the optimization framework

but uncritically accepted it as normative standard, thus also ignoring situations of

uncertainty where one cannot know ahead what the best action is. Simon’s call for

modeling the process of decision making under uncertainty was answered by neither

of these two programs. Neither of them takes heuristics seriously or acknowledges

that uncertainty can make heuristics necessary.

We are not the first to draw connections between Simon’s attempt to develop

realistic notions of rationality and the Knightian notion of uncertainty. Bewley

(1987) built a Knightian decision theory, where in one case Knightian behavior and

Simonian satisficing coincide. In this theory, action under uncertainty simply

follows enough knowledge, generation of which involves some amount of intuition.

This knowledge is not complete, as under risk, but good enough for the decision

maker to act upon, an actionable state of knowledge.8 This intuition-based process

connects with the heuristics framework for understanding decision making under

uncertainty. Recall that Knight maintained that uncertainty alone, not risk, is

relevant to business and economic decision making, and to making profit. One of the

three notions of ‘‘inertia’’ in Bewley (1986) comes closest to our intended meaning

of the process of heuristic decision making under uncertainty:

The third approach to inertia…makes a slight concession to bounded

rationality in that it recognizes that a decision maker cannot possibly

formulate a lifetime plan covering all contingencies. The disadvantage of

bounded rationality is that it makes the concept of rational behavior very

8 Akin to actionable data in analytics, which refers to the amount of data that provides enough insight

and clarity for decision makers to act upon.
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ambiguous. The best one can do is to imagine what a sensible, self-interested

and boundedly rational person might do. I simply tell a plausible story in

which inertia may be identified. I assume that the decision maker continually

makes approximate plans. The inertia assumption is that these plans are

abandoned only if doing so is judged necessary for an improvement. This

picture of reality motivates a loose definition of inertia…which should be used

when applying the [Knightian decision] theory. (pp. 8–9; emphasis added)

Bewley (1986) replaced the assumption of completeness with that of inertia,

which in turn allows for intransitivity without loss of rationality and captures

situations with changing goals. Our configuration of a suitable notion of rationality

in the study of heuristic decision making, however, is diametrically different. We

define an ecological notion of rationality that is achieved through a functional match

between the heuristic strategy and the task environment. This configuration is much

in line with Vernon Smith (2003, 2008), who shares our understanding of the role of

heuristics (Mousavi and Kheirandish 2014; Mousavi et al. 2017). It allows us to

provide rational explanations for ignoring information and thus understanding cases

in which ‘‘less can be more’’.

4 Classification of Heuristics

On a daily basis, people make both important and inconsequential decisions under

uncertainty, often under time pressure with limited information and cognitive

resources. The fascinating phenomenon is that most of the time, a majority of

people operate surprisingly well despite not meeting all requirements of optimiza-

tion, be they internal (calculative abilities) or external (information access). They do

so using rules of thumb that do not require complete information search or

exhaustive calculations. In other words, people use heuristics. There exists a large

empirical literature that documents in what situations people rely on what heuristics

(e.g. Gigerenzer et al. 2011).

All heuristic rules can be seen as tools in the mind’s adaptive toolbox, that also

contains non-heuristic rules such as optimization. Whereas optimization adheres to

an absolute sense of rationality according to a given set of axioms with presumed

normative appeal, heuristic-based decision making is assessed on the basis of its

match with the environment in which it is utilized and achieves different degrees of

ecological rationality according to the attained match.

Heuristics per se are neither good nor bad. They can be evaluated only with

respect to the environment in which they are used. The more functional the match is

between a heuristic and the environment, the higher the degree of ecological

rationality of the heuristic. The functionality of this match is verifiable by the extent

of its success rather than fulfillment of coherence requirements. Studying fast-and-

frugal heuristics and their ecological rationality has shaped the research at the

Center for Adaptive Behavior and Cognition of the Max Planck Institute for Human

Development over the past two decades (Gigerenzer et al. 2011). This investigation

involves three aspects of heuristic decision making. First, studying the adaptive
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cognitive toolbox of individuals or institutions and specifying the building blocks of

the heuristics they use constitute the descriptive research. Second, the conditions

under which a heuristic is successful, that is, its ecological rationality, shapes the

normative aspect. The third aspect involves intuitive design, that is, developing

decision tools and aids in the form of heuristics that work well in a given

environment or designing environments that trigger the use of certain desirable

heuristics. Models of heuristic decision making emerge from observation and

experimentation, resulting in a description of the underlying processes that generate

final choices instead of focusing on outcomes only and reconstructing mathemat-

ically coherent as-if models that disregard actual stages of cognitive and behavioral

mechanisms. Logic is useful but too narrow to account for the entire range of

purposeful behavior (Mousavi and Gigerenzer 2011; Neth and Gigerenzer 2015).

Definition Heuristics are adaptive tools that ignore information to make fast and

frugal decisions that are accurate and robust under conditions of uncertainty. A

heuristic is considered ecologically rational when it functionally matches the

structure of environment.

The simplicity of heuristics is the very reason for their robustness; it avoids fine-

tuning of parameters that can cause large estimation error under uncertainty, and

particularly under changing environmental conditions. Heuristic search rules can

stop the search for information before all available or attainable information is

examined. The choice of heuristic rules does not require full deliberation,

notwithstanding the fact that heuristics can be brought to consciousness, formulated,

and explicitly taught and/or learned.

The ecological rationality of a decision rule is assessed based on norms that are

sensitive to the content of the problem and the context of the situation. The mapping

between the task environment and the heuristic strategy is neither onto nor one-to-

one. Notice that a function needs to be onto and one-to-one to be invertible and one-

to-one to be reversible. Constructivist rationality relies on the existence of reversible

functions to reconstruct the steps towards a certain goal after observing the final

decision. Evaluating heuristics based on their ecological rationality removes the

restrictions imposed on evaluation of strategies according to the criteria of neo-

classical rationality. Moreover, the belief that decisions should be ecologically

rational directly forfeits the normativity of the constructivist approach to rationality

where it pertains to developing behaviorally-based theories of decision making. It

remains true, however, that constructivist rationality is a useful tool for decision

scientists to generate as-if accounts as well as in making decisions in situations of

risk. The in Vernon Smith’s view broadly Hayekian distinction between these two

forms of rationality, constructivist and ecological, in economics formed the title of

his Nobel Prize lecture (2002). The juxtaposition with a psychology-based approach

to ecological rationality is further discussed in Mousavi and Kheirandish (2014) and

Mousavi et al. (2017).

Attainment of exhaustive information followed by optimal weighing of it is a

pillar of valuation methodology and decision-making models in mainstream

economics. To highlight the different approach afforded by the study of heuristic

decision making, we introduce a classification of heuristics below, where each class
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emanates from a non-exhaustive, empirically based means of searching for and

weighing information, into the process of decision making (Gigerenzer and

Gaissmaier 2011). In the classification presented subsequently each class highlights

a main characteristic of how humans deal with information, namely recognition

ability, sequential search, satisficing, and equal weighting. These processes are not

limited to situations under uncertainty. In fact, heuristics in each class can be used in

both risky and uncertain situations.

CLASS-1: Recognition-based choice. Object recognition, such as brand name and

face recognition, is a basic cognitive capability. This capability can be exploited by

heuristics for making good choices with minimum knowledge. The simplest in this

class is the recognition heuristic, which applies to choices between two (or more)

objects and can be used when one option is recognized but the other is not, where

recognition marks the distinction between a previously experienced versus a novel

object (Goldstein and Gigerenzer 2002). In the simplest case, if the recognition

validity is substantial (see below), the heuristic bets that the recognized object has a

higher value with respect to a criterion than the unrecognized object. All

information beyond recognition is ignored. The fluency heuristic is another

heuristic in this class, and applies to situations where both objects are recognized,

but one more quickly (Schooler and Hertwig 2005). It has been argued that fluency

correlates directly with currency valuation, and valuation in IPO markets (Alter and

Oppenheimer 2006, 2008). The fluency heuristic is not to be confused with the

recognition heuristic, which is a binary ability, whereas there are various levels to

fluency. For example, money fluency refers to being more or less familiar with one

currency compared to another. The recognition heuristic will be discussed in more

detail below.

CLASS-2: Sequential consideration of reasons. It has been well documented that

experts and laypeople often go through reasons sequentially and stop after one

reason has been found that enables a decision to be made, rather than trying to add

and weigh all reasons simultaneously. After the order of reasons is set based on their

validity or some other ordering principle, information is sought piece-by-piece and

examined according to a goal-driven fulfillment of a criterion. Only if the

examination of the first piece of information is not sufficiently decisive will the next

piece of information be considered, and so forth. An example is the priority heuristic

(Brandstätter et al. 2006), a lexicographic model for preferential choice that

provides a heuristic-based alternative to the optimization-based expected utility

models of choice between lotteries. The priority heuristic is both simple and

powerful. It logically implies choice outcomes that are categorized as anomalies in

the expected utility framework, such as the Allais paradox, the certainty effect, and

the fourfold pattern of risk attitudes (Katsikopoulos and Gigerenzer 2008).9

CLASS-3: Satisficing strategies start with setting an aspiration level and stop

search when the first object is encountered that satisfies the aspiration level. As

opposed to Class-2 heuristics, there is no prespecified order to the search and

examination of information. The aspiration level, however, can be subject to

adjustment as the examination of information proceeds (Selten 2001). Proposed by

9 See Mousavi et al. (2016) for a presentation of the priority heuristic in a relatable form for economists.
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Herbert Simon (1956), the satisficing heuristic has since inspired models of

boundedly rational behavior and is well known in economics. It describes, for

instance, how German car dealers price second-hand BMWs (Artinger and

Gigerenzer 2016) or how commercial developers choose building locations (Berg

2014).

CLASS-4: Equal weighing schemes10 forgo the estimation and assignment of

‘‘optimal’’ weights to pieces of information (known as cues in psychological

vocabulary, payoffs in economics, and returns in finance). The rationale is to avoid

large estimation error due to overfitting. In the absence of reliable assessment of the

relative importance of different components, a condition that arises from

uncertainty, agents often rely on heuristics such as tallying or equal allocation of

resources among available options. Consequential decisions under time pressure in,

for instance, emergency rooms (Kattah et al. 2009), non-stationary environments

such as stock markets (DeMiguel et al. 2009), and human interaction such as

parental investment (Hertwig et al. 2002) have been modeled by allocation of equal

weights.

5 An Illustration: The Recognition Heuristic

In this section, we illustrate the study of the adaptive toolbox by one of the most

frugal heuristics, the recognition heuristic (Class-1 above). We define the heuristic,

its ecological rationality, the evolved cognitive capacities it exploits, and the

conditions for a ‘‘less-is-more’’ effect. We then report on studies that tested its

performance in dynamic environments where uncertainty is irreducible: sports and

financial investment.

Companies invest large sums in advertising in order to increase their brand name

recognition. As illustrated by the provocative Benetton campaign several decades

ago, when the ads pushed Benetton into the top-five best-known brand names

worldwide, sales increased by a factor of ten (Toscani 1997). By investing in brand

name recognition, companies bet that consumers tend to buy products they have

heard of—which is an instance of relying on the recognition heuristic.

In general, recognition is an evolved cognitive capacity. Name and face

recognition are examples. Recognition is typically a binary judgment—having

heard of a brand or not—and different from recall. Recall presumes mere

recognition and concerns features of the recognized object, such as a company’s

current stock price. The human brain has a vast capacity for recognition. For

instance, when exposed to 10,000 pairs of words, sentences, and pictures, people

have been shown to correctly distinguish novel from experienced words or images

with more than 85% accuracy (Shepard 1967). The recognition heuristic exploits

this vast capacity by drawing inferences from the fact that one has heard of some

objects or brands, and not of others. For the simplest case of choosing between two

10 Perceivably, equal weighing is a special case of a larger class of heuristics with rules that assign simple

weights to cues, a direction for future explorations.
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objects, the recognition heuristic is defined as follows (Goldstein and Gigerenzer

2002, p. 76):

Recognition heuristic: If one of two objects is recognized and the other is not,

then infer that the recognized object has the higher value with respect to the

criterion.

The heuristic is a single-variable decision rule. As with every heuristic, its

success depends on the structure of the environment, here on the correlation

between recognition and a criterion, such as quality or performance. The study of

ecological rationality identifies such structures.

Ecological rationality: The recognition heuristic is ecologically rational if

a[ .5.

The recognition validity a is defined as a = R/(R ? W), where R is the number

of correct (right) inferences the recognition heuristic would achieve across all pairs

in which one object is recognized and the other not, and W is the number of

incorrect (wrong) inferences under the same circumstances. The expected propor-

tion of correct inferences f(n) in a set of N objects of which n are recognized is:

f nð Þ ¼ 2
n

N

� � N � n

N � 1

� �
aþ N � n

N

� �
� N � n� 1

N � 1

� �
1

2
þ n

N

� � n� 1

N � 1

� �
b: ð1Þ

Consider the right part of the equation. The first term accounts for the correct

inferences made by the recognition heuristic, calculated from the proportion of

times the recognition heuristic applies, that is, when one object is recognized and

the other not, multiplied by the recognition validity a. It shows that the recognition

heuristic can be used most often when n = N/2, that is, under ‘‘semi-ignorance’’.

The middle term represents the correct inferences from guessing, that is, when

neither object is recognized. The right-most term specifies the proportion of correct

answers when knowledge beyond recognition is used, calculated from the

proportion of times the recognition heuristic does not apply because both objects

are recognized multiplied by the knowledge validity b. The latter is defined as the

proportion of correct answers among all pairs where both objects are recognized.

Note that all parameters—a, b, n, and N—can be empirically measured in an

experiment; no parameter fitting is needed.

Equation (1) has a counterintuitive implication: a less-is-more effect. Under

specifiable conditions, individuals who know less can make more accurate

inferences than do individuals who know more. Under the assumption that a and

b are constant, one can derive the following result (Goldstein and Gigerenzer 2002):

A less-is-more effect occurs if a[b.

For instance, if a = .8 and b = .6, then an individual who recognizes only 50%

of the N objects (and knows nothing about the others, by definition), will get about

68% of the inferences correct (Eq. 1), while an individual who recognizes all 100%

of the objects will get 60% correct (that is, b). A less-is-more effect is a strong

prediction, and it has been empirically supported in a number of experiments that
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showed that relying on the recognition heuristic can outperform relying on more

knowledge (e.g., Gigerenzer and Goldstein 2011; Marewski et al. 2010). In fact, an

observed less-is-more effect originally led to the discovery of this heuristic. For his

dissertation, Hoffrage (1995) needed two sets of questions—a difficult and an easy

one—for German students, to set the stage for testing an independent theory. In the

first set, he combined the largest U.S. cities into pairs and asked which city has the

larger population, doing the same in the second set but using the largest German

cities. He expected that the proportion of correct answers would be higher in the

latter set because students knew more facts about these than about the U.S. cities. In

fact, the German students made slightly more accurate inferences about U.S. than

German cities—despite knowing less. This puzzling result has since been explained:

The Germans could use the recognition heuristic for the U.S. cities because the ones

that they were familiar with were generally the largest, whereas their knowledge of

all the German cities prevented them from doing so. The above analysis explains

when this less-is-more effect occurs and its precise expected size.

These initial results generated a large body of literature investigating when

people use this heuristic and the conditions of its ecological rationality, including

several special issues of Judgment and Decision Making (Marewski et al.

2010, 2011). A review of the existing empirical studies showed that individuals’

reliance on the recognition heuristic is sensitive to its ecological rationality in the

specific tasks, with a Pearson correlation of r = .57 between the proportion of

judgments consistent with the recognition heuristic (accordance rate) and the

recognition validity (Gigerenzer and Goldstein 2011).

In general, a heuristic rule must be evaluated across domains so that its

ecological rationality can be measured. However, a domain can change its structure

over time. This makes the inquiry of the ecological rationality of a heuristic a

dynamic pursuit subject to constant revision. This dynamism of rationality implies

the need for norms that remain sensitive to the content of the problem at hand as

well as the structure of the environment. Such ecological norms are in stark contrast

with the logical norms of utility maximization, in which autonomy of the best

solution from content and context is viewed as a major methodological strength. In

instable, quickly changing environments where no optimal algorithm is known,

simple heuristics can be efficient, as we next show in two examples. A common

assumption is that more information and calculation lead to better prediction. Yet in

highly dynamic situations, less of the two can be more successful.

6 Decision Making in Dynamic Environments

Predicting Wimbledon. How can the winners of the Wimbledon Gentleman Singles

matches (128 contestants, 127 matches) be best predicted? Prediction of future

outcomes, such as the results of sport matches, fits the criteria of uncertainty,

whereas the original studies of Goldstein and Gigerenzer (2002) were conducted in

domains with static criteria, where uncertainty existed only in the absence of

knowledge. In the fast-moving world of tennis, heroes rise and fall quickly, and by
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the time their names enter the recognition memories of the public, their prowess

may already be fading.

Serwe and Frings (2006) surveyed amateur tennis players and laypeople (non-

tennis players) on whether they had ‘‘already heard of’’ each of the 2003

Wimbledon contestants. The amateurs recognized on average 48% of the players,

and the laypersons only 9%, with a recognition validity of .73 and .67, respectively.

Thus, the amateurs could apply the recognition heuristic at an almost optimal level

(50% recognition) and with a good recognition validity (see Eq. 1), while the

laypersons could use it rarely, and if so, with a lower recognition validity. Next, the

players were ranked according to the number of participants who had heard of them;

the prediction rule was that each match would be won by the player with the higher

recognition ranking. These predictions based on ‘‘collective recognition’’ were

compared with predictions based on professional rankings, namely, the ATP Entry

Ranking and the ATP Champions Race. Professional rankings are information

intensive in that they acquire and integrate the past year’s performance of all players

to calculate their ranking. The prediction rule was the same as for collective

recognition: The player with the higher ranking would win. How well did

recognition predict the winners of the individual games compared to the ATP

rankings?

Figure 1 shows that the two ATP rankings predicted 66% and 68% of the winners

correctly, which is better than chance (50%). In contrast, the collective recognition

of the amateurs predicted 72%. This result was obtained even though the amateurs

had never heard of about half of the players—or better said, because of that. The

ranking based on laypeople’s recognition performed worse than the amateurs’, as

can be derived from Eq. 1. Nonetheless, it matched the performance of the ATP

Entry Ranking.

Hence, the collective version of the recognition heuristic can be used as a

successful inferential rule, but do individual people actually use it? Serwe and

Fig. 1 Predicting Wimbledon 2003 by mere name recognition. Correct predictions of the official ranking
procedures ATP Champions Race (ATP-CR) and ATP Entry Ranking (ATP-ER) compared to the
recognition ranking for amateurs (REC-AM) and laypeople (REC-LAY). Relying on the recognition
heuristic (here: collective recognition) of amateur players predicted the winners as well as and better than
information-intensive ATP rankings. Adapted from Serwe and Frings (2006)
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Frings (2006) also tested whether laypeople and amateurs actually rely on the

recognition heuristic and found that their choices were consistent with the heuristic

in 88 and 93% of the cases, respectively. A replication study found essentially

similar results for Wimbledon 2005 (Scheibehenne and Bröder 2007). In both

studies, the recognition heuristic proved an effective inferential tool for the dynamic

situations of uncertainty in the domain of sport events.

Performance in financial markets. The idea of pitting the recognition heuristic

against the uncertainty of the stock market can have two underlying motivations.

First, customers tend to choose products they have heard of, and stocks are products

whose prices are functions of human choice. Second, several successful investment

experts such as Peter Lynch have suggested that lack of name recognition is

frequently grounds for eliminating stocks from consideration (Lynch 1994).11 In

1996, a group of economists and psychologists built investment portfolios of the

stocks of companies whose names were highly recognized, either by the public or

by experts, in Germany as well as in the US (Borges et al. 1999). The combination

of foreign/domestic and expert/laypeople recognition made for eight recognition

portfolios (Fig. 2). Each was defined as the stocks that 90% or more of the group

recognized. Their performance was then tested against the market index (Dow 30 or

Dax 30), mutual funds (Fidelity Growth Fund or Hypobank Equity Fund), chance

portfolios (average return of 5000 randomly drawn portfolios), and unrecognized

stocks (0–10% recognition rates). All portfolios were completed on the day of the

recognition test, December 13, 1996, and the performance was measured 6 month

later.

Figure 2 shows that the high-recognition portfolio performed at par with all

contestants. In six out of the eight tests, it outperformed the market index, the

mutual funds, and the chance portfolios. In every case, it outperformed the portfolio

of unrecognized stocks. The advantage of the recognition portfolio was most visible

where ignorance was highest, that is, in international recognition, specifically for

U.S. citizens’ name recognition of German stocks. Further tests of the recognition

heuristic in stock-picking contests led to comparable results (Ortmann et al. 2008).

The question of the ecological rationality of recognition portfolios in the stock

market, however, has not been answered. Andersson and Rakow (2007) reported

that their replication efforts had produced mixed results on the performance of the

recognition-based portfolio and that they were not able to consistently replicate

those of Borges et al. (1999). Revisiting of the subject led to determining the role of

bear versus bull markets in the success of such portfolio: The recognition-based

portfolio may be likely superior to some passive portfolios such as the market index

in a bull market, but not in a bear market. The suitability criteria for applying the

recognition heuristic to the financial domain thus far remains a matter of further

empirical investigation.

11 https://soundcloud.com/value-investing-world-1/peter-lynch-1994-talk.
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7 Why Should Economists Care?

Contrary to the mainstream psychological account of heuristics and biases, we

argued that people’s use of heuristics under uncertainty cannot be universally

attributed to cognitive limitations. Rather, heuristics can be ecologically rational.

That implies that much of the critique of the irrationality of people posited by

behavioral economists needs to be rethought (Gigerenzer 2015). A framework that

allows for this pursuit is the study of fast-and-frugal heuristics, with a ‘‘toolbox

perspective’’ on the problem of choice. The toolbox approach removes several

restrictive requirements of mainstream economic theory without abandoning

optimization as one of the many tools, and has generated realistic models of choice

behavior under uncertainty.

In this article, we showed that there is an alternative to the customary treatment

of uncertainty as an undesirable property of a situation. This alternative exists both

for the agent who wants to reduce uncertainty to certainty by gaining more

information and knowledge and for the modeler who routinely characterizes

uncertainty as probabilistic risk calculation in order to make it measurable. We

connected Knight’s characterization of uncertainty as a necessary element for

Fig. 2 Performance of the recognition heuristic for companies with the highest recognition rates by
German laypeople, German experts, U.S. laypeople, and U.S. experts. Domestic recognition means that
the recognition rates of Germans for German stocks, and of U.S. citizens for U.S. stocks. International
recognition means Germans’ recognition rates of U.S. stocks, and U.S. citizens’ recognition rates of
German stocks. Results are for the six months following the recognition test. For instance, in the top left
panel, the recognition portfolio consisted of all German stocks that at least 90% of 180 German laypeople
recognized by name. After the test period of 6 months, it resulted in a gain of 47%, compared to 13% for
the portfolio of the least recognized stocks (10% or less recognition rate), 34% for the DAX-30, 36% for
the Hypobank Investment Capital Fund, and 22% for random stock portfolios. From Borges et al. 1999
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generating profit with heuristic processes of information as a basis for choice. This

underexplored area is a potential path for building behavioral-based theories of

human action that neither are as-if nor deny that people need to deal with

uncertainty. A more systematic introduction to the science of heuristics can be

found in Gigerenzer et al. (2011), Gigerenzer and Gaissmaier (2011), and

Gigerenzer and Selten (2001). The spirit of our claims is no news to economists.

The fact that their original axiomatic framework is an incomplete formalization of

human action was duly noted by von Neumann and Morgenstern (1944):

We repeat most emphatically that our theory is thoroughly static. A dynamic

theory would unquestionably be more complete and therefore preferable. But

there is ample evidence from other branches of science that it is futile to try to

build one as long as the static side is not thoroughly understood. On the other

hand, the reader may object to some definitely dynamic arguments which were

made in the course of our discussions….We think that this is perfectly

legitimate. A static theory deals with equilibria. The essential characteristic of

an equilibrium is that it has no tendency to change, i.e. that it is not conducive

to dynamic developments. … For the real dynamics which investigate the

precise motions, usually far away from equilibria, a much deeper knowledge

of these dynamic phenomena is required. (p. 74)

Relatedly, in his formal treatment of Knightian uncertainty, Bewley (1986)

specified that dynamism leads to violation of consistency and introduced inertia as

the technical solution. Consistent with Bewley and our emphasis of heuristics on

performance rather than coherence, a review by Arkes et al. (2016) found little

evidence that violations of coherence are actually costly, that is, have detrimental

effects on health, wealth, and happiness or incur other material costs. This null

finding also calls for rethinking rationality as defined by purely formal axioms and

rules.

Dynamics involve unspecifiable sets of outcomes, or unknown probabilities

associated with them. In this paper, we offer heuristics as one form of understanding

and modeling choice behavior in such situations. Fast-and-frugal heuristics are

simple strategies that can deal with complex situations, utilizing an ecological

notion of rationality to replace the logical rationality. More collaboration between

economists and psychologists can benefit from findings in this area.

The basic message of this article is this: Uncertainty is different from risk, and its

presence requires people to act out of line with the rational prescription for risky

situations. One way of dealing with uncertainty that is not reducible to probabilistic

risk calculations is by using rules of thumb or heuristics. These heuristics involve

partial ignorance. We argue for complementing the study of decision making under

risk using probability theory with a systematic study of decision making under

uncertainty using formal models of heuristics. Taking uncertainty and heuristics

seriously is one way of ‘‘venturing beyond the traditional confines of economics,’’

as the epigram to this article calls for.
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