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PRACE

A European strategic approach to high- 
performance computing, concentrating 
the resources in a limited

 
number

 
of 

world
 

top-tier
 

centres
 

in an overall 
infrastructure connected with associated 
national, regional

 
and local centres, 

forming a scientific computing network 
to utilise the top-level machines. 

DEISA

All PRACE principal centres foreseen to operate Petaflop systems
are DEISA partners
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DEISA Partners

15 partners, 10 countries
Co-funded by European Commission 2004 -

 
2011
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Supercomputers of DEISA Partners

State-of-the art supercomputers

2.38 PF/s aggregated peak performance (30 – 1000TF/s)

• Cray XT4/5, Linux
• IBM Power6, AIX / Linux
• IBM BlueGene/P, Linux
• IBM PowerPC, Linux
• SGI ALTIX 4700, Linux
• NEC SX9 vector systems, Super UX

Fixed fractions of resources dedicated to DEISA usage
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DEISA Extreme Computing Initiative

Projects from
 

DECI calls
 

2005, 2006, 2007, 2008, 2009

Involvement of over 180 research institutes and universities 
from 25 European countries:

Austria Belgium         Cyprus          Denmark       Finland
France           Germany Greece          Hungary        Ireland 
Italy                Latvia            Norway         Poland    Portugal 
Romania        Russia           Slovac Rep.  Spain Sweden
Switzerland    Netherlands  Turkey          Ukraine UK

North America, South America, Asia, Australia

with collaborators from four other continents



Nov 17, 2009, SuperComputing 09, Portland Johannes Reetz, DEISA 7
RI-222919

Distributed European Infrastructure for 
Supercomputing Applications
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Services and Resources
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Dedicated
10 Gb/s
Wavelength

10 Gb/s

 
Ethernet / IP

1 Gb/s
GRE Tunnel

Dedicated high speed network (10 Gb/s)

9

SURFnet

UKERNA FUNET

RedIris

GARRRENATER

DFN

Frankfurt

EdinburghDaresbury
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AIX 
LL-MC

AIX 
LL

LINUX
PBS Pro

Super-UX 
NQS II

GridFTP

LINUX
Maui/Slurm

UNICOS/lc
PBS Pro

LINUX
LL

AIX 
LL-MC

AIX 
LL-MC

IBM P6

BlueGene/P

 

& Power6

IBM P6 & BlueGene/P

IBM P6

Cray XT5

Cray XT5

SGI ALTIX

NEC SX8/9

IBM P6IBM PPC 

BlueGene/P

UNICOS/lc
PBS Pro

AIX 
LL-MC

DEISA Global File System
 at Continental Scale 

(based on MC-GPFS)
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DEISA highly performant continental global file system

SE A1 SE B1 SE C1 SE D1 SE E1 SE B2 SE C2

Different Software Environments

DEISA Common Production Environment

Access via Internet

Dedicated 10 Gb/s network – via GEANT2 

single sign-on (based on X.509 ‘Grid‘ certificates) 
gsi-ssh -> D-ssh
Unicore, gridFTP

Different SuperComputers - Compute elements and interconnect

SC A SC B SC BSC A

Unified Access and Use of HPC Resources
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Dedicated High Speed (10Gb/s) Network 

Global Data Management
– High performance I/O and data sharing with a global file system (IBM GPFS) 
– high performance transfers of large data sets (gridFTP)

Common AAA, Middleware
– Single sign on (gsi-ssh, Middleware)
– Common Project and User Administration
– Accounting

User-related Operational Infrastructure
– Distributed Common Production Environment (DCPE)
– Job management service 
– Global user support and central help desk
– Project progress monitoring and controlling

System-related Operational Infrastructure
– Common monitoring and information systems
– Common system operation

Global Application Support

Global Project and Resource Allocation Management

Core Infrastructure and Services
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Technologies Applications

Operations

Site A

Technologies Applications

Operations

Site D

Technologies Applications

Operations

Site B

Technologies Applications

Operations

Site C

Virtual European Supercomputing Centre
Department Structure
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Technologies Applications

Operations

Site A

Technologies Applications

Operations

Site D

Technologies Applications

Operations

Site B

Technologies Applications

Operations

Site C

Technologies Applications

Operations

Virtual European 
Supercomputing Center

Virtual European Supercomputing Centre
Department Structure
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Technologies Applications

Operations

Virtual European 
Supercomputing Center

Virtual European Supercomputing Centre
Technical

 
Coordinator

Technical
 Coordinator
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Virtual European 
Supercomputing Center

Virtual European Supercomputing Centre

Technologies

Operations

Applications

Applications
• Project and Community support
• DECI calls, technical evaluation of proposals
• Coordinating peer reviews
• Assignment of resources
• Applications enabling
• Benchmarking
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Applications

Operations

Virtual European 
Supercomputing Center

Virtual European Supercomputing Centre

Technologies

Technology
• Scouting for and identifying relevant (new) technologies
• Evaluating technologies, upgrading existing services
• Planning and designing specific sub-infrastructures
• pre-production deployment and deploym. documentation
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Applications

Virtual European 
Supercomputing Center

Virtual European Supercomputing Centre

Technologies

Operations
• Operating and Monitoring of the infrastructure and services
• Providing platforms for int./ext. communication and support
• Adopting new technologies from Technologies
• Change management concerning service upgrades/changes
• Coordinating the (daily) operation with Applications
• Advancing “Operations” as a turnkey ready solution for a 

future persistent European HPC ecosystem
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Virtual
 

European Supercomputing
 

Centre

Compute-related Services (Batch systems, UNICORE, WS-GRAM)

Network-related Services (DEISA network, monitoring, support)

AAA-related Services (AAI, User admin., Accounting, Security)

User-related Services (DCPE, User-documentation, User-support)

Data-related Services (GPFS, GridFTP, Data-staging, OGSA-DAI)

Federated Operation of DEISA

Head
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Tasks
 

of Operations

Operating and Monitoring the infrastructure and services
Providing platforms for int./ext. communication and support
Adopting new technologies from the Technologies department
Change management 

Concerning upgrades and changes of services or infrastructure
Security review
Documentation of the procedure of the change 
Coordination of the change process

Coordinating the (daily) operation with the Applications department
Operational security

Security team
List of security contacts for actions in case of security incidents

Advancing “Operations” as a turnkey ready solution for a future 
persistent European HPC ecosystem
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Example: User Administration (AAA service)

Each user has an administrative DEISA Home Site

Each Project (or community) is administrated by an Home Site

A project is mapped to one or more Execution Sites

The budget of compute cycles granted to a project is assigned to
Execution Sites for a given period of time

The resource consumption is collected regularly from every site for the 
purpose of project controlling.

A
pp

lic
at

io
ns

Project and Community-related management information is stored in a central 
Project Management Data Base used by the DEISA User Administration System 
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Example: Monitoring services

Service monitoring (INCA)

Network monitoring
Integration of E2Emon services 
for multi domain link monitoring 
(GEANT2, NRENs and DEISA)

Important for overall operation of the infrastructure 
particularly for DEISA Operator on Duty, site admins
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Advancing the European HPC Infrastructure and Services

Organisation as a Virtual Distributed HPC Centre

Operating the Infrastructure and User Services

Achievements
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2003 2004

DEISA EoI

2002

Preparatory

 

phase

Support of  Communities
and EU projects

2010 2011

FP7 DEISA2

Start of
FP7 DEISA

Operating

 

the

 

Infrastructure

Operations build-up

2005 2006 2007 2008

Start of
FP6 DEISA

Early
 

adopters
 

(JRAs)

FP6 DEISA

2009

DEISA Extreme Computing
 

Initiative

Evolution of DEISA user categories
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DECI call 2005
29 proposals accepted 12 mio core-h granted*

DECI call 2006
28 proposals accepted 12 mio core-h granted*

DECI call 2007
45 proposals accepted 30 mio core-h granted*

DECI call and Science Communities 2008
42 proposals accepted 50 mio core-h granted*
3 communities 5 mio core-h granted*

DECI call and Science Communities 2009
50 proposals accepted 60 mio core-h granted*
7 communities 12 mio core-h granted*

Projects and Science Communities

DECI: DEISA Extreme Computing Initiative 
Yearly call for proposals

Communities: Virtual Scientific Communities

*)

 

Core-h normalized to IBM P4+@1.7GHz
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CPU requested in DECI 
proposals

DECI-1 (2005)
DECI-2 (2006)

DECI-3 (2007)
DECI-4 (2008)

DECI-5 (2009)

Awarded (available for allocation)

Requested
0

50,000,000

100,000,000

150,000,000

200,000,000

250,000,000

Demand for CPU increasing at a faster rate than supply
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Science Communities Support

Life Sciences Fusion Energy Research

Space Science / Cosmology Climate
 

Research

2008 3 communities 5 mio core-h granted*
2009 7 communities 12 mio core-h granted*
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Curvy membranes make proteins attractive

NATURE Vol

 

447|24 May 2007

DECI Project POLYRES

Proteins adhere on a membrane, locally bend it, and trigger invagination. 
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• Study of climate trends 50 TB output data

Climate
 

Research
Statistics

 
of Climate

 
Variability

H. Dijkstra, U Utrecht, and W. Hazeleger, KNMI
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DECI Project Supernovae

Supernova (Type Ia) Simulation
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Engineering: 3D Combustion / Radiation

Fig 1: Radiative power in KW.m-3

radiative power lost

radiative powers absorbed

Fig 2: Temperature field in the central plane of 
the burner (z = 0) at t = 0.55s
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Olivier Gicquel, CNRS

Numerical
 

simulations
 

of turbulent reacting
 

flows

Huge
 

3D simulations
 

to accurately investigate 
the impact of radiation on the flame dynamics. 

The new 3D numerical models included a better 
description of the turbulent motions and the 
radiation properties of the combustion chamber 
walls compared with 2D models. 

These results will be helpful for gas turbine or 
furnace burner designers so they can avoid the 
occurrence of combustion instabilities in the 
combustion chamber.

Coupling
 

combustion
 

and radiation
Two coupled codes:

• AVBP  solves Navier-Stokes equations and 
computes the chemical species evolution.

• DOMASIUM code computes the radiative
field coming from the main species.
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Core-Plasma
Turbulence
Simulations
with GENE 

MPI for
Plasma 
Physics

DECI Project GYROKINETICS
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Books and Brochures

Brochures can be downloaded from http://www.deisa.eu/publications/results

DEISA Brochures
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DEISA Video  2009

Emphasis on 
highlighting the 
importance of 

supercomputing
for scientific progress in 

many fields as a key 
technology
in an easy 

understandable way  

Download from www.deisa.eu
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10-12 May 2010, Casa Mila, Barcelona

DEISA PRACE Symposium 2010 
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