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Due to the absence of well-defined concepts of time and energy in background independent sys-
tems, formulating statistical equilibrium in such settings remains an open issue. Even more so in
the full quantum gravity context, not based on any of the usual spacetime notions but on non-
spatiotemporal degrees of freedom. In this paper, after having clarified different general notions of
statistical equilibrium, on which different construction procedures can be based, we focus on the
group field theory formalism for quantum gravity, whose technical features prove advantageous to
the task. We use the operatorial formulation of group field theory to define its statistical mechanical
framework, and, based on this, we construct three concrete examples of Gibbs states. The first is a
Gibbs state with respect to a geometric volume operator, which is shown to support condensation
to a low-spin phase. This state is not based on a pre-defined flow and its construction is via Jaynes’
entropy maximisation principle. The second are Gibbs states encoding structural equilibrium with
respect to internal translations on the GFT base manifold, and defined via the KMS condition. The
third are Gibbs states encoding relational equilibrium with respect to a clock Hamiltonian, obtained
by deparametrization with respect to coupled scalar matter fields.

∗ isha.kotecha@aei.mpg.de
† daniele.oriti@aei.mpg.de

http://arxiv.org/abs/1801.09964v1
mailto:isha.kotecha@aei.mpg.de
mailto:daniele.oriti@aei.mpg.de


2

CONTENTS

I. Introduction 2

II. Background independence, statistical equilibrium and Gibbs states 3

III. Group field theory 5
III.1. Fock space and GFT algebra 7
III.2. Weyl formulation of GFT algebra 8

III.2.1. Translation automorphisms 9
III.2.2. Unitary translations 10

IV. Structural statistical equilibrium 11
IV.1. Equilibrium in geometric volume 11

IV.1.1. Volume operator 12
IV.1.2. Volume Gibbs state 12
IV.1.3. Bose-Einstein condensation to low-spin phase 13

IV.2. Equilibrium in internal translations 14
IV.2.1. KMS condition and Gibbs states 14
IV.2.2. Momentum Gibbs states 15
IV.2.3. Equilibrium in φ-translations 17

V. Physical relational statistical equilibrium 18
V.1. Deparametrization in classical GFT 19

V.1.1. Single-particle system 19
V.1.2. Multi-particle system 20

V.2. Quantisation 22
V.3. Relational equilibrium 24

VI. Conclusion 24

Acknowledgments 25

A. Strong continuity of unitary translation groups 25

B. Mathematical checks for volume Gibbs operator 26

C. Strong continuity of map UX 28

References 28

I. INTRODUCTION

The question of how a set of quantum degrees of freedom of spacetime, described by some fundamental dynamical
theory, gives rise to the macroscopic continuum spacetime of general relativity, is possibly the crucial open issue in
quantum gravity approaches. In quantum gravity formalisms wherein these fundamental quantum degrees of freedom
are of a more exotic nature than quantised geometric fields, it is the problem of the “emergence” of spacetime from
non-spatiotemporal structures. This is the situation in most modern approaches, and especially so in those where
quantum gravitational microstates can be formulated as quantum many-body states [1, 2]. Asking this question,
then, inevitably leads one to investigate the collective behaviour of these fundamental micro-constituents. This is
the realm of statistical mechanics and field theory. Thus from the perspective of emergent spacetime, the role of
statistical methods in quantum gravity is crucial. Beside being instrumental for the issue of spacetime emergence,
one should also expect that the collective statistical behaviour of quantum gravity degrees of freedom will produce
novel, non-perturbative effects, appearing as modifications of general relativistic dynamics, and relevant for effective
gravitational physics.

The specific quantum gravity formalism used in this paper is group field theory (GFT) [3–5]. With this work we begin
investigations into the statistical mechanics of the quanta of group field theory, which are fundamental ‘atoms’ con-
taining discrete gravitational information (as well as discretised matter degrees of freedom, depending on the specific
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model), and in terms of which quantum spacetime is indeed (tentatively) described as a quantum many-body system,
albeit of a very exotic nature. To be clear, what we are investigating here is not the statistical mechanics of matter
on a background spacetime of fixed geometry (which is well-understood), but the statistical mechanics of quanta of
spacetime themselves as formulated within the GFT framework. Also, this goal should be carefully distinguished from
the closely-related open issue of formulating a framework for generally covariant statistical mechanics, including that
of a dynamical gravitational field. For a nice introduction to these tasks, see [6–9] and references therein, which form
also the conceptual basis for our work. Specifically, the conceptual issues (such as timelessness) that one faces when
investigating the statistical mechanics of general relativistic spacetime, and the statistical mechanics of pre-geometric
quanta underlying a spacetime (as defined within a chosen quantum gravity framework) are similar. But, funda-
mentally, they are two separate issues. We deal with the latter, which comes with additional difficulties in principle
due to the lack of familiar spatiotemporal structures. For example, generic configurations of our quantum gravity
system do not admit an interpretation as quantised geometric fields. Therefore, geometric configurations cannot be
presumed, and one would have to look for such phases within the full statistical description of the quanta of spacetime.

One of the foundational concepts in statistical physics is that of equilibrium. Equilibrium configurations are those
that are invariant under time evolution (in turn identified, in flat space, with time translations), generated by the
Hamiltonian of the system. But how does one define statistical equilibrium when there is no absolute time and
Hamiltonian? This is the case in classical constrained systems such as general relativity. This is also the case in
quantum gravitational contexts, especially in formalisms that are not based on continuum spacetime structures, like
differentiable manifolds etc. This is the open problem of defining statistical equilibrium in a (non-spatiotemporal)
background independent system. Still, since equilibrium states hold a special place in statistical physics, this is where
we start for developing a statistical mechanical formulation of quantum gravity within a group field theory formalism.
We are interested here in constructing Gibbs states using the tools made available by the GFT formulation. As we
will emphasise in the following, these tools offer advantages at two levels. First, the suggested formal description of
spacetime as a many-body quantum system in GFT, allows to tackle these issues within a conceptual and mathe-
matical formalism that maintains close analogies with that used for more mundane physical systems. This, in a way,
permits us to move forward even without having fully solved all the conceptual issues implicated in the problem.
Second, while GFTs are fully background independent from the point of view of spacetime physics (spacetime itself
has to be ‘reconstructed’ in most of its features), their mathematical definition as field theories on Lie group manifolds
allows us to work with the background structures of the group manifold playing technically a very similar role to what
spacetime structures (spacetime metric, topology, etc) play in usual field theories, e.g. for condensed matter systems.

To summarise, the perspective that we hold in order to construct a quantum statistical mechanical framework for
GFT (which is used thereafter to construct Gibbs states) is to reformulate the system as a many-body quantum
system, where instead of chemical atoms or molecules, we deal with fundamental, pre-geometric ‘particles’ that carry
gravitational and matter degrees of freedom. Then, once we establish the groundwork for organising its states in
an appropriate Hilbert space along with the relevant algebra of observables, we define statistical states as density
operators. In the spin network picture, these density operators define statistical states of a system of arbitrarily large
spin networks, including disconnected configurations, with a variable but finite number of nodes of fixed valence. The
goal is to take advantage of the technical tools made available by the GFT formulation of quantum gravity (spin
network) degrees of freedom to apply close-to-standard definitions of equilibrium to define Gibbs states in a fully
background independent context, for the very fundamental (candidate) building blocks of quantum spacetime, and
within the full theory (as opposed to special approximations).

The paper is organised as follows. Section II discusses the issue of statistical mechanics and background independence,
and its relevance to group field theories, specifically to put into context the work of this paper. In section III the
construction of group field theories is presented. With the relevant structures and definitions in place, in section
IV we present a quantum statistical mechanical framework for the Fock representation of GFTs and subsequently
construct examples of model-independent, structural Gibbs states in sections IV.1 and IV.2. In section V we give a
third definition of a Gibbs state of relational type, based on a deparametrization of the original GFT system to define
a canonical system with a clock structure. Finally, we summarise our results and offer some outlook.

II. BACKGROUND INDEPENDENCE, STATISTICAL EQUILIBRIUM AND GIBBS STATES

What characterises statistical equilibrium? In a non-relativistic system, the answer is unambiguous. Equilibrium
states are those which are stable under time evolution generated by the Hamiltonian Ĥ of the system. In the algebraic
description, this property is possessed by states which satisfy the Kubo-Martin-Schwinger (KMS) condition [10, 11].
For finite systems, KMS states take the explicit form of Gibbs states, whose density operators have the standard
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form proportional to e−βĤ . This characterisation of equilibrium is unambiguous because of the special role played by
time and its conjugate energy in non-relativistic mechanics, where time is absolute, modelled as the unique, external
parameter encoding the dynamics of the system.

Investigating this question in a background independent context becomes much more challenging and interesting, and
a complete framework for statistical mechanics in this setting is still missing. The primary reason is the modified role
that time plays in such theories [12]. Classical gravity as described by GR is diffeomorphism invariant (aka generally
covariant). This means that space and time coordinates have no physical significance. They are simply gauge. More
physically, all geometric quantities, in particular temporal intervals, are dynamical, and generic solutions of the GR
dynamics do not allow to single out any preferred time (or space, for what matters) direction. This is the content of
background independence in GR, and other modified gravity theories with the same symmetry content. Specifically,
the time coordinate is no longer a universal, physical evolution parameter. In quantum gravity formalisms in which
an even more radical setup is invoked, in which even the familiar spatiotemporal structures of GR like the differential
manifold, continuum metric and matter fields, etc have disappeared, the absence of an unambiguous notion of time
evolution is even more conspicuous. How can one define a thermal (statistical) state and specifically, an equilibrium
state, then?

There are different proposals in the literature for a definition of statistical equilibrium that could be general enough
to apply to generally covariant systems; and (independent of the exact context, be it classical or quantum, particle
mechanics or field theory) these can be observed to be based on different conceptual underpinnings (and often on
a combination of the same) that characterise the well-understood non-relativistic equilibrium configurations. The
following are few of these principles: KMS condition and Tomita-Takesaki theory (‘thermal time’ hypothesis) [6, 7],
where in some sense the problem is turned upside down, with a suitable identification of an equilibrium state used to
define a notion of time, adapted to that state; ergodic principle [8, 13]; principle of optimisation of a relevant ther-
modynamic potential (entropy or free energy) [8, 14]; nature of the split into and interactions among the subsystems
responsible for thermalisation [9, 13–15].

Group field theories are also background independent in the radical sense specified above for ‘spacetime-free’ quan-
tum gravity formalisms, but they also present specific peculiarities, which will be crucial in our analysis. The
base/configuration space for the GFT fields consists of Lie group manifolds, encoding discrete geometric as well as
matter degrees of freedom. This is not spacetime, and all the usual spatiotemporal features associated with the base
space of a standard field theory are absent. As in other covariant formalisms, a physically sensible strategy is to
use internal dynamical variables, for example matter fields, as relational clocks with respect to which one defines
evolution. Even in this case though, one should not expect the existence of a preferred material clock, nor, having
chosen one, that this would provide a ‘perfect’ clock, mimicking precisely an absolute time coordinate. In the end,
like standard constrained systems, GFTs too are devoid of an external or even an internal variable that is clearly
identified as a preferred evolution parameter. However, the close-to-standard QFT language used in GFTs, with its
Fock space and in particular the presence of a base manifold (the Lie group, with associated metric and topology)
imply the availability of some mathematical structures that are crucially shared with spacetime-based QFTs; this is
a main advantage over other QG formalisms.

In this paper, we consider Gibbs states as the relevant equilibrium states, i.e. states of the exponential form e−βĤ

(for some generator Ĥ not necessarily a Hamiltonian). Before delving into the details of the GFT formalism and how
we define such states within it, we discuss below the general ideas guiding our construction. The following discussion
is not restricted to the group field theory formalism, or even to classical or quantum sectors. Rather it attempts to
present in a coherent way the perspectives and strategies employed in past studies ([6–9, 13, 14] and related works)
for defining Gibbs states and statistical equilibrium in a background independent system.

Gibbs states can be categorised according to two main criteria: A) whether the type of ‘change’ with respect to which
it encodes equilibrium depends on the specific dynamics of the system, thus being in this sense model-dependent, or
not; B) whether the notion of equilibrium is associated with a pre-defined flow or not. In all these cases, the notion
of ‘change’ employed may not be interpretable directly as temporal in the standard sense. We then identify two main
classes of states, each further divided into two distinct characterisations:

(A1) Physical: The relevant type of ‘change’ used to define equilibrium is associated with the physical dynamics
of the system being considered, i.e. it depends on a specific choice of dynamical equations, thus is in this sense
model-dependent. In the non-covariant setting, its meaning is straightforward: physical change is brought about
by time translations as generated by the Hamiltonian, and the relevant ‘change’ is the dynamics of the system.
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In a covariant setting it is more subtle, and may be misleading to even call it ‘change’1. The physical states of
a constrained system are better understood not as trajectories in time but as ‘motions’ (orbits) corresponding to
a solution of the dynamical equations, encoded in terms of correlations between partial observables of the system
[16, 17]. With this in mind, overall, this particular characterisation of Gibbs states is that which refers explicitly,
and in the definition of the equilibrium state (thus, before extracting physical consequences of the given definition)
to the physical dynamics of the system, as encoded in a relevant model-dependent function or operator, whether it
be a conventional Hamiltonian or a Hamiltonian constraint.

(A2) Structural: The relevant type of ‘changes’ used to define equilibrium is model-independent, i.e. defined in
terms of quantities that do not refer directly to the specific dynamics of the system. Once again, referring to them
as change may be misleading since they may not be immediately associated to any notion of a transformation or
flow. Examples of structural flows would be geometric transformations of the underlying base space of the theory.
Example of structural quantities not directly associated to flows would be geometric observables like area or volume.
Such cases are of special interest in the context of quantum gravity, since they may be instrumental for statistically
extracting macroscopic geometric features of spacetime regions from quantum gravity microstates.

(B1) Dynamical: The relevant type of change, with respect to which one requires stationarity to define equilibrium,
is strictly associated to some ‘flow’, some transformation of the configurations of the system. This definition of equi-
librium is the one encoded by the KMS condition. These parameter flows could correspond to physical or structural
properties. Simple examples are, respectively, the physical time flow eiHt, and the U(1) gauge flow eiNθ, where N is
the number operator.

(B2) Thermodynamical: The relevant type of change used to define equilibrium is not associated to any flow.
Equilibrium is instead defined by the maximisation of the entropy functional, S[ρ] = −〈ln ρ〉ρ, under the constraints
of normalisation 〈I〉ρ = 1 and a fixed mean value of a (set of) relevant operator(s) Ō = 〈O〉ρ. These mean quantities,
and other quantities derived from them, can be understood as thermodynamic parameters and can take on the same
formal roles as in usual statistical mechanics and thermodynamics, but their exact interpretation would depend on
the context. It is important to point out that this type of states could be the most useful in background independent
settings, exactly since this characterisation is based purely on information-theoretic methods, in the same spirit as
introduced by Jaynes [18]. In fact, they are the main subject of a parallel work [19].

Four different types of Gibbs states can be constructed from combinations of the two categories (A) and (B).

Let us give some examples, including the ones we will construct in the following. (A1-B1) Gibbs states with respect
to physical time translations, as considered in standard non-relativistic statistical mechanics. Gibbs states in a sys-
tem deparametrized with respect to a relational clock time, as will be constructed in section V in the case of GFTs.
(A1-B2) Examples considered in [8, 14]. In the context of GFT, this type of state as defined through the use of a
Hamiltonian constraint corresponds to a statistical mechanical reformulation of the partition function for spin network
states [20]. Such a state will be considered in detail separately [19]. (A2-B1) These are Gibbs states satisfying the
KMS condition with respect to structural symmetries of the system. Early examples in a non-gravitational setting
belong to the work by Souriau (see recent review [21]). In section IV.2 we construct Gibbs states (which are shown
to be the unique KMS states in our setting) corresponding to translation automorphisms of the full GFT algebra (as
introduced in section III.2). (A2-B2) Such states are considered in [8, 22] with regards to geometric area and volume
operators. Here, we construct a Gibbs state as generated by a geometric volume operator in section IV.1.

Note that for real systems [23] of finite size, the Gibbs state characterisations of (A1-B1) and (A1-B2) are equivalent.
For infinite systems, there are configurations wherein the two are not equivalent. These are called metastable states
which are locally at equilibrium (satisfy KMS condition) but not globally (do not minimise the free energy density
of the system). This typically occurs in systems with long-range interactions. Also for infinite systems, it is well-
known that equilibrium states are not of the exponential Gibbs form, and are algebraic states that are more generally
characterised by the KMS condition (and entropy maximisation for global equilibrium configurations).

III. GROUP FIELD THEORY

A group field theory [3–5] describes a system of dynamical fields, for which the configuration space consists of suitable
group manifolds, instead of spacetime as is the case for standard field theories. The dynamics is encoded in an action

1 We do not delve here into conceptual analysis, though, and also refrain from investigating what better terminology could be used.
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functional. The simplest class of models are scalar theories, with fields ϕ : Gd → C defined on (several copies of)
the local gauge group of gravity G. This is the Lorentz group SL(2,C) in 4d or its Euclidean counterpart Spin(4).
SU(2) is often used as the relevant subgroup in the context of quantum gravity, especially for models connected to
loop quantum gravity2.

The quanta of the corresponding quantum GFT field are interpreted (under a set of geometricity conditions) to be
polyhedra [24, 25] with d number of faces. In the most relevant case of quantum gravity in 4 (would-be) spacetime
dimensions, the most developed models are based on simplicial structures and the GFT quanta are interpreted as
tetrahedra. In the dual pictorial representation, the same quanta are d-valent nodes with open links. The d links
are labelled by group elements g ≡ (g1, g2, ..., gd) ∈ Gd which can be understood (again, in quantum gravity models
based on simplicial structures) as parallel transports of the gravitational G-connection (discretised on the links of a
cellular 2-complex). Equivalently, the d faces of the polyhedra can be labelled by the Lie algebra-valued flux variables
[26, 27], which are the fluxes of the conjugate tetrad field (discretised on the faces of the dual polyhedral complex),
conjugate to the group elements.3 The fluxes encode the volumes of the faces. Such algebraic data labelling the GFT
quanta or ‘particles’ thus encode (discrete) geometrical information. Contrast this with standard field theories where
the particles are labelled by spacetime coordinates, identifying points in a manifold of fixed geometry.

With these fundamental ‘atoms’, extended space (kinematical states via composition) and spacetime (dynamical
processes via interactions) with arbitrary geometry and topology can in principle be constructed. Several polyhedra
can be glued along shared faces to form a polyhedral complex. A relevant example is again in simplicial models for 4d
gravity, where tetrahedra combine along shared triangles to form a 3-dimensional simplicial complex. In the language
of quantised group field theory, this corresponds to a quantum state made up of several GFT quanta, i.e. a ‘multi-
particle’ state achieved via composition of several single-particle (tetrahedron) states (the gluing being encoded in
suitable restrictions on the multi-particle wave function). In the dual picture, a multi-particle GFT state corresponds
to a collection of nodes with labelled links, which when glued to each other form an extended labelled graph with
valence d. In the canonical gravity literature, this is simply a spin network of a G-connection [17]. Furthermore, the
interactions of the quanta as dictated by the action gives rise to a discretised spacetime or a spinfoam. The picture
that we have is thus of a system of quanta whose states and processes as defined by the associated group field theory
corresponds to discretised spacetimes of arbitrary geometry and topology. A group field theory is thus a quantum
field theory of discrete geometrical building blocks (for simplicial interactions, of simplicial geometry) [4, 5, 28].

The above description concerns models of ‘pure geometry’. In the present work, we are concerned also with group
field theories which generate discrete spacetimes coupled to (discretised) real scalar matter fields. One way to couple a
single real scalar degree of freedom, used in recent GFT literature, in particular for cosmological applications [29–31],
and detailed in [32], is by extending the original configuration space Gd, encoding purely geometrical data, by R. By
extension, n number of scalar fields can be coupled by considering a model based on Gd × R

n. Doing this we have
assigned to each GFT particle additional n real numbers representing the values of the fields. Consequently, a GFT
Feynman diagram (d-dim polyhedral complex) is enriched by n scalar fields that are discretised on the vertices of
the graph dual to (d− 1)-dim hypersurfaces. Thus we are concerned with a GFT field defined (for arbitrary natural
numbers d > 0 and n ≥ 0) as,

ϕ : Gd × R
n → C . (3.1)

The primary reason for including matter in GFTs is obvious: any fundamental theory of gravity must include (or
must be able to generate at an effective level) matter degrees of freedom if it is to eventually realistically describe the
universe. Also, as discussed in the previous section, in background independent systems like GFTs, as is well-known
[33], a reasonable way of defining physical quantities is by constructing relational observables using material reference
frames. In GFT, such relational reference frames using scalar fields have indeed been used in the context of cosmology
[29–31]. In the present work, we use them for a different, if related, purpose. In section IV.2 we define Gibbs states
with respect to internal translations in these scalar fields within the framework of quantised GFT. Later on in section
V, we consider the issue of deparametrizing the full GFT system with respect to one of these several scalar fields
to define relational dynamics. The resulting relational clock Hamiltonian is used to construct physical relational

2 GFT models of quantum gravity are most often defined to possess an additional symmetry, implemented at the level of each GFT
field, which justifies the above discrete geometric interpretation. This is the so-called ‘closure constraint’, which is implemented as a
gauge invariance of each GFT field under the diagonal right (or left) action of the group G, effectively reducing the domain manifold to
G×d/G. While conceptually and physically important, this property is not crucial for the problem we tackle in this paper, nor for our
mathematical construction of equilibrium states, which can be easily adapted to it. Therefore, we do not deal with it explicitly in the
following.

3 Even though these geometric degrees of freedom, group and flux variables, are understood as eventually generating the continuum
connection and tetrad fields respectively, we note that their occurrence and definition within group field theory is independent of any
embedding into continuum structures via a discretisation. This is one reason why, unlike in LQG, one does not impose on the GFT
states any cylindrical consistency conditions, at least in the definition of the theory. Instead, the working philosophy in GFT is that
the corresponding continuum structures be generated dynamically.
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equilibrium states.

III.1. Fock space and GFT algebra

Adopting the second quantisation scheme [34, 35], multi-particle states of the quantum field ϕ(g, φ) can be organised

in a Fock space HF generated by a Fock vacuum |ΩF 〉 and the ladder operators4 ϕ, ϕ∗ associated with the GFT field
[20, 36]. A single quantum is created by acting on the Fock vacuum with the creation operator

ϕ∗(g, φ) |ΩF 〉 = |g, φ〉 . (3.2)

The Fock vacuum is the state with no quantum geometrical or matter degrees of freedom, satisfying ϕ(g, φ) |ΩF 〉 = 0
for all arguments. |g, φ〉 is the state of a d-valent node whose links are labelled by group elements g ≡ (g1, ..., gd) and
the node itself with a set of real numbers φ ≡ (φ1, ..., φn). Then, a generic single-particle state with wavefunction ψ
is given by,

|ψ〉 =

∫

Gd

dg

∫

Rn

dφ ψ(g, φ) |g, φ〉 ,

where dg =
∏d

I=1 dgI is the Haar measure5, dφ =
∏n

a=1 dφa is the Lebesgue measure, and ψ is an element of the

single-particle Hilbert space6 H = L2(Gd × Rn). For d = 4, this is the space of states of a quantum tetrahedron [37]
with additional real numbers attached to it.

The complete pre-Fock space is
⊕

N≥0 H
⊗N , where H⊗N describes the N -particle sector. The Fock space is the

symmetric projection of this. We (choose to) impose on our states symmetry under arbitrary particle exchanges, i.e.
bosonic statistics. In the spin network picture, this condition reflects the graph automorphism of vertex relabelling
and is a natural feature to require. For the case at hand then, the Hilbert space for bosonic GFT quanta is the Fock
space

HF =
⊕

N≥0

symH⊗N . (3.3)

We stress again that this Fock space contains arbitrary spin network excitations [20], thus all the quantum gravity
structures are shared with loop quantum gravity (even if organised in a different way). This means that defining
proper statistical equilibrium states on this Fock space truly means defining non-perturbative statistical equilibrium
states in a fully background independent context and within a fundamental theory of quantum gravity based on spin
network states.

The ladder operators (which take us between the different multi-particle sectors) satisfy the commutation relations
(CR) algebra7,

[ϕ(g
1
, φ

1
), ϕ∗(g

2
, φ

2
)] = I(g

1
, g

2
)δ(φ

1
− φ

2
) , [ϕ, ϕ] = [ϕ∗, ϕ∗] = 0 (3.4)

where, I and δ are delta distributions for functions on Gd and Rn.

Spin-momentum basis. The spin-momentum basis, which is a result of harmonic analysis on Gd × Rn, is used in
the examples considered later and is thus summarised here. The GFT field transforms in the familiar way,

ϕ(g, φ) =

∫

Rn

dp

(2π)n

∑

χ∈Irreps(G)

Dχ(g) e
−ip.φ ϕ(χ, p) (3.5)

where Dχ(g) are normalised Wigner expansion modes. The corresponding ladder operators would also transform in

4 For most part of this paper since we work only in the quantum setting, we omit the use of a hat ̂ to distinguish an operator, for
convenience. But since Section V considers both the classical and quantum sides, there hats are employed to avoid confusion.

5 G is taken to be locally compact so that the Haar measure is defined, even though it would be finite only for compact groups. We also
require G to be unimodular (for a later proof). Both these properties are satisfied by the physically relevant cases of SL(2,C), Spin(4)
and SU(2).

6 Even for compact G, the configuration space is non-compact along R. Regularisation then requires restricting to a compact domain.
We shall return to this when discussing the GFT Weyl algebra in the next section.

7 These commutation relations would look slightly different if the closure condition is imposed on GFT fields and quanta.
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the same way. Formally p enters as the Fourier conjugate to φ but in light of interpreting φ as a scalar field, p would
be its corresponding observable momentum. Modes χ are the data characterising the irreducible representations of G.
For example, for G = SU(2), the modes χ = (J,m, n) (or (J,m, I) for gauge-invariant ϕ, where I is the intertwiner
basis) denote the usual spin data of a single node.

The algebra structure (3.4) is preserved, and now takes the form,

[ϕ(χ
1
, p

1
), ϕ∗(χ

2
, p

2
)] = (2π)nδχ

1
χ

2
δ(p

1
− p

2
) , [ϕ, ϕ] = [ϕ∗, ϕ∗] = 0 (3.6)

where δχ
1
χ
2
is the Kronecker delta, δ(p

1
− p

2
) is the Dirac delta distribution on Rn, and ϕ(χ, p) |ΩF 〉 = 0 for all χ, p.

Occupation number basis. The Fock space basis that is utilised later in the paper is the orthonormal occupation
number basis [20, 35]. It is particularly useful because it is the eigenbasis of the number operator in HF . This basis
sees only how many particles occupy a given mode χ. Utilising the CR relations (3.6), a normalised multi-particle
state with nχ number of particles in a single mode χ is,

|nχ〉 =
1√
nχ!

(ϕ∗
χ)

nχ |ΩF 〉 . (3.7)

Then, a generic multi-particle state occupying several modes χ
i
is,

|{nχ
i
}〉 ≡ |nχ

1
, nχ

2
, ..., nχ

i
, ...〉 =

1√∏
i

(
nχ

i
!
)
∏

i

(ϕ∗
χ

i

)nχ
i |ΩF 〉 . (3.8)

The number operator for a single mode, Nχ = ϕ∗
χϕχ, counts its occupation number, Nχ

j
|{nχ

i
}〉 = nχ

j
|{nχ

i
}〉. The

total number operator, N =
∑

χNχ, naturally counts the total number of particles in a given state, N |{nχ
i
}〉 =(∑

j nχ
j

)
|{nχ

i
}〉.

Operator algebra. The 2nd quantised operators (see [20] for more details, especially in the context of LQG) are
elements of the unital *-algebra generated by {ϕ, ϕ∗, I}, where I is the identity operator on HF . These elements are
in general polynomial functions O(ϕ, ϕ∗, I) of the three. We denote this algebra by AF which acts on HF .

Operator norm is not defined on AF because of the unboundedness of the bosonic ladder operators. As is standard
in algebraic treatments of many-body quantum systems, we instead work with exponentiated versions of these which
results in a unital C*-algebra, the Weyl algebra.

III.2. Weyl formulation of GFT algebra

The following Weyl reformulation of the GFT system is based on the well-known literature on algebraic quantum
field theory [23, 34] surrounding the Fock representation of many-body, non-relativistic systems, suitably adapted to
define a framework for GFT required to do statistical mechanics. This formulation has been defined and developed
in more detail in [38].

The fields ϕ and ϕ∗ are operator-valued distributions. The corresponding operators are defined by smearing them
with test (wave) functions like so,

ϕ(f) :=

∫

Gd×Rn

dg dφ f(g, φ)ϕ(g, φ) , ϕ∗(f) :=

∫

Gd×Rn

dg dφ f(g, φ)ϕ∗(g, φ) (3.9)

where f ∈ L2(D), and D ⊂ Gd ×Rn is a compact region within the full base space that includes the identities. Then
the commutation relations (3.4) take the following form,

[ϕ(f1), ϕ
∗(f2)] = (f1, f2) , [ϕ(f1), ϕ(f2)] = [ϕ∗(f1), ϕ

∗(f2)] = 0 (3.10)

where (f1, f2) =
∫
D dg dφ f1(g, φ)f2(g, φ) is the L

2-inner product.
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The choice of the space of test functions usually depends on the situation at hand. We choose it to be the space of
those functions in the single-particle Hilbert space which have compact support. In fact, we restrict our single-particle
Hilbert space to only those functions that have compact support, and are thus well-defined in this simple sense. So
from here on, we take as the single-particle Hilbert space H = L2(D), which is also the space of test functions. An
alternative choice would be the space of smooth functions (which is dense in L2) with compact support (as is used
in GFT in [38]), or the widely-used subspace of Schwartz functions. Another standard choice is to use the space of
solutions of a specific model as the space of test functions.

Bosonic ladder operators are unbounded in the operator norm on HF (and thus are only densely defined). Therefore
let’s define hermitian operators (in the common dense domain of ϕ and ϕ∗), Φ(f) := 1√

2
(ϕ(f) +ϕ∗(f)), and Π(f) :=

1
i
√
2
(ϕ(f)− ϕ∗(f))8,9, and consider their exponentiations, WF (f) := eiΦ(f) (and W̃F (f) = eiΠ(f)), which:

• are unitary, WF (f)
∗ =WF (f)

−1 =WF (−f) , and

• satisfy Weyl relations, WF (f1)WF (f2) = e−
i
2
Im(f1,f2)WF (f1 + f2).

That is, {WF (f)}f∈H defines a Weyl system [34, 39] over H in HF . It defines a unitary representation of the GFT
CR algebra in the Fock space with generators Φ.

Retaining this algebraic structure and forgetting (for now) the generators Φ which lend the concrete representation,
an abstract bosonic GFT system can be defined by the pair (A,S), where A is the Weyl algebra10 generated by
Weyl unitaries {W (f) | f ∈ H} and S is the space of algebraic states (complex-valued, linear, normalised, positive
functionals on the algebra) over it. The defining relations of this algebra are,

W (f1)W (f2) =W (f2)W (f1) e
−i Im(f1,f2) =W (f1 + f2) e

− i
2
Im(f1,f2) (3.11)

where f1, f2 ∈ H, identity is I = W (0), and unitarity is W (f)−1 = W (f)∗ = W (−f). This is a unital C*-algebra,
equipped with the C*-norm. The benefits of defining a quantum GFT system with an abstract Weyl algebra stem
from the fact that some general results can be deduced, which are representation-independent (and would apply,
for example, also to condensate representations, should these turn out to exist, and be unitary inequivalent to the
Fock one [38]). This allows in particular for exploring structural symmetries at the level of the algebra formulated in
terms of automorphisms. In this paper, we will consider examples of automorphisms of A corresponding to structural
symmetries (translations) of the underlying theory. The KMS condition with respect to these automorphisms then
leads to the definition of structural equilibrium states which encode stability with respect to the corresponding
internal flows of the transformation under consideration.

The Fock system is now generated as the Gelfand-Naimark-Segal (GNS) representation (πF ,HF ,ΩF ) of the regular

Gaussian algebraic state given by ωF [W (f)] := e−
||f||2

4 . Here HF is the GNS representation space which is identical
to the one that we constructed in the previous section directly using the ladder operators, via the following identities
πF (W (f)) = WF (f) = eiΦ(f), for all W (f) ∈ A. The vector state ΩF is the cyclic GNS vacuum generating the

representation space, πF (A) |ΩF 〉
dense
⊂ HF . It is the same Fock vacuum that was introduced earlier, the no-space

state. Now, for an irreducible representation, which πF is, the bicommutant πF (A)′′ is the full B(HF ), the set of
bounded linear operators on HF . This is simply because the commutant is CI by irreducibility. By the bicommutant
theorem, πF (A)′′ is also the weak and strong closure of πF (A) in the respective Hilbert space topologies. Instead of
working directly with the C*-algebra πF (A), we choose to work with its closure B(HF )

11. Thus our kinematic system
is defined by a pair consisting of a von Neumann algebra and the relevant space of states over it, (B(HF ),Sn). Here
Sn is the set of algebraic states ωρ induced by density operators on HF , given by ωρ[A] = Tr(ρA) for all A ∈ B(HF ).
Since πF is faithful, its normal folium Sn is dense in the space S of all states, and therefore is the relevant state space
to consider.

III.2.1. Translation automorphisms

In section IV.2 we shall construct Gibbs states which are at equilibrium with respect to translations of the system
along the directions of the base manifold. The definitions and constructions relevant for this are presented below.

8 Since Π(f) = Φ(if), both ϕ and ϕ∗ can be recovered from Φ alone, which are the generators of this representation.
9 In terms of operators Φ and Π, the commutation relations take the form, [Φ(f1),Π(f2)] = iRe(f1, f2) , [Φ(f1),Φ(f2)] = [Π(f1),Π(f2)] =
i Im(f1, f2).

10 Fermionic statistics would correspond to a Clifford algebra.
11 Those elements of AF which are (made) bounded in the operator norm are then automatically elements of B(HF ).
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Rn-translations. The natural translation map on n copies of the real line,

Tφ : Gd × R
n → Gd × R

n

: (g, φ′) 7→ (g, φ′ + φ)

induces a complex linear map (the pull-back) on H as a shift of functions to the right,

T ∗
φ : H → H

: f(g, φ′) 7→ (T ∗
φf)(g, φ

′) := (f ◦ T−φ)(g, φ
′) .

Notice that T ∗
φ preserves the L2-space inner product due to translation invariance of the Lebesgue measure,

(T ∗
φf1, T

∗
φf2)H = (f1, f2)H . Let us define a linear map on the Weyl algebra via the action on its set of genera-

tors,

αφ : A → A :W (f) 7→W (T ∗
φf) . (3.12)

It is easy to show that for each φ, the map αφ defines a *-automorphism of A. The set of maps {αφ}φ∈R forms
a 1-parameter group. This defines a representation of the group R in the group of automorphisms of the algebra,
Aut(A). That is, the map α : R → Aut(A) : φ 7→ αφ preserves the algebraic structure of reals, αφ1+φ2

= αφ1
αφ2

.
Extending this to Rn, the maps {αφ}φ∈Rn now form an n-parameter group, and α defines a representation of Rn in

Aut(A).

Gd-left translations. The natural left translations on a group manifold are diffeomorphisms from G to itself. On
Gd, it is given by the smooth map,

Lg : (g′, φ) 7→ (g.g′, φ) ≡ (g1g
′
1, ..., gdg

′
d, φ) , (3.13)

which induces a map on the space of functions,

L∗
gf(g

′, φ) := (f ◦ Lg−1)(g′, φ) . (3.14)

This is the standard left regular, unitary representation of G on L2(G), extended to the case of d copies of G. Thus,
L∗
g also preserves the L2-inner product. With this let us define a linear transformation on the Weyl generators by,

αg(W (f)) :=W (L∗
gf) . (3.15)

Then, map αg defines a *-automorphism of A. Also like for Rn-translations, α : Gd → Aut(A) is a representation of

Gd in the group of all automorphisms of the algebra as it preserves the algebraic structure, αg.g′ = αgαg′ . Analogous

statements hold for right translations.

III.2.2. Unitary translations

Using the following known structural properties of GNS representation spaces [34], the automorphisms defined above
can be implemented by unitary transformations in the Fock space as follows.

α-Invariant state. Let ω be an α-invariant state, i.e. ω[αA] = ω[A] for all A ∈ A, for some α ∈ Aut(A). Then,
α is implemented by unitary operators Uω in the GNS representation space (πω,Hω,Ωω), defined by Uω πω(A)U

∗
ω =

πω(αA) with invariance of the GNS vacuum UωΩω = Ωω. Similarly, for the general case when ω is invariant under a
group of automorphisms, then α(G) is implemented by a unitary representation Uω(G) of G in Hω, such that

Uω(g)πω(A)U
∗
ω(g) = πω(αgA) with Uω(g)Ωω = Ωω . (3.16)

Fock state. We recall that the algebraic Fock state over A is ωF [W (f)] = e−||f ||2/4, with the associated GNS
representation (πF ,HF ,ΩF ). Then, any automorphism on A that is defined via a norm-preserving transformation
on H will leave ωF invariant. Thus ωF is invariant under the class of norm-preserving transformations of the single-
particle L2-space H, including the translation automorphisms of the base manifold as defined above. Therefore,
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automorphisms αφ and αg are implemented by groups of unitary operators in HF .

From the unitary transformations (3.16) as applied to Weyl generators in Fock representation, it is straightforward
to see that the GFT ladder operators transform in the familiar way,

UF (φ
′)ϕ#(g, φ)UF (φ

′)−1 = ϕ#(g, φ+ φ′)

UF (g
′)ϕ#(g, φ)UF (g

′)−1 = ϕ#(g′g, φ)

where, ϕ# denotes both ϕ, ϕ∗. From here on the subscript F on the unitary implementations of the automorphisms
will be dropped with the understanding that in this paper U refers only to the unitary representation of some group G
in target space U(HF ), the group of unitary operators on Fock space. It is important to note that the corresponding
group homomorphism U : G → U(HF ), for a group G, including several copies of it, is strongly continuous in the
Fock space. See appendix A for details.

These transformations defined for πF (A) can easily be extended to the von Neumann system B(HF ) because weak
convergence is preserved by unitaries. Therefore, our system (B(HF ),Sn) is now equipped with strongly continuous
groups of unitary operators that implement, in the Fock system, internal shifts of the underlying manifold Gd × Rn.

IV. STRUCTURAL STATISTICAL EQUILIBRIUM

Equipped with (B(HF ),Sn) as the kinematic description of a system of an arbitrarily large (but finite) number of GFT
quanta, it is straightforward to see that it defines a quantum statistical mechanics for GFT. Let ωρ ∈ Sn, then the
quantities ωρ[A] = Tr(ρA), where A ∈ B(HF ) and ρ is a density (trace-class and positive) operator, are the quantum
statistical averages of A. If additionally, A is self-adjoint and has a structure that admits an appropriate (geometric)
interpretation, then ωρ[A] are ensemble averages of observables A. ωρ is a statistical mixture of quantum states of
particles encoding gravitational and scalar matter degrees of freedom associated with the GFT field. Thus, rewriting
of the spin network degrees of freedom within a GFT Fock space allows us to define a statistical mechanics for them.12

Given ρ then the most fundamental of thermodynamic potentials, whose existence does not really rely on the context
in which the statistical mechanical framework is formulated, can be defined in the usual manner (having done so
at a formal level, of course, the remaining task would be to identify a suitable physical interpretation for them13).
Normalisation of the state is given by the partition function Z, from which can be defined the useful free energy
function F ∝ − lnZ. Entropy a la von Neumann is S = −Tr(ρ ln ρ). These potentials and others derived from them
(that are considered to be relevant in a specific context) define the macrostate of the full system ρ, whose microstates
are naturally the quantum states contributing to the statistical mixture.

The important class of normal states/density operators that are of interest here are the Gibbs states. In the study of
bulk properties of a system of many discrete constituents, these states provide the simplest description of the system,
that of equilibrium. Generic Gibbs states can be written as e−

∑
l βlOl , where Ol are operators that are of interest

in the situation at hand whose state averages 〈Ol〉 are fixed, and βl are the corresponding intensive parameters that
characterise the equilibrium configuration.

In this section we study the structural Gibbs states. As discussed in section II, in a background independent context,
such a state can be derived from maximisation of entropy or via the KMS condition given some flow (or, in cases where
the two are equivalent, both). In the following, we present examples of structural thermodynamical and dynamical
Gibbs states within the GFT framework.

IV.1. Equilibrium in geometric volume

The volume operator plays a crucial role in quantum gravity. In LQG there exist several different proposals (see
[24, 40] and references therein), but in each its spectral values are attached to intertwiners associated with the spin

12 Like in conventional statistical mechanics of finite systems, this description would not be expected to have enough structure to support
different inequivalent phases. In order to access the phase structure of the theory, one needs to invoke techniques from algebraic statistical
mechanics, or non-perturbative renormalization, in GFT and study the thermodynamic limit [38].

13 For example, if a thermodynamic volume potential can be defined in analogy with usual QFTs, this would refer to the domain manifold
of the GFT fields, i.e. the group manifolds, and would not be immediately related to spatial volumes, as deduced for example by the
quantum operator we use below, that is motivated by the quantum geometric interpretation of GFT quanta.
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network vertices. Since the GFT Fock space is a rewriting of the same degrees of freedom, here a volume eigenvalue is
associated to a Fock quantum. As a first investigation to check the usefulness of this statistical mechanical framework
for spin network states, we consider a Gibbs state with respect to a volume operator, V , defined on HF .

IV.1.1. Volume operator

Here, the scalar matter degrees of freedom taking values in Rn are neglected. The main reason for this choice is that
the volume of a quantum of space is a geometric quantity expected to depend primarily on the data χ labelling the

d links of a single vertex.14 From this perspective, given a multi-particle state, the total volume operator should
basically count the number of particles in each mode (defined by the geometric data) and multiply this number by
the volume eigenvalue associated to a single particle in that mode. It is then evident that it is an extensive, one-body
operator. By extensive we mean that it is proportional to the size of the system (the total number of particles); and,
by one-body we mean that its total action on any multi-particle state is additive with irreducible contributions from
individual actions on a single particle. A typical example of such an operator in a standard many-body quantum
system is the total kinetic energy.

In the occupation number basis (section III.1) the volume operator has the following form,

V =
∑

χ

vχ ϕ
∗
χϕχ , V |{nχ

i
}〉 =


∑

j

vχ
j
nχ

j


 |{nχ

i
}〉 (4.1)

where, mode χ denotes the irreducible representation data associated with an open spin network vertex in the spin
basis. Keeping in mind our interpretation of vχ as the volume of a quantum polyhedron with faces coloured by χ,

the following reasonable assumptions are made. First, the single-mode spectrum is chosen to be real and positive,
vχ ∈ R>0 (for all χ). This implies that the spectrum of the total volume operator V is real and non-negative because

it is simply a result of scaling vχ with non-negative natural numbers nχ ≥ 0. Therefore by construction, V is a

positive, self-adjoint element of B(HF ). Positivity ensures boundedness and therefore the existence of at least one
ground state. Second, we require uniqueness of the single-particle ground state, i.e. vχ = v0 ≡ min{vχ} ⇔ χ = χ

0
,

where V |χ
0
〉 = v0 |χ0

〉. Notice that the uniqueness assumption would fail if the degenerate zero eigenvalue for vχ
is included in the spectrum, because a zero eigenvalue would correspond to several different spin configurations.15

The exact value of v0 depends on the specifics of the spectrum vχ which in turn depends on the specific quantisation

scheme used to define the operator. We stress however that the same uniqueness is assumed only for simplicity, and
the following calculations, as well as the definition of the Gibbs state, could be adapted to the situation in which it
does not hold.

IV.1.2. Volume Gibbs state

Let us consider the following mixed state defined on the GFT Fock space,

ρ =
1

Z
e−β(V−µN) , Z = Tr(e−β(V−µN)) (4.2)

with β and µ free real parameters, and 0 < β <∞. Then, ρ is a well-defined element of Sn for µ ≤ v0. See appendix
B for details on verification of ρ as a genuine density operator on HF .

What does it mean to define such a Gibbs state as generated by the volume operator? Referring back to the discussion
in section II, specifically to thermodynamical Gibbs states in a background independent setting, a state like (4.2) can
be best understood as arising from Jaynes’ principle of maximisation of entropy, S = −〈ln ρ〉 of the system, under
the constraints 〈I〉 = 1, 〈V 〉 = V̄ and 〈N〉 = N̄ , without any need of a flow. Parameters β and µ enter formally as
Lagrange multipliers. From a purely statistical point of view, the corresponding physical picture, intuitively, would

14 This is not to say that the volume of the corresponding emergent spacetime manifold that is being modelled discretely would not depend
on matter, which it of course does according to GR. With this in mind, the choice of independence of volume from matter degrees of
freedom should be viewed as a first step that is simple enough to investigate geometric properties of a theory of fundamental discrete
constituents of spacetime. This is also the choice that is commonly made in LQG.

15 We are thankful to Mingyi Zhang for pointing this out.
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be that of a system in contact with a bath, which exchanges quantities corresponding to the operators V and N16.
The macroscopic description of the system is then given by the averages V̄ , N̄ along with the intensive parameters
β, µ17 which characterise the equilibrium configuration.

Given a quantum statistical mechanical framework, defining a state like (4.2) is justified from the statistical point of
view as stated above. But in the context of quantum gravity, why would such a state be interesting to look at? As
hinted at in [8], a mixed state generated by geometric operators like volume and area would be expected to describe
better the physical state of a region of space rather than an arbitrary pure spin network state, wherein the corre-
sponding macroscopic volume and area of the region are given by statistical averages, 〈V 〉ρ and 〈A〉ρ, characterising
(at least partially) the geometric macrostate. In other studies for example, a similar perspective is held with the
aim of defining ‘geometric’ entropies, with respect to area measurements of boundary spin network states in [22],
volume measurements of bulk spin network states in [41], and in several LQG-inspired analyses of quantum black
holes microstates [42]. Within the framework described here, such geometrical entropies arise naturally as the von
Neumann entropy of a statistical state ρ of geometric observables.

In addition to the link that such states could provide to macroscopic geometric observables, we are now going to
show that they could be employed to extract an interesting phase purely as a result of the collective behaviour of the
constituent fundamental quanta. In the next section we show that when diagonalised in the occupation number basis,
the volume Gibbs state as defined in (4.2) admits a condensed phase that is populated majorly by GFT quanta in
the lowest possible spin configuration χ

0
. We also comment on a special sub-class of such condensates, the commonly

encountered spin-1/2 phase which is a collection of a large number of non-interacting isotropic18 SU(2) spin network
nodes with almost all links labelled by j = 1/2.

IV.1.3. Bose-Einstein condensation to low-spin phase

The occupation number basis of HF , being the eigenbasis of (4.1), can be utilised to compute the relevant macrostate
variables corresponding to the volume Gibbs state. The partition function is evaluated to be,

Z =
∑

{nχ
i
}
〈{nχ

i
}|
∏

i

e−β(vχ
i
−µ)nχ

i |{nχ
i
}〉 =

∏

χ

1

1− e−β(vχ−µ)
. (4.3)

This partition function can be immediately identified as having the same form as that of a gas of free non-relativistic
bosons with the Gibbs state defined in terms of the non-interacting Hamiltonian (total kinetic energy) [43]. In our case
however, the simplicity of the state (and consequently of the explicit expressions for the potentials) is not a statement
about its underlying dynamics, or the result of some controlled approximation of the same. It is true, however, that
in the definition we are presently using, we are neglecting any such dynamical ingredients. For the simple case of the
volume operator, unless our geometrical perspective of assigning a quantum of volume to an intertwiner changes, the
corresponding operator will always be a one-body extensive operator in the GFT Fock space of spin networks, which,
under the general conditions stated above, will always lead to a partition function reminiscent of an ideal Bose gas.
It is also true, though, that such a partition function would arise for any operator which has the general form (4.1)
with a real non-negative spectrum. An interesting example is the kinetic part of a GFT action often used in the

literature, with a Laplacian term, SK =
∫
dg ϕ∗(g)(−

∑d
I=1 ∆gI +M2)ϕ(g). Since the Wigner modes are eigenstates

of the Laplacian, in the spin basis this operator takes a form, SK =
∑

χ(aχ +M2)ϕ∗
χϕχ, which is analogous to (4.1).

For the simple case of SU(2), aχ =
∑d

I=1 jI(jI + 1).

The average total number of particles in state (4.2) is,

〈N〉ρ = Tr(ρN) =
∑

χ

1

e+β(vχ−µ) − 1
= −

∂F

∂µ
, (4.4)

where, F is the free energy, F = 〈V − µN〉ρ − β−1S = − 1
β lnZ. The ground state term with the smallest eigenvalue

v0 contributes the most to 〈N〉ρ. As µ → v0, occupation number of the ground state, N0 ≡ 〈Nχ
0
〉ρ diverges and the

16 In the case at hand, exchange of particles inevitably leads to exchange of volume (and vice-versa), because the particles themselves
carry the quanta of volume. In fact, µ is just like a constant shift in the volume spectrum, in this example.

17 Formally β and µ parametrise the class of Gibbs states (4.2). Presently no attempt is made to attach any additional interpretations to
them.

18 All links incident on an isotropic node are labelled by the same spin.
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system undergoes condensation, resulting in a macroscopic occupation of the single-particle state |χ
0
〉 with volume

v0. A low-spin condensate phase thus arises naturally as a quantum statistical mechanical process of a system of
fundamental atoms of space.

This is just like the standard Bose condensation [43]. The order parameter can now be directly seen to be the non-zero
expectation value of the GFT field operator, i.e. the condensate wavefunction,

〈ϕ(g)〉ρ = 〈
∑

χ

ψχ(g)ϕχ 〉ρ = 〈ψχ
0
(g)ϕχ

0
+

∑

χ6=χ
0

ψχ(g)ϕχ 〉ρ

µ→v0
−→ 〈ψχ

0
(g)

√
N0 〉Ψ0

=
√
N0 ψχ

0
(g) .

The single-particle state |χ
0
〉 characterising the condensate corresponds to a set of spin labels encoding ground state

data of whichever19 volume operator is chosen. A special class of such condensates is for the choice of isotropic
vertices of SU(2) spin networks and a ground state corresponding to a minimum spin j0 = 1/2. The above then is
a mechanism, rooted purely in the quantum statistical mechanics of GFT quanta, for the emergence of a spin-1/2
phase. This bulk configuration has been identified and used repeatedly as the relevant sector in LQG for LQC, and
also in GFT condensate cosmology.

Let us digress briefly to place this result in the context of a recent work [44], wherein a similar result is obtained
within the framework of GFT cosmology. There are crucial differences in our analysis relative to theirs. (1) The
analysis in [44] is carried out at the mean field, ‘hydrodynamic’ [29] level in terms of the condensate wavefunction of
pure coherent states. On the other hand, here the analysis is directly at the level of the microscopic theory of the
GFT quanta which then gives rise to a condensate state, which is not chosen to be a coherent state but derived to be
Ψ0. In fact, the starting point here is a maximally mixed state. (2) The result in [44] holds for isotropic vertices in
the GFT coherent state (mean field), while here it holds true for generic anisotropic data. (3) And finally, in [44] this
phase is shown to emerge from the particular wavefunction solution (which is a function of the relational clock φ) in
an asymptotic regime of relational evolution, φ → ±∞. This re-emphasises the facts that their analysis is restricted
to: the mean field approximation, where it is reasonable to consider asymptotics in φ, which would be ill-defined in
the underlying full quantum theory, if understood as corresponding to a specific GFT state. Furthermore, since their
analysis relies crucially on the inclusion of the relational scalar field φ, it would seem that the consequent result is
also confined to GFT models coupled to matter. In this sense our result strengthens theirs because here the low-spin
phase is shown to emerge already for only gravitational degrees of freedom and as a structural, model-independent
feature of a geometric statistical state. In the same respect, our result is actually closer to the one obtained,
in absence of scalar field coupling, but still at the mean field level and restricted to isotropic configurations, but
including also non-trivial GFT interactions, in [45]. A more direct comparison with [44] could be made by general-
ising the above condensation mechanism to the case of a GFT coupled to a relational clock. This is left to future work.

Finally, given the nice properties of operator V which mimic the Hamiltonian of a system of non-interacting bosons in
a box [43], the result that this system condenses to the single-particle ground state is not surprising. Still, this simple
example illustrates the potential of considering collective, statistical features that are inherent in the perspective
that spacetime has a microstructure consisting of fundamental, discrete quantum gravity degrees of freedom. It also
illustrates the usefulness of the GFT reformulation of spin network degrees of freedom within a Fock space.

IV.2. Equilibrium in internal translations

Now we turn our attention to the Gibbs states which encode equilibrium via the KMS condition under translations
of the base manifold Gd × Rn as dictated by the unitary groups of operators U(φ) and U(g) on HF .

IV.2.1. KMS condition and Gibbs states

In quantum statistical mechanics and thermal field theory alike, the KMS condition has been recognised as charac-
terising equilibrium in terms of stability under a certain automorphism or flow in the algebra. Originally formulated
in terms of thermodynamical Green’s functions that are characteristic of Gibbs states [10], it was later adapted to

19 As long as it satisfies the general properties laid out in section IV.1.1.
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an algebraic setting wherein its importance for defining equilibrium states under the thermodynamic limit (of taking
the system size to infinity whilst keeping the density of gas finite) was made explicit [11].

There are several equivalent formulations of the KMS condition [34]. The one we use is as follows. Let FAB(z) be
a complex function on the complex plane which is analytic in the strip {z ∈ C | 0 < Imz < β} and continuous on
its boundaries. A state ω over an algebra A can be said to define such a function if FAB(z) := ω[Aαz(B)], where
A,B ∈ A, and α is a 1-parameter group of automorphisms of A, extended here to a complex variable. Then, the
same state is said to satisfy the KMS condition if ω[A(αt+iβB)] = ω[(αtB)A], i.e. one has periodicity in the boundary
values,

FAB(t+ iβ) = ω[αt(B)A] .

The state ω is then called a KMS state. A KMS state automatically satisfies stationarity, ω[αA] = ω[A], which
captures the simplest notion of equilibrium. As is well-known, this characterisation of equilibrium survives the limit
of taking the system size to infinite, whereas the Gibbs description would fail.

Before considering specific Gibbs states corresponding to the translation automorphisms of the GFT system, we
first show in generality that given an automorphism and its unitary representation in the GFT Hilbert space HF ,
the unique KMS state as defined by this automorphism will be a Gibbs state with respect to the generator of the
transformation. The proof proceeds in line with the case of quantum statistical mechanics of a finite, non-relativistic
system [34], the main conceptual difference being that in the standard case the automorphism of interest is usually
the physical time translations, whereas in our case we understand them to be of a more generic nature and certainly
not (strictly) related to time translations.

Let αt be a 1-parameter group of automorphisms of the GFT algebra A that are represented unitarily in πF by the
group of operators U(t) = eitG , where G is the self-adjoint generator. Note that t ∈ R is an arbitrary parameter
whose interpretation relies on what kind of transformation the automorphism αt encodes. Consider a normal state in
this representation ωρ[A] := Tr(ρπF (A)) (for all A ∈ A), satisfying the KMS condition with respect to αt. Then, by
definition of the KMS condition, ωρ[BA] = ωρ[A(αiβB)] for all A,B ∈ A, that is,

Tr(ρ πF (B)πF (A)) = Tr(ρ πF (A)πF (αiβB)) = Tr(ρ πF (A) e
−βGπF (B)eβG)

= Tr(e−βGπF (B)eβG ρ πF (A))

Notice that the last equality holds true for all A ∈ A. This implies e−βGπF (B)eβG ρ = ρ πF (B) ⇒ [eβGρ , πF (B)] =
0 (for all B ∈ A) ⇒ eβGρ ∈ πF (A)′. Now, πF is irreducible, meaning πF (A)′ = CI. Therefore,
eβGρ ∝ I ⇒ ρ ∝ e−βG. Thus the unique normal KMS state in (πF ,HF ,ΩF ) is a Gibbs state. �

Now let us turn to the von Neumann algebra πF (A)′′ = B(HF ). Like above, given a KMS state ωρ with respect to
an automorphism group αt of A, and the corresponding unitaries Ut in (πF ,HF ,ΩF ), then in (B(HF ),Sn), existence
of Ut is ensured because weak convergence is preserved by unitary transformations. Then by the KMS condition we
have as before,

Tr(ρB A) = Tr(ρA e−βG B eβG) = Tr(e−βG B eβG ρA)

for all A,B ∈ B(HF ). Using the same arguments as above, eβGρ ∝ I ⇒ ρ ∝ e−βG. Thus, given a flow of continuous
unitary transformations, the unique KMS state in the system (B(HF ),Sn) is a Gibbs state. �

IV.2.2. Momentum Gibbs states

Let G be a connected Lie group20, and gX(t) = exp(tX), for t ∈ R, X ∈ L(G), be a 1-parameter subgroup in

G satisfying gX(0) = e and dgX
dt |t=0 = X . L(G) is the corresponding Lie algebra. The generators of generic left

translation flows, gX(t, g0) = etXg0 = LetXg0, are the right-invariant vector fields, X. The set of all such vector fields
is isomorphic to the Lie algebra by right translations on G, that is {Rg∗X | X ∈ L(G), g ∈ G} = {X(g)}.

20 Any connected Lie group is path-connected because as a smooth manifold it is locally-path-connected. Thus any two points on G can
be connected by a continuous curve. The natural curves to consider on any Lie group are the 1-parameter groups generated via the
exponential map. Notice also that the groups relevant to us, SL(2,C), Spin(4), SU(2) and R, are all connected and simply connected,
so that their direct product groups are also connected spaces.
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The map gX : R → G : t 7→ gX(t) is a continuous group homomorphism, preserving additivity of the reals,
gX(t1)gX(t2) = gX(t1 + t2). Now, let U : G → U(H) be a strongly continuous unitary representation of the group G
in a Hilbert space H, where U(H) is the group of unitary operators on H. Then, the map U ◦ gX : t 7→ U(gX(t)) is a
strongly continuous 1-parameter group of unitary operators in U(H). See appendix C for proof of continuity; whereas
the group property is straightforward to see by noticing that U(gX(t1))U(gX(t2)) = U(gX(t1)gX(t2)) = U(gX(t1+t2)).
In terms of UX := U ◦ gX , it takes the expected form, UX(t1)UX(t2) = UX(t1 + t2) . Applying Stone’s theorem to
this strongly continuous group of unitary operators leads to the existence of a self-adjoint (not necessarily bounded)
generator GX defined on H, such that

UX(t) = e−iGX t . (4.5)

In terms of the anti-hermitian representation U∗ of the Lie algebra (which is the differential map induced by the
unitary group representation U), the t-flow in H is implemented by

UX(t) = U(exp(tX)) = exp(t U∗(X)) . (4.6)

Comparing the previous two equations, we arrive at the expression for the self-adjoint generator,

GX = iU∗(X) . (4.7)

GX implements infinitesimal translations on quantum states in H, along the direction of the integral flow of X, and is
thus understood as a momentum operator.

Let a density operator ρ on H satisfy the KMS condition with respect to translations UX(t). Then as laid out in the
previous section, the state must be of the following Gibbs form,

ρX =
1

Z
e−βGX , Z = Trh(e

−βGX ) (4.8)

where β is the periodicity in the flow parameter t. Naturally, in a given situation, the form of GX must be (made to
be) such that Z is well-defined. This class of Gibbs states is labelled by both the usual intensive parameter β and the
generating vector X . Therefore, this notion of equilibrium has an intrinsic dependence on the curve used to define it.

The constructions up until now will hold independently of whether G is abelian or not. The detailed Lie algebra
structure determines whether the system retains its equilibrium properties on the entire G. In other words, it
determines whether the system is stable under arbitrary translation perturbations. The state ρX , as defined by the
curve gX(t), remains invariant under translations to anywhere on G if and only if G is abelian. Otherwise, the
system is at equilibrium only along the curve which defines it. To see this, let us perturb a system at identity e in
state ρX , so that it leaves its defining trajectory gX(t), and reaches another point h ∈ G which is not on gX(t), i.e.
h /∈ {gX(t) | t ∈ R}. Since G is connected, any element of it can in general be written as a product of exponentials.
That is, h = expY1... expYκ for some κ, and Y1, .., Yκ ∈ L(G). Left translation by h is implemented in the Hilbert
space by the unitary representation,

U(h) = U(expY1)...U(expYκ) = exp(U∗(Y1))... exp(U∗(Yκ)) ,

which acts on the density operator by,

U(h)−1ρXU(h) = e−U∗(Yκ)...e−U∗(Y1) e−iβU∗(X) eU∗(Y1)...eU∗(Yκ) .

For non-abelian G, clearly [X,Y ] 6= 0 for arbitrary X,Y ∈ L(G). Thus in this case, U(h)−1ρXU(h) 6= ρX . On
the contrary, for abelian G, the Lie bracket is zero and equality will hold for arbitrary h. So overall, the notion of
equilibrium with respect to shifts on G is curve-wise, or direction-wise (“direction” being defined on each point of
the manifold by the vector field X). For non-abelian G, one can only define an equilibrium state along a particular
direction21 .

For the GFT Fock system, the Hilbert space H is the Fock space HF , Lie group G is the symmetry group under
consideration, which is Gd for group translations or Rn for internal scalar field translations, acting on the base space

21 This is the case, for example, for the Unruh effect treated via the Bisognano-Wichmann construction [46]. In that case, the symmetry
group G is the Lorentz group, acting on the base space which is a Rindler wedge of the Minkowski spacetime, and the KMS state of the
accelerated observer depends on the specific trajectory generated by a 1-parameter flow of boosts, in say x1 direction, taking the form
Λk1

(t) = etak1 , where k1 is the boost generator, and acceleration a parametrises the strength of this boost.
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Gd × Rn. The strongly continuous unitary groups U(g) are those constructed in section III.2.2 which implement the
translation automorphisms of the GFT Weyl algebra in HF . The form of the generators in Fock space is,

U∗(X) :=

∫

Gd×Rn

dg dφ ϕ∗(g, φ)LXϕ(g, φ) = −
∑

f

ϕ∗(f)ϕ(LXf) . (4.9)

Here X is the right-invariant vector field on G corresponding to the vector X ∈ L(G), and related to it by right
translations as, X(g) = Rg∗X (for g ∈ G). LX denotes the Lie derivative with respect to the vector field X. {f} is an
orthonormal basis in the space of test functions. The second equality uses: (LXϕ

#)(f) = −ϕ#(LXf) for compactly
supported test functions f , and completeness of the basis

∑
f f̄(g

′, φ′)f(g, φ) = I(g, g′)δ(φ − φ′). The corresponding

KMS equilibrium states for the GFT system, with respect to the given automorphisms, will then take the form (4.8),
with (i times) (4.9) in the exponent.

IV.2.3. Equilibrium in φ-translations

The above construction of KMS states for GFT systems, in terms of translation automorphisms of the GFT alge-
bra, was rather general. As a specific example of the momentum Gibbs states defined above, this section presents
those states that are in equilibrium with respect to flows on Rn part of the GFT configuration space. These
are particularly interesting from a physical perspective. First, we anticipate that in light of the interpretation of
φ ≡ (φ1, ..., φa, ..., φn) ∈ Rn as n number of minimally coupled scalar fields, the corresponding momenta that generate
these internal translations are the scalar field momenta, so there is an immediate meaning to the variables. Second,
and more important, the scalar values φ can be used, as in GFT cosmology, as relational clocks, thus their translations
can be related rather directly to physical evolution. This is also the reason why we call these φ-translations as internal
(beside the fact that they are technically internal automorphism of the GFT algebra), as will become apparent in the
upcoming section V where the full GFT system will be deparametrized with respect to one of these scalar fields so
that the resulting translations along this field become external to the system, thus defining relational evolution. The
momentum of the clock scalar field defined within the reduced system will then also be the clock Hamiltonian (up to
a negative sign).

The basis of invariant vector fields on G = Rn is { ∂
∂φa } in cartesian coordinates (φa). These are generated by the set

of basis vectors of the Lie algebra {Ea}. The full set of invariant vector fields is then generated by linearity. For a
generic tangent vector, X = λaEa (sum over repeated index), the corresponding invariant vector field is X = λa∂a.
Then directly for the basis elements, generators (4.9) take the simple, familiar form,

U∗(Ea) =

∫

Gd×Rn

dg dφ ϕ∗(g, φ)
∂

∂φa
ϕ(g, φ) =

∑

f

ϕ∗(f)∂aϕ(f) . (4.10)

It is straightforward to check that, as is required, U∗(Ea) are anti-hermitian (taking boundary terms to vanish, which
is compatible with the ladder operators being defined for test functions with compact support). The corresponding
basis of momenta GEa

, denoted here by Pa, is

Pa ≡ GEa
= i U∗(Ea) =

∫

Rn

dp

(2π)n

∑

χ

pa ϕ
∗(χ, p)ϕ(χ, p) . (4.11)

Evidently, Pa are hermitian, satisfying (ψ1, Paψ2) = (Paψ1, ψ2), for all ψ1, ψ2 ∈ D(Pa) in its dense domain. More
crucially, from its spectral decomposition in the spin-momentum basis it is clear that Pa are self-adjoint. In addition to
needing self-adjointness for Pa to be generators of unitary transformation groups, it is also required in order to inter-
pret Pa as the observable momenta of the respective scalar fields φa. We remark that operators Pa as constructed here
are the same as those used in the GFT cosmology framework, introduced first in [30] (for the case a = 1). Infinitesimal
linear transformations of the ladder operators are generated in the expected way, ∂φaϕ#(g, φ) = i[Pa, ϕ

#(g, φ)].

From their expressions in the spin-momentum basis, it is clear that Pa are extensive and therefore diagonalise in the
occupation number basis,

Pa |{nχ
i
, p

i
}〉 =


∑

j

pa,j nχ
j
, p

j


 |{nχ

i
, p

i
}〉
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where pa,j is the ath component of p
j
≡ (p1, ..., pa, ..., pn)j . Since pa ∈ R, the spectrum

∑
j pa,j nχ

j
, p

j
includes

arbitrary negative eigenvalues even though nχ
i
, p

i
≥ 0 for all i. Thus Pa in general are not positive operators, and

moreover, are unbounded from above and below. Then in order to define Gibbs density operators using Pa, as we
suggest below, some extra conditions will need to be imposed.

The grand-canonical Gibbs states22 that encode equilibrium with respect to internal φ-translations separately along
the n cartesian directions are

ρa =
1

Z
e−β(Pa−µN) (4.12)

where β is the periodicity in φa. ρa as defined here is positive and trace-class as long as β(Pa − µN) is a positive
operator in HF , that is, β

∑
i(pa,i − µ)nχ

i
, p

i
≥ 0 in all basis states |{nχ

i
, p

i
}〉 (the extra conditions mentioned above

amount to ensuring that this property is satisfied, and lead to two cases, one in which each of the factor is positive
and the other in which they are each negative). The proof proceeds in analogy with that of the volume Gibbs state
detailed in appendix B and is thus not detailed here.

The above states provide then an explicit realization of KMS states in a fundamental quantum gravity system. They
also amount to a concrete realization of the thermal time hypothesis [6], since they may be understood as defining
implicitly a notion of time, via their corresponding automorphism. Of course, much remains to be done to elucidate
and analyse in detail their physical meaning and potential applications.

V. PHYSICAL RELATIONAL STATISTICAL EQUILIBRIUM

We have recalled in the introduction the fundamental difficulties in defining equilibrium in generally covariant sys-
tems, due to the absence of preferred time variables. A general strategy to solve those issues, in the description of the
dynamics of such systems is to use matter degrees of freedom as relational clocks, under suitable approximations, and
recast the general covariant dynamics in terms of a physical Hamiltonian associated with them. We now consider the
same general strategy as a way to solve our (related) issue of defining statistical equilibrium states in full quantum
gravity. That is, consider the construction of states which are at equilibrium with respect to relational clocks. It
turns out, as it could be expected, that the resulting states are closely related to the structural ones defined above in
terms of internal translations and KMS conditions.

The Gibbs states defined in the previous section that are generated by the scalar field momenta (4.11) encode equi-
librium with respect to internal φa-translations. These flows are structural, devoid of any physical model-dependent
information, in particular a specific choice of dynamics, and so are the resultant equilibrium states. In this section we
define those states which are at equilibrium with respect to φ-translations generated by a (model-dependent) clock
Hamiltonian encoding relational dynamics, wherein the scalar field takes on the role of an external clock time. The
resultant relational system will be ‘canonical’ in clock time which now foliates the original system. Lie brackets (3.4)
will be replaced with the corresponding equal-clock-time commutation relations, analogous to the equal-time CRs in a
non-covariant system. Our interest in such a setup is natural because GFTs lack a preferred choice of an evolution pa-
rameter. The kinematical base space Gd×Rn has been constructed in a way so as to facilitate a relational description
of the system by coupling n scalar fields. However, there are n possible variables to choose from, and none is pre-
ferred over the other. Thus by construction GFTs have a multi-fingered relational time structure, in this specific sense.

The way we approach the task of deparametrizing the GFT system, in this work, is the following. We focus first on the
classical description of a single GFT quantum, and sketch how deparametrization works at this simple level, assuming
that the GFT dynamics amounts to a specific choice of dynamical constraint here. Then, we consider the extension
of the same deparametrization procedure for a system of many such GFT ‘particles’, assumed as non-interacting.
We then consider the quantisation of the corresponding deparametrized system of GFT particles, arriving at the
corresponding quantum multi-particle system. In the resulting canonical system, we define relational equilibrium
Gibbs states. We only sketch the relevant steps of the construction, because a good part of them are straightforward,
and because a proper definition and analysis of the corresponding mathematical structures, for GFTs, is beyond the
scope of this work. For example, the issue of how to deal with dynamical constraints (classical and quantum) in GFT
is in part the subject of [19].

22 The canonical Gibbs states are constructed analogously.
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V.1. Deparametrization in classical GFT

Before moving on to the quantum picture and placing it within the context of the rest of the paper uptil now, we
begin the investigation for a classical GFT system within the framework of extended phase space and presymplectic
mechanics ([16, 17] and related works). The power of presymplectic formulation resides in the fact that it is manifestly
covariant and does not require non-relativistic concepts like absolute time to describe dynamics. In fact this was the
primary motivation in its development, to be able to describe dynamical systems which are generally covariant,
or more generally are constrained systems with a set of gauge symmetries and a vanishing canonical Hamiltonian.
In GFTs, we face a similar issue of background independence with the associated absence of a preferred evolution
parameter. Therefore, the reason for undertaking classical considerations first is to utilise the existing knowledge
already well-positioned to be imported to GFT due to common ingredients required in the description of any classical
system: configuration space, phase space and a set of constraints including a dynamical (Hamiltonian) constraint.

V.1.1. Single-particle system

The extended classical configuration space for the single-particle sector of a GFT system23 is Cex = Gd×Rn ∋ (gI , φa).
The corresponding phase space is Γex = T ∗(Cex) ∼= Gd ×Rn ×L(Gd)∗ ×Rn ∋ (gI , φa, xI , pφa). States and observables
are respectively points and smooth functions on Γex. Statistical states are smooth positive functions on the phase
space, normalised with respect to the Liouville measure. The Poisson bracket on the space of observables defines
its algebra structure. The symplectic 2-form on Γex is ωex = ωG + dpφa ∧ dφa, where ωG is the symplectic 2-form
on T ∗(Gd). Let us assume that the covariant24 dynamics of this simple system is encoded in a smooth constraint
function Cfull : Γex → R (assuming that there are no additional gauge symmetries). This defines a 1-particle GFT
system (Γex, ωex, Cfull).

What follows is a brief summary of the presymplectic description of this system formulated in direct analogy with
standard treatments [16, 17]. Detailed discussions along with an explicit example are left for later in [19]. The vector
field XCfull

corresponding to the constraint is defined by the equation ωex(XCfull
) = −dCfull. Constraint surface Σ is

characterised by Cfull = 0. The embedding ı : Σ → Γex of the constraint surface in the full phase space induces a
presymplectic structure on Σ via the pull-back, ωΣ = ı∗ωex. The null orbits of ωΣ are the graphs of physical motions
encoding unparametrized correlations between the dynamical variables of the theory. These gauge orbits are integral
curves of the vector field XCfull

satisfying the equations of motion ωΣ(XCfull
) = 0. The set of all such orbits is the

physical phase space Γphy that is projected down from Σ via a map π : Σ → Γphy. Γphy is equipped with a symplectic
2-form induced from Σ by push-forward along the projection map, ωphy = π∗ωΣ. (Γphy, ωphy) is the space of solutions
of the system and a physical flow means a flow on this space. It is important to notice here that a canonical time or
clock structure is still lacking.

Deparametrizing this classical system, with respect to, say, the cth scalar field φc, means reducing the full system to
one wherein the field φc acts as a good clock. This entails two separate approximations to Cfull,

Cfull(g
I , φa, xI , pφa) ≈ pφc + C̃(gI , φa, xI , pφα) (5.1)

≈ pφc +H(gI , φα, xI , pφα) (5.2)

where the fixed index c denotes ‘clock’, and index α ∈ {1, 2, ..., n− 1} runs over the remaining scalar field degrees of
freedom that are not intended to be used as clocks and remain internal to the system. The first approximation retains
terms up to the first order in clock momentum. At this level of approximation the C̃ part is a function of the clock
time φc. These two features mean that at this level of approximation φc behaves as a clock, but only locally since its
momentum is not necessarily conserved in the clock time. Furthermore, by linearising in pφc , we have fixed a reference

frame defined by the physical matter field φc. At the second level, C̃ is approximated by a genuine Hamiltonian H
that is independent of φc, so that on-shell we have conservation of the clock momentum ∂φcpφc = 0. H generates
relational dynamics in φc, which now acts as a global clock for this deparametrized system.25

23 By this we mean a classical point particle living on the GFT base space.
24 By ‘covariant’ we simply mean ‘not deparametrized’, without any relation to diffeomorphisms.
25 A nice example illustrating these points well is a classical relativistic particle whose covariant dynamics is given by Cfull = p2 −m2. In

this case, the complete dynamical, presymplectic description does not require deparametrization, i.e. given the extended phase space
along with Cfull, its constraint surface is well-defined. However, this system is deparametrizable, which means that it is possible to
bring Cfull to a manifestly non-covariant form without changing the physics (unlike for the general case mentioned above where the two

approximations may change the physical content of the system). The full constraint can be rewritten as C = p0 +
√

p2 +m2 which now

describes the same relativistic particle system but in a fixed Lorentz frame where the configuration variable x0 has been chosen as the

the clock variable and the corresponding clock dynamics is in H =
√

p2 +m2.



20

After the above approximations, we have a new system (Γex, ωex, C), with

C = pφc +H(gI , φα, xI , pφα) (5.3)

deparametrized with respect to one of the extended configuration variables φc which takes on the role of a good global
clock. The presymplectic mechanics now takes on a structure mirroring that of a non-relativistic particle in spacetime.
The constraint surface defined by the vanishing of the relevant constraint, here C = 0, now admits the topology of a
foliation in clock time, Σ = R×Γcan ∋ (φc, gI , φα, xI , pφα). This form of Σ is a characteristic feature of a system with
a clock structure. The reduced, canonical phase space is Γcan = T ∗(Ccan) ∋ (gI , φα, xI , pφα) where Ccan = Gd × Rn−1

is the reduced configuration space. The function H : Γcan → R is the clock Hamiltonian encoding relational dynamics
in φc, and one can define the standard symplectic Hamiltonian mechanics with respect to it.

V.1.2. Multi-particle system

We want now to extend the above deparametrization procedure beyond the one-particle sector of the GFT system. To

begin with, let us consider the simplest case of two, non-interacting particles [9, 15]. Let Γ(1) ∋ (g(1)I , φ(1)a, x
(1)
I , p

(1)
φa )

and Γ(2) ∋ (g(2)I , φ(2)a, x
(2)
I , p

(2)
φa ) be the extended phase spaces of particles 1 and 2 respectively. Phase space of the

composite system is Γ = Γ(1) × Γ(2) with symplectic 2-form ω = ω(1) + ω(2). Notice that each particle is equipped
with n possible clocks. The aim is to select a single global clock for the composite system so as to then be able to
define a common equilibrium for the total system. Let the individual (possibly covariant) dynamics of each particle

be given by constraint functions C
(1,2)
full : Γ(1,2) → R. Deparametrizing particle 1 with respect to say field φ(1)c1 , and

particle 2 with respect to say φ(2)c2 , gives the new constraints for each,

C(1) = p
(1)
φc1 +H(1)(g(1)I , φ(1)α, x

(1)
I , p

(1)
φα ) ≈ 0

C(2) = p
(2)
φc2 +H(2)(g(2)I , φ(2)α, x

(2)
I , p

(2)
φα ) ≈ 0 (5.4)

whereH(1,2) are functions on the individual reduced phase spaces Γ
(1,2)
can ∋ (g(1,2)I , φ(1,2)α, x

(1,2)
I , p

(1,2)
φα ) with symplectic

2-forms ω
(1,2)
can . This is a complete theoretical description of the deparametrized 2-particle system. However, it is

inconveniently described in terms of two different clocks ascribed to each particle separately. We are seeking a single
clock. This system can equivalently be reformulated [9] in terms of a single constraint,

C(1) + C(2) ≈ 0 (5.5)

along with a second-class constraint C(1) − C(2) and the following gauge-fixing condition. Choose φ(1)c1 = t and
φ(2)c2 = F (t). Then the gauge-fixed 2-form on Γ is,

ω̃ = ωcan + dpt ∧ dt , where (5.6)

pt = p
(1)
φc1 + F ′(t)p(2)φc2 (5.7)

is the clock momentum of the single clock t (prime ′ denoting total derivative with respect to t), and ωcan = ω
(1)
can+ω

(2)
can

is the symplectic form on the reduced phase space Γcan = Γ
(1)
can×Γ

(2)
can of the composite system. The first-class constraint

can now be rewritten as, C = pt + H(1) + F ′(t)H(2). The Hamiltonian H(1) + F ′(t)H(2) is independent of clock t
iff F ′(t) = k, for k an arbitrary non-zero real constant. That is, t is a good clock for the choice of affine gauge

F (t) = kt+ k̃. This gives,

C = pt +H , (5.8)

where H = H(1) + kH(2). Now that the 2-particle system has been brought to the form of a standard Hamiltonian
system with clock time t, the remaining elements for the complete extended symplectic description can be easily
identified. The extended configuration space is Cex = R × Ccan ∋ (t, g(1)I , φ(1)α, g(2)J , φ(2)γ). The extended phase
space is Γex = T ∗(Cex) with ωex = ω̃. The constraint function C = pt + H = 0 defines the presymplectic surface

Σ = R×Γcan ∋ (t, g(1)I , φ(1)α, x
(1)
I , p

(1)
φα , g(2)J , φ(2)γ , x

(2)
J , p

(2)
φγ ), with ωΣ = ωcan−dH∧dt. This is a complete description

of a non-interacting 2-particle system, with a single relational clock t.

For an N -particle non-interacting system, each with n possible clocks, the extension of the above procedure is direct.
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Select any one φ variable as a clock for each individual particle (i.e. bring the individual full constraints of each
particle to deparametrized forms like in (5.4)). Then, given one clock per particle, identifying a global clock for all
particles means choosing any one at random (call it t) and synchronizing the rest with this one via affine functions
F2(t), ..., FN (t). This defines a relational system on Cex ∋ (t, g(1)I , φ(1)α, ..., g(N)J , φ(N)γ), Γex = T ∗(Cex), with con-
straint function C = pt +H on Γex, and Hamiltonian function H = H(1) + k2H

(2) + ...+ kNH
(N) on Γcan.

Before moving on to quantisation, let us pause to make a few important remarks, summarise sections V.1.1 and V.1.2,
and set the notation. The following discussion is meant to clarify: (1) that we are dealing with two different ‘before’
and ‘after’ (deparametrization) systems, one that is covariant and the other that is derived from the first via the
deparametrization approximations26; (2) the conceptual and notational differences between these two systems; and (3)
that one of these two systems, the deparametrized one, includes within it a canonical system (that is eventually quan-
tised), which is ‘canonical’ with respect to the relational clock that is selected during the process of deparametrization.

For the 1-particle system the ‘before’ picture is as follows. System is fully covariant and the corresponding kinematics
consist of the configuration space Ccov

ex = Gd × Rn ∋ (gI , φa) and phase space Γcov
ex = T ∗(Ccov

ex ). Covariant dynamics
is encoded in a Hamiltonian constraint function Cfull on Γcov

ex , which defines a constraint hypersurface in Γcov
ex . The

‘after’ picture defines the second system, which includes the canonical one. The extended configuration space of the
deparametrized system is Cdep

ex = R× (Gd × R
n−1) ∋ (t, gI , φα), where the 1-particle canonical configuration space is

Ccan = Gd × Rn−1. Here, we have denoted φc ≡ t. Canonical variables are those dynamical variables of the original
covariant system Ccov

ex which are not used as clocks. The extended phase space is Γdep
ex = T ∗(Cdep

ex ). Deparametrized
dynamics is encoded in a constraint function C on Γdep

ex of the form, C = pt+H , where H is a smooth function on the
canonical phase space Γcan = T ∗(Ccan). It is a genuine Hamiltonian defining dynamical evolution with respect to the
relational clock t. The constraint surface (satisfying C = 0) is Σ = R × Γcan, characterised by a foliation consisting
of slices Γcan along clock t. This form of Σ and the existence of the canonical subsystem is a direct consequence of
deparametrization. In other words, the canonical subsystem is absent for a generic non-deparametrized, covariant
system (Γcov

ex , Cfull). As a final remark, note that for the 1-particle system, the covariant and deparametrized kinematic
descriptions in the respective configuration spaces are identical. As will be seen below, this does not hold for an
N -particle system with N > 1, when seeking a description with a single clock.

For the non-interacting N -particle system, the ‘before’ system consists of the covariant extended configuration space
Ccov
ex,N = (Gd × Rn)×N ∋ (g(1)I , φ(1)a, ..., g(N)J , φ(N)b) and the associated phase space Γcov

ex,N = T ∗(Ccov
ex,N) = (Γcov

ex )×N .

The covariant dynamics is encoded in a set of Hamiltonian constraints C
(1)
full, ..., C

(N)
full , each defined on the respective

copies of the 1-particle covariant extended phase space Γcov
ex . The ‘after’ system is deparametrized with a single clock

t. As before, existence of this clock structure means that the extended symplectic description takes on the form

of a non-relativistic system. The extended configuration space is Cdep
ex,N = R × Ccan,N where the N -particle reduced

configuration space is Ccan,N = (Gd × Rn−1)×N , so that (t, g(1)I , φ(1)α, ..., g(N)J , φ(N)γ) ∈ Cdep
ex,N . The extended phase

space of the deparametrized system is Γdep
ex,N = T ∗(Cdep

ex,N ). The deparametrized dynamics is encoded in a Hamiltonian
constraint function,

CN = pt +HN

defined on Γdep
ex,N . Constraint surface Σ = R × Γcan,N is characterised by CN = 0. The canonical phase space is

Γcan,N = T ∗(Ccan,N ). Relational dynamics is encoded in the clock Hamiltonian defined on Γcan,N given by,

HN =

N∑

i=1

kiH
(i) , (5.9)

for arbitrary real non-zero constants ki which encode the rates of synchronization between the N different clocks, one
per particle. Functions H(i) are single-particle clock Hamiltonians defined on the respective copies of single-particle
reduced phase space Γcan. We can already anticipate that relational Gibbs states in a multi-particle system with fixed
N are those that are stationary with respect to the t-flow of a Hamiltonian HN .

26 In general the two systems are physically distinct. However, it is possible that deparametrization does not change the physical content
of the theory. This corresponds to the case in which the deparametrization steps outlined above do not correspond to approximations
of the dynamics, but to exact re-writing or gauge-fixing. Such systems are usually known as deparametrizable. An example is that of a
relativistic particle.
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V.2. Quantisation

We now move on to the quantisation of the above deparametrized many-body system. Our treatment is again limited
to outlining the basic steps, even when they can be made mathematically rigorous, because they are not particularly
enlightening in themselves, at least for our present purposes. In the context of deparametrization, since we are
primarily interested in scalar degrees of freedom residing in copies of R, we shall be content with omitting rigorous
details about the symplectic structure on T ∗(G) and its subsequent quantisation to a commutator algebra. We shall
also not choose any specific quantisation map and focus only on the general ideas required to eventually define a
φ-relational Gibbs operator. More mathematical details can be found in [27], including examples of quantisation
maps for T ∗(G).

Quantisation maps the phase space to a Hilbert space, and the classical algebra of observables (including one which
encodes the dynamics) as smooth (real) functions on the phase space to (self-adjoint) operators on the Hilbert space
with the Poisson bracket on the former being mapped to a commutator bracket in the latter.

For the covariant 1-particle system, the phase space Γcov
ex = T ∗(Gd × Rn) maps to H = L2(Gd × Rn), which is the

1-particle Hilbert space that we considered in section III.1. Observables are the algebra of C∞-functions on Γcov
ex

which map to operators on H, with the Poisson structure on the former being mapped to the Heisenberg algebra

on the latter. Specifically, for the matter degrees of freedom, this is {φa, pφb} = δab  [φ̂a, p̂φb ] = iδab (where the
hat denotes some quantisation map). Notice here that all n scalar fields are quantised. This is in contrast with the
corresponding case of the canonical system. In this case, the canonical phase space Γcan = T ∗(Gd ×Rn−1) maps to a
canonical Hilbert space Hcan = L2(Gd × Rn−1), with the algebra again mapping from functions on Γcan to operators
on Hcan. But now, the brackets defining the algebra structure of the system are reduced by one in number, as a direct
consequence of the reduction of the base space by one copy of R (to which the clock variable belongs). Under quan-

tisation we now have, {φα, pφγ} = δαγ  [φ̂α, p̂φγ ] = iδαγ , where α, γ = 1, ..., n− 1. The commutator corresponding

initially to the clock φ-variable is now identically zero, that is [φ̂c, p̂φc ] = 0, meaning that the corresponding degrees
of freedom are treated as entirely classical; moreover, their intrinsic dynamics is neglected. In other words, this
quantum canonical system is one in which there exists a classical clock, which was quantum in the original quantum
covariant system. Dynamics is defined via a Hamiltonian operator Ĥ onHcan giving evolution with respect to the clock.

For the covariant N -particle system, Γcov
ex,N = (Γcov

ex )×N is mapped to HN = H⊗N . Algebra of smooth functions

on Γcov
ex,N is mapped to a *-algebra on HN , whose quantum matter fields now satisfy [φ̂(i)a, p̂

(j)

φb ] = iδabδij , where

i, j = 1, 2, ..., N denote the particle label. This is the multi-particle sector as considered in section III.1. Again, we
note that none of the N particles have chosen a clock yet, that is all n×N number of scalar fields are quantum. In
the corresponding canonical quantum system Hcan,N = H⊗N

can with the algebra of observables on it, the single clock
variable t (which is synced with all the separate clocks now carried by each particle) is classical. The Hamiltonian

operator defining t-evolution, for fixed N , is given by the operator ĤN =
∑N

i=1 kiĤ
(i), where Ĥ(i) are the separate

Hamiltonians of each particle scaled by the respective rates at which the different clocks are synchronized. Notice
again that we are neglecting interactions between the different particles in ĤN .

In the multi-particle case, it is worthwhile to also look at the quantised extended deparametrized system. This consists

of Γdep
ex,N being quantised to Hdep

N = L2(R × Ccan,N ) and the corresponding Heisenberg algebra has two additional

generators (compared to the canonical system) satisfying [t̂, p̂t] = i. Such a system is different from both the quantum
extended covariant and the quantum canonical. In the former, there is no single clock variable. In the latter, there is
one but it is no longer quantum. Quantising the extended deparametrized system is like quantising a non-relativistic
particle at the level of its extended phase space, which includes Newtonian time and its conjugate momentum as
phase space variables. Quantising Newtonian time to define the corresponding operator comes with its own set of
conceptual and technical problems. However our case is fundamentally different because here t is really a function
of the physical matter degrees of freedom. Therefore for a multi-particle system, one ends up with three different
quantum systems: quantum extended covariant, quantum extended deparametrized and quantum canonical. The
last two each have a potential global clock parameter, and going from the former to the latter is the step of making
this variable classical and therefore treating it as a perfect, thus idealized, clock. This distinction between quantum
extended covariant and extended deparametrized systems is absent in the simple 1-particle system because in this
case deparametrization does not require the extra step of syncing the different clocks (as there is only one). It only
requires choosing one out of n so that the kinematics of both systems ends up being identical.

We arrive now at the quantum Fock systems built out of the above N -particle systems. The covariant Fock system
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composed of the N -particle quantum extended covariant systems as described above is the GFT Fock system as
detailed in section III (and used subsequently to construct structural Gibbs states in section IV). On the other hand,
the canonical Fock system is as follows. The canonical (bosonic) Fock space is

Hcan,F =
⊕

N≥0

symH⊗N
can (5.10)

where the 1-particle canonical Hilbert space is Hcan = L2(Gd ×Rn−1). Hcan,F is generated by ladder operators ϕ̂, ϕ̂∗

acting on a Fock vacuum, and satisfying the equal- (Fock-) clock-time commutation relations,

[ϕ̂(tF , g1,
~φ1), ϕ̂

∗(tF , g2,
~φ2)] = I(g

1
, g

2
)δ(~φ1 − ~φ2) , [ϕ̂, ϕ̂] = [ϕ̂∗, ϕ̂∗] = 0 (5.11)

where I and δ are delta distributions on Gd and Rn−1 respectively. Notation ~. has been used to make explicit the

difference between variables φ in canonical and covariant systems. Here ~φ ≡ (φ1, ..., φn−1) denote the canonical
variables whereas earlier, φ ≡ (φ1, ..., φn) belonged to the covariant system in which all scalar fields were internal
variables. g continues to denote (g1, ..., gd). The associated canonical Weyl system is now based on test functions which

are defined on the reduced configuration space Ccan = Gd ×Rn−1, and analogous constructions to those considered in
the beginning of section III.2 follow through. The *-algebra now consists of polynomial functions of the generators
ϕ, ϕ∗, I over the reduced base space Gd × Rn−1. For example, the number operator now takes the form,

N̂ =

∫

Gd×Rn−1

dg d~φ ϕ∗(g, ~φ)ϕ(g, ~φ) .

Note that one can understand these quantities also as observables in the full theory, just computed at given values
of the relational clock variable. The heuristic interpretation is valid, but the actual algebraic properties of these
observables would be (potentially very) different.

Comparing the algebra (5.11) to (3.4), it is evident that the Fock system of (5.11) describes a canonical setup, but the
nature of the time tF requires clarifications, which we now provide, and more work, which we leave for the future. A
canonical Fock system requires a global time variable which is common to all the different multi-particle sectors, that
is for a varying N . In other words, we are seeking a clock variable, extracted somehow from the original covariant
system, which in the reduced canonical system plays a role similar to the time in usual many-body quantum physics.
In the case of GFTs this time is a relational variable (or a function of several such variables). To get such a global
clock for the canonical Fock system, one needs: 1) a Hamiltonian constraint operator defining some model, since
the definition of a relational clock is always model-dependent due to the relational variable itself being one of the
dynamical variables of the full system; and 2) the Fock time variable must be accessible from all N -particle sectors,
i.e. its construction/definition must be compatible with changing the total particle number.

However what we have currently (section V.1.2) is a procedure of extracting a clock for a given fixed N -particle sector.
To see this, consider a simple example. Take a system with two non-interacting particles, each equipped with its own
clocks φc1 and φc2 , along with their clock Hamiltonians H(1) and H(2) respectively. Let t2 be the global clock time
such that φc1 = F1(t2) = k1t2 + k̃1 and φc2 = F2(t2) = k2t2 + k̃2. The t2-clock Hamiltonian is H2 = k1H

(1) + k2H
(2).

Now let’s add a third particle to the mix, such that the resultant system remains non-interacting. Then in the new
system, the global clock variable t3 will be different from t2, corresponding to a changed relational dynamics given
now by H3 which has a non-zero contribution from the dynamics of the third particle. Thus even in the simple case of
no interactions, choosing a global time goes hand in hand with choosing a Hamiltonian dynamics restricted to a fixed
N . Even in an interacting system, with ĤN = Ĥfree,N + Ĥint,N (where the interaction part spans the configuration
space of the different particles simultaneously), there is a preferred clock time tN corresponding to a given choice of

ĤN . Changing the total Hamiltonian to include more particles will also change the corresponding time variable. The
case of including interactions in an N -particle GFT system will be considered elsewhere [19]. Consequently also the
relational Gibbs states constructed in the next section are defined only for a given N -particle system, both in classical
and quantum cases.

Let us make a final remark regarding deparametrization from the perspective of a full quantum covariant theory. The
strategy employed here (for a finite dimensional system) is to start from a classical constrained system, deparametrize
it to get a classical canonical system with respect to a relational clock, and then quantise the canonical system leaving
the clock as classical. A more fundamental, and challenging, construction leading possibly to a more physical sort of
(approximate) deparametrization is to begin from the complete, fundamental quantum theory (in our case, the GFT
Fock system as detailed in section III) in which all possible relational scalar fields are quantum. Then deparametrizing



24

would mean to identify a relevant regime of the full theory in which one of the coupled scalar fields becomes semi-
classical, and only then apply the deparametrization approximations outlined in the classical case to our full quantum
system. For example, such a regime could correspond to restricting the system to a class of semi-classical coherent
states with respect to the chosen would-be clock variable. We discuss this line of thought no further and leave it as
an interesting future project.

V.3. Relational equilibrium

As we have discussed in the previous sections, in order to deparametrize the system we need to impose the dynamical
constraint of the theory. Moreover, deparametrizing, and obtaining a good canonical structure in terms of a relational
clock, amounts to the approximation

Cfull
deparam.
−→ C = pt +HN , (5.12)

for which the constraint surface is Σ = R × Γcan,N such that HN is a smooth function on Γcan,N . Then, restricting
considerations on such Σ, we can define a relational Gibbs state on the reduced system Γcan,N ,

ρcan :=
1

Zcan
e−βHN , Zcan =

∫

Γcan,N

dµcan,N e−βHN , (5.13)

where dµcan,N is the Liouville measure (in local coordinates, the Lebesgue measure) on Γcan,N . This is indeed a Gibbs
state which is at equilibrium with respect to the flow XHN

that is parametrized by the clock time t. Equivalently,
on Γphy,N , the state ρ = 1

Zcan
e−β(π∗HN ) is a physical statistical state which is at equilibrium with respect to the flow

generated by XHphy
on Γphy,N , where π∗Hphy = HN . Note that XHphy

= −π∗(∂t) (since π∗(XC) = π∗(∂t+XHN
) = 0).

In the quantum systems associated with these classical systems as described in section V.2, formal constructions of
the corresponding Gibbs density operators follow through straightforwardly. The relational Gibbs state is a density

operator on Hcan,N of the form ρ̂can = 1
Zcan

e−βĤN .

It is important to notice that this equilibrium state can be obtained as the reduction of the KMS state defined in
section IV.2.3 with respect to the same translation in the (now) clock variable (one of the original internal scalar field
variables), after the imposition of the dynamical constraint of the theory (i.e. on-shell with respect to the fundamental
dynamics of the (quantum) system), and after the deparametrizing approximations have been imposed on the same
dynamical constraint.

VI. CONCLUSION

In this work we have tackled the issue of defining statistical equilibrium in full quantum gravity, i.e. in a com-
plete background independent context (thus in absence of any preferred notion of time evolution) and dealing with
the fundamental (candidate) microscopic degrees of freedom of a quantum spacetime (themselves not directly spa-
tiotemporal). More specifically, we investigated the definition and construction of Gibbs states within the quantum
operatorial formulation of group field theory for discrete gravity coupled to a number of real scalar matter fields.
We have stressed how the peculiar mathematical formulation of GFT offers several advantages toward achieving our
goal, also in comparison with other quantum gravity formalisms. Before discussing our explicit constructions, we
have outlined the different strategies that could be followed and the different underlying principles, corresponding to
different possible definitions of what is meant by statistical equilibrium. We then offered three constructions.

The first was based on the principle of constrained maximisation of the entropy in the spirit of Jaynes’ work: the
constraints are a set of macroscopic observables (that one has access to), and the result of maximising the entropy
under fixed values of these is to find the corresponding, least-biased distribution over the microscopic states such that
the statistical averages of the given set of observables coincide with their macroscopic values. This method does not
require a pre-defined transformation to define equilibrium with respect to. Although once a state is defined, one can
(if one wants) extract its modular flow with respect to which it will satisfy the KMS condition (along the lines of the
thermal time hypothesis). Thus it could be especially useful in quantum gravity contexts. We have only mentioned
the general construction principles of such states, and thus have not yet explored their full potential. A more complete
analysis and further interesting examples are left to forthcoming work [19]. As a simple illustrative example, here
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we have constructed a geometric volume Gibbs state characterised by a fixed average of a volume operator defined
on the GFT Fock space. It was found that a direct consequence of the system being defined in such a state was the
occurrence of Bose-Einstein condensation to a low-spin phase. Naturally it would be useful to consider more examples
of a similar type in future works. An interesting possibility is to apply the GFT statistical mechanical framework
formulated here to the case of spherical GFT condensate states in the context of quantum black hole studies like
[47], where in fact a similar construction was used in terms of the area operator, as often considered in loop quantum
gravity-inspired analysis of quantum black holes [42].

The second characterisation of Gibbs states that we have considered was the KMS condition with respect to a
1-parameter group of automorphisms of the GFT algebra. After showing that in the GFT quantum system at hand
with a given automorphism group, the unique KMS states are the Gibbs state with respect to the generator of the
automorphism, we constructed example Gibbs states encoding equilibrium with respect to internal translations along
the complete base space Gd × Rn. These momentum Gibbs states were structural and model-independent. Keeping
in mind that the primary reason to couple scalar fields was to then use them to define a physical, relational reference
frame, it was natural to seek a Gibbs state, still generated by the momentum of the scalar field but which also encoded
relational dynamics defined within a deparametrized system.

This led us to the final example: a relational Gibbs state encoding equilibrium with respect to physical relational
evolution, for given dynamical constraint. This was based on a deparametrization procedure, and our construction
was confined to a non-interacting N -particle GFT system, for which a single global clock was extracted. For such
systems, we identified the relevant relational Gibbs density operator. In this aspect too, several things remain to
be better understood. In a separate project [19], we are extending these considerations to an interacting system of
particles, and we clarify the underlying covariant description of the constrained system (classical and quantum), and
of the corresponding equilibrium states, thus before any deparametrization. Specific examples of models will of course
be valuable. Lastly, it would also be interesting to investigate further the idea of a deparametrized system achieved
as a certain sector of the original non-deparametrized system, at the full quantum level, via semi-classical states.
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Appendix A: Strong continuity of unitary translation groups

The existence of unitary groups in Fock space has been established using the invariance of the algebraic Fock state
under the translation automorphisms. Here we show that the map g 7→ U(g) is strongly continuous in HF , given

Gd ∋ g. Notice that the case G = R, d = n is already included within this more general case.

Claim. U(g) is a strongly continuous family of operators in HF , that is, ||(U(g
1
)− U(g

2
))ψ|| → 0 as g

1
→ g

2
, for

all ψ ∈ HF , and all g
1
, g

2
∈ Gd.

Proof. The strategy will be to first show strong continuity at the identity e, which can then be extended to all
elements due to boundedness of U . For the first part, we begin by considering the set {πF (W (f))ΩF | f ∈ H} of
basis vectors of Fock space,

||(U(g)− U(e))πF (W (f))ΩF ||
2 = ||πF (W (L∗

gf))ΩF ||
2 + ||πF (W (f))ΩF ||

2 − 2Re (πF (W (f))ΩF , πF (W (L∗
gf))ΩF ) ,

using U(e) = I. Notice that,

||πF (W (L∗
gf))ΩF ||

2 ≤ ||πF (W (L∗
gf))||

2 ||ΩF ||
2 = ||πF (W (L∗

gf))||
2 = ||W (L∗

gf)||
2
⋆ = ||W (f)||2⋆ = 1 ,

where we have used the facts that the Fock representation is faithful in the third to last equality, and that all C*-
automorphisms are norm-preserving in the penultimate equality. Also, ||.||⋆ denotes the C*-norm, while ||.|| with no
subscript denotes the standard operator norm in HF . We thus have, ||πF (W (L∗

gf))ΩF ||
2 + ||πF (W (f))ΩF ||

2 ≤ 2,
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giving,

||(U(g)− I)πF (W (f))ΩF ||
2 ≤ 2− 2Re (πF (W (f))ΩF , πF (W (L∗

gf))ΩF )

= 2

[
1− e

−||L∗
gf−f ||2/4

cos

(
1

2
Im(−f, L∗

gf)

)]
−→ 0

because L∗
gf → f as g → e using continuity of the left regular representation for unimodular groups. This implies

that,

||(U(g)− I)πF (W (f))ΩF || → 0 as g → e . (A1)

Then, for any ψ in the dense domain D(HF ) = πF (A)ΩF , written as a general linear superposition ψ = πF (A)ΩF =
πF (

∑
i ciW (fi))ΩF =

∑
i ci πF (W (fi))ΩF , we have,

||(U(g)− I)ψ|| = ||(U(g)− I)
∑

i

ci πF (W (fi))ΩF ||

≤
∑

i

|ci| ||(U(g)− I)πF (W (fi))ΩF || −→ 0

as g → e, using result (A1) for each i. Thus, U(g) is continuous in the strong operator topology in D(HF ). Since it
is bounded, it can be extended to the whole HF . �

Appendix B: Mathematical checks for volume Gibbs operator

For simplicity let us begin with first checking that the state e−βV is positive and trace-class. Technically, this is like
the canonical ensemble and is accompanied by the constraint Ntot =

∑
χ nχ. Since the total number of particles is

constrained to be Ntot, the relevant Hilbert space here is H⊗Ntot , seen as a restriction of HF to the Ntot-particle
sector. The following computations use the orthonormal occupation number basis {|{nχ

i
}〉} of HF . For convenience,

denote χ
i
≡ i here.

Claim 1.1. Operator e−βV , for 0 < β <∞ and V as defined in (4.1), is bounded in the operator norm on HF .

Proof 1.1. An operator A is called bounded when there exists a real k ≥ 0 such that ||Aψ|| ≤ k||ψ|| for all ψ in the
relevant Hilbert space. Considering first the basis vectors,

||e−βV |{ni}〉 || = ||e−β
∑

i vini |{ni}〉 || = e−β
∑

i vini || |{ni}〉 || .

Then, for a generic state |ψ〉 =
∑

{ni}〈{ni}|ψ〉 |{ni}〉 ≡
∑

{ni} c{ni} |{ni}〉, we have,

||e−βV ψ||2 = ||
∑

{ni}
c{ni}e

−β
∑

i vini |{ni}〉 ||
2 =

∑

{ni},{nj}
c̄{nj}c{ni}e

−β
∑

j vjnj e−β
∑

i vini〈{nj}|{ni}〉

=
∑

{ni}
|c{ni}|

2e−2β
∑

i vini ≤
∑

{ni}
|c{ni}|

2 = ||ψ||2 ,

using orthonormality of basis, and β
∑

i vini ≥ 0 ⇒ 0 < e−2β
∑

i vini ≤ 1 . �

Claim 1.2. The bounded operator e−βV is positive on HF .

Proof 1.2. A bounded operator A is positive if 〈ψ|A |ψ〉 ≥ 0 for all ψ in the relevant Hilbert space. For the basis
vectors we straightforwardly have,

〈{ni}| e
−βV |{ni}〉 = e−β

∑
i vini || |{ni}〉 ||

2 ≥ 0 .

Then, for any state ψ ∈ H⊗Ntot ,

〈ψ| e−βV |ψ〉 =
∑

{ni},{nj}
c̄{nj}c{ni} 〈{ni}| e

−β
∑

j vjnj |{nj}〉 =
∑

{ni}
|c{ni}|

2e−β
∑

i vini ≥ 0 .
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Claim 1.3. Operator e−βV is trace-class on HF .

Proof 1.3. The trace is,

Tr(e−βV ) =
∑

{nχ}
e
−β

∑
χ vχnχ ≡

∑

{nχ}
e
−β V{nχ}

where the sum is over all possible ways of arranging Ntot particles into an arbitrary number of boxes labelled by χ.
Now, the configuration with the lowest total volume will be the one in which all Ntot particles occupy the single-
particle ground state with volume v0. This is the ground state |Ntot, 0, 0, ...〉 of the total volume operator V , with
eigenvalue V0 = Ntotv0. The highest contribution to the above sum comes from this term. We can now separate this
contribution to rewrite the series as,

Tr(e−βV ) = e−βV0 +
∑

|{nχ}〉6=|Ntot,0,...〉
e
−βV{nχ}

where now all e
−βV{nχ} < e−βV0 . Now, we rearrange the states in the sum in increasing values of total volume

eigenvalues (and denote these with tildes), so that

∑

|{nχ}〉6=|Ntot,0,...〉
e
−βV{nχ} =

∑

Ṽ{nχ}l
>V0

e
−βṼ{nχ}l ≡

∑

Ṽl>V0

e−βṼl .

Here, l ∈ {1, 2, 3, ...} labels the reorganised list of multi-particle states in ascending order of their volume eigenvalues,

Ṽl ≤ Ṽl+1, where equality denotes degeneracy of adjacent states. We have thus rearranged the series such that each
exponential term is less than or equal to the previous one. This series converges (by ratio test),

r ≡ lim
l→∞

e−βṼl+1

e−βṼl

= lim
l→∞

e−β(Ṽl+1−Ṽl) < 1 .

�

The same properties are now verified for the operator of interest, e−β(V−µN), for positive β as above. The relevant
Hilbert space is now the full HF as the particle number is allowed to fluctuate.

Claim 2.1. Operator e−β(V−µN), for 0 < β <∞ and µ ≤ v0, is bounded in the operator norm on HF .

Proof 2.1. For a generic state ψ ∈ HF ,

||e−β(V−µN)ψ||2 =
∑

{ni}
|c{ni}|

2e−2β
∑

i(vi−µ)ni ≤
∑

{ni}
|c{ni}|

2 = ||ψ||2

since, µ ≤ v0 ⇒ µ ≤ vi for all i ⇒ 0 < e−2β
∑

i(vi−µ)ni ≤ 1. �

Claim 2.2. The bounded operator e−β(V−µN) is positive on HF .

Proof 2.2. For a generic state ψ in the Fock space, we have,

〈ψ| e−β(V−µN) |ψ〉 =
∑

{ni}
|c{ni}|

2e−β
∑

i(vi−µ)ni ≥ 0 .

�

Claim 2.3. Operator e−β(V−µN) is trace-class on HF .

Proof 2.3. All arguments as made above in Proof 1.3 will apply here, with vχ replaced everywhere by (vχ − µ), for
any µ ≤ v0. �
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Appendix C: Strong continuity of map UX

Claim. Given a continuous map gX : R → G : t → gX(t) and a strongly continuous map U : G → U(H) : g 7→ U(g),
then the map UX := U ◦ gX : t 7→ UX(t) is strongly continuous.

Proof. Strong continuity of U means, ||(U(g1)− U(g2))ψ|| → 0 as g1 → g2, for any g1, g2 ∈ G and all ψ ∈ H. Then,
for any t1, t2 ∈ R and all ψ ∈ H, we have

||(UX(t1)− UX(t2))ψ|| = ||(U(gX(t1))− U(gX(t2)))ψ||

= ||(U(g1)− U(g2))ψ||

where g1 ≡ gX(t1) and g1 ≡ gX(t2) are arbitrary elements on the curve gX(t) ∈ G. Continuity of map gX means,
t1 → t2 implies g1 → g2. Then, using strong continuity of U , we have as t1 → t2,

||(U(g1)− U(g2))ψ|| → 0 .

�
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