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We rederive the conformal anomaly for spin-% fermions by a genuine Feynman graph calculation, which has
not been available so far. Although our calculation merely confirms a result that has been known for a long time,
the derivation is new, and thus furnishes a method to investigate more complicated cases (in particular concerning
the significance of the quantum trace of the stress tensor in non-conformal theories) where there remain several

outstanding and unresolved issues.

1 Introduction

Conformal anomalies have been studied for a long time, see [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12]
for original references and [13, 14, 15, 16, 17, 18] for reviews and further references. In four
dimensions the gravitational part of the conformal anomaly takes the form

A =aEy + bOR + cCMPClyp (1)

where C),, 5 is the Weyl tensor and E4 the Euler invariant. Unlike the first and last term the
middle contribution can in principle be removed by a local counterterm (~ R?), but we will
keep it here for later purposes. These three terms are the only local expressions which satisfy
the Wess-Zumino consistency condition, while an R? contribution would require a non-local
completion of the anomaly for the consistency condition to be obeyed.
In this paper we give a new derivation of the coefficients a, b, ¢ for spin—% (Majorana) fermions,
by directly calculating
A= g™ (T) (2)

up to second order in the metric fluctuations, thus extending the O(h) calculation of Capper
and Duff [1]. We note that the b and ¢ coefficients were originally determined from the two-point
correlator of stress tensors in [1] because the two-point function is renormalised by the same
counterterm as the 3-point function [3], but this calculation does not yield the a coefficient.
In this paper, by going to O(h?), we find all coefficients ‘in one go’; there is thus no need to
distinguish between type A and B anomalies [9], as both appear on an equal footing. Of course,
the coefficients of the spin—% conformal anomaly have been known for a long time and have been
determined by various different methods, via one-loop divergences and heat kernel expansions
[4, 5, 13, 14, 15, 17], conformal higher spins [12], path integral methods [19, 20], or by QFT
in curved spacetime methods [21, 22]. Curiously, however, to the best of our knowledge, this
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computation has never been done d la Capper-Duff up to O(h?). In fact, a derivation closest
in spirit to the present one is in recent work by Bonora et al. [23, 24], where, however, only
the simpler parity odd contribution (related to the Pontryagin invariant) was considered. Our
rederivation is, in principle, a straightforward calculation, very much like the standard textbook
derivation of the axial anomaly via triangle graphs, though far more cumbersome in practice.
Notably, and in contrast to several other derivations, it does not rely on kinematic choices, such
as special gauges for the external graviton h,,, nor special values for external momenta, nor
on-shell conditions. It thus also provides a toolkit for a similar ‘textbook calculation’ of the
(again known) s = 0, 1 anomalies that still remains to be done in this way.

To be sure, we basically regard the present derivation as just a ‘warm-up’ exercise for in-
vestigating the conformal anomaly in non-conformal theories, in particular for s = % (that is,
Poincaré supergravity) where there remain several open issues. These concern for instance the
occurrence (or not) of R? and/or non-local contributions to the anomaly; a full clarification
of non-local terms will probably require the full machinery of scalar n-point integrals that we
review and further develop in section 4 of this paper. The dependence of the a and ¢ coeffi-
cients on the choice of gauge for the external gravity fluctuations that has been observed for
s > % [25, 26, 6, 8, 12] is a very strange feature, as it would seem to indicate a breakdown of
general covariance — whereas a proper definition of the conformal anomaly should result in a
gauge invariant answer also for non-conformal theories (this question is relevant for the possible
cancellation of the ¢ coefficients for N > 5 Poincaré supergravities [27]). Another open issue
is to see precisely why the result for spin—% comes out to be negative (this is the only field
that contributes with a negative ¢ coefficient, and is thus indispensable for any cancellation), a
feature that is probably related to the absence of a gauge invariant stress tensor and a positive
definite Hilbert space of states for spin—%.

The organisation of this paper is as follows: In section 2.1, we give the Weyl transformation
of the curvature, Ricci tensor and scalar and review the Weyl transformation properties of the
actions for scalar, Dirac, Maxwell and gravitino fields. In section 3, we consider the action for
a massless Majorana field and the expectation value of the stress tensor for such a theory. We
present the Feynman rules and calculate the expectation value at first order, subsection 3.1,
and calculate the LJR anomaly. We then consider the expectation value of the stress tensor
at second order, subsection 3.2, and show that it is also conserved. We review and develop
methods for calculating scalar 3-point loop integrals in section 4, which are then used to find
the trace anomaly at second order in the metric perturbation in section 5. We provide a list
of the expansion of some relevant quantities under metric perturbations, appendix A; give the
result of scalar 2-point integrals, appendix B and list some useful gamma matrix and integral
identites, C, in the appendices. We also relegate some technical calculations to appendices D
and E.

A final word on our conventions. Lest our multiple use of Greek indices may raise confusion
let us state once and for all the convention that we will follow throughout this paper: contractions
with the full metric g,, are always fully covariant, whereas the flat metric 7n,, is to be used
for all contractions involving the metric fluctuations h,, or any quantities appearing inside
Feynman diagrams. For instance, when writing out a contraction like g1}, in terms of the
metric fluctuations h,, the result will be an infinite series in terms of the latter where now all
contractions are w.r.t. to the Minkowski metric 7,,,. Where appropriate we will also use flat
(Lorentz) indices a, b, ... in the fully covariant context, whereas the distinction between flat and
curved indices becomes void in terms of the fluctuation expansion.



2 Preliminaries

In this section we summarize some general results concerning Weyl transformations so as to
make our presentation self-contained, and for reference in future work.
2.1 Weyl transformations

We collect a list of the transformations of some tensors under a Weyl transformation

Juv — Q2 Juv = 620 Guv, (3)
where all quantities depend on x. The curvature tensor,

2 2 2
Ruypcr = C,ul/po + mgu[p RU}V - mgu[p Ra]u - mgu[pga]uRv (4)

and its contractions transform as follows:

R'ypg — Rl'ypo — 201,V Vo + 29" g, V5 Va0 + 6, 0,10 Op0

—2gM¢ Gu(p 05]0 000 — 25{; Yol gaﬁ 0n0 0g0. (5)
Ry — Ry — (d—2)V,Vyo + (d — 2) 00 00 — g Uo — (d — 2) g 9”7 0,0 050, (6)
R— Q7[R —2(d~1)00 — (d—1)(d — 2) ¢" 9,0 0] . M)

The covariant derivative also transforms under a Weyl transformation. In particular, the
Christoffel symbol transforms as

ry, — T, +2 (5& 8V)a — 9" gy 050, (8)

while the spin connection transforms as
w® — w,® + 2eu[“eyb}g”p8pa. 9)
2.2 Weyl invariant actions for spins s <1

Given the transformation property of the quadratic operator

d—2 d—2 d—2
V=g |-0+-—~—<R Qi=2/—¢(-O R) - 0’0
7 (-0+ =) — 7 (-0 ) - e
d—2 uv d—2
—(d-2)Q“ g TOMU&,U + 0,00, (10)
this operator is Weyl covariant if it acts on a scalar ¢ of conformal weight —%,
6 — QT (11)

Furthermore, it is then clear that




is Weyl invariant.

. . d—1
For a spinor y of conformal weight —%5=,
d—1
X — Q7 y, (13)
the Dirac Lagrangian
1
Y’Y“DMX = Y’Y“ <8u + Zw,uab’yab> X (14)

is already Weyl-invariant by itself without any modification, and for any d. This can be seen
using the transformation of the spin connection, (9), and noting that

Y = (d—1)". (15)

In four dimensions, the invariance of the Yang-Mills action is anyhow clear because of the
invariance of the factor \/—gg"”¢g"’ multiplying Tr(F),, F),,) under Weyl transformations (where
the vector field A, is assigned Weyl weight zero). In arbitrary dimensions the Yang-Mills action
is not, however, Weyl-invariant.

For completeness and later applications let us also display the action of a Weyl transformation
on the Rarita-Schwinger action, which is not invariant. It transforms as

EMVPJE“’)%’}/VVPT[)U N Q_4EMVPJEH’75’%/V[)¢U — 2igﬂpap0'a[u/7’/¢u]j (16)

where
P — Q2 (17)

Hence we see that Weyl invariance is already broken at the classical level. Indeed, it is known
that for spin—% one needs an action cubic in derivatives for conformal invariance.

3 Majorana fermions

In this paper we will consider only spin—% fermions as they appear to provide the simplest context
in which to perform the analysis up to O(h?). Accordingly, we start with the Dirac action for a
Majorana fermion :

=3 / Xy Dux = 5O + W + 5% 4, (18)

where D, is the w-covariant derivative and S (k) is the action at order k in the metric fluctuation

hyw, from

G (T) = Ny + (). (19)

'Up to an overall factor of % this action is the same for Dirac and Majorana fermions. The action for a
massless Majorana fermion is also classically the same as the action for a Weyl fermion up to a total derivative
term. There are recent claims that they are different at the quantum level and that there is, in particular, an odd
parity anomaly for Weyl fermions [23, 24]. We will not address this claim here, but we just note that there is no
issue for Majorana fermions as (18) is real.




Using the expansions in section A, we find that, up to second order in h,

7 —
S(O):_/an7

4
i e %

S(l):—g/(hMVX’}/“auX_han>’

5@ — 312 (3 WP B, Xy 00 X — 2 WA XY, 00 X — 2 Wy X @ X

+ hzyﬁx + 7 WOy hpe XA >7 (20)
where h = n*"h,,, 0, = Oy — gm and where the left action of the differential operator is
only on the fermion . Also, we use lower case Latin letters for tangent space indices, we use
Greek indices for tensors after perturbatively expanding the metric. In both cases the position
of indices is raised/lowered with the Minkowski metric. Moreover, the fermionic stress tensor

admits a similar expansion,
2 6S 1 (_ ﬁ —
Ty = E-g#ﬁgl’ay = 1 (X'y(,u X — QMVXWX) = T,LS?/) + T;gzlj) + (21)
po

where to first order in h,

1/ _ _=

T = (xv(ﬁgx — N X ¢ X) (22)
{ — >

T;Szlx) = _g <hp(a ylypg/;)( + nuuhpg X7Vp Oy X—2 h,ul/ X a X~ aphcr(u X'yu)pUX) : (23)

In the Majorana representation Yv*y = 0, hence terms containing such contractions do not
contribute. However, even for Dirac fermions for which yvy*x # 0 terms with such contractions
cancel in the final result, and the expansion is, up to an overall factor of 2, given by the very
same expression (20). Hence the anomaly for a Dirac fermion is twice the one for a Majorana
fermion. From the Lagrangian density above it is then straightforward to read off the Feynman
rules with up to two external graviton lines. The relevant expressions are given in figure 1. 2

We are interested in the expectation value of the stress tensor at first and second order in
the metric perturbation,

(S 452 4...
(L (@) = (T @)+ 2))

- <<T;Sg)(x) + T (@) + .. ) (1 +isM <i5(2) - %S(”S(l)) + .. >>0
= i(T) (:c)5<1>>0 +i(TW @)D +i(T (@)5@)
N %<T£g>(g;)5<1>5<1)>0 Yo (24)

0 0

where (- - - )g denotes the free expectation value (to be evaluated in the Spin-% Fock space). Note

that at zeroth order, <T,S,O,) (x))o, we only have tadpole diagrams, which vanish in dimensional

2Since we are working with Lorentzian signature it should be understood that we are using the usual ic
prescription for the propagator, although we do not write this out explicitly.
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Figure 1: Feynman rules for graviton-fermion interactions; the crossed vertexr comes from the
expansion of T, to O(h).

regularisation. Furthermore, there is no <Tl5,1,) (z))o contribution at first order in h, since these
also contribute only tadpole diagrams.
3.1 Expectation value of the stress tensor at O(h)

In this section we briefly summarise the old O(h) result of [1]. At first order, from equation (24)
the expectation value of the stress tensor is

dp

(T (@))log = i{T{Y (@) TN (D), (25)

which defines the two-point function 7},,,s(p) in momentum space. Using the Feynman rules
we have

i ddk‘ K k—p
T;wpa(p) = g / (2 ) <k2 (2k p)(,u’Yu)( — ) (2k p)(p’Ycr)) ) (26)
where we have neglected all terms proportional to 7, and 7,s, since, using the identity
kRE—p)(E—p) _ k—9p) ¥
Rlk—p?  (k—p? K (&)

these terms reduce to tadpole integrals which vanish. Note also the simple identities

Tywpo(P) = Tpvpo (=) s Tuvpo () = Tpouw (P)- (28)



As shown in appendix D, equation (140), the explicit symmetrisation of the v indices in the
integral (26) is not required, as the antisymmetric part vanishes, a fact that we will exploit to
simplify some of the subsequent calculations.

The conservation of the stress tensor

V“<TW> =0 (29)
and the tracelessness

<g‘“’TW> =0 (30)
at order h, translate to the following Ward identities

P Thvpe =0, (31)
T,(d) MVT/JJ/PU = 07 (32)

where it is important that the trace is taken in d dimensions (indicated in the notation by
putting the trace inside the brackets in (30) and superscript (d) on the n). In order to verify
the conservation Ward identity, we note that

P2k —p), = k* — (k — p)*. (33)

Hence p"T},,,0 reduces to a tadpole integral which vanishes. Similarly, the d dimensional trace
reduces to a tadpole integral upon using identity (27). This is in accord with the fact that
the Dirac Lagrangian density is classically Weyl invariant in all dimensions with a d-dependent
scaling of the fermions.

Evaluating the 2-point function integral, (26), using the integral identities (126)—(129), we
obtain

.1 24/2] () 2
GvR T - 1) (d = 2)pupvPppo — 2(d — )Py (pPo) + P° (MuwPpPo + MpoPuPv)

+(p2)2 ((d - 1)77u(p770)1/ - 77#1/77[)0) . (34)

where the extra factor of 1/(2y/m)¢ in front is due to our normalisation of the integral I(p) in
(130). It is now straightforward to verify that the contraction of the above expression with p*
vanishes, confirming that the Ward identity for general covariance is satisfied. Furthermore, we
can verify again that the contraction of the pr indices in d dimensions is also zero.

However, contracting the pv indices in four dimensions we obtain

2
(4) pop __ b _ 2
n PO LY 30(471')2 (pupu NuvD ) > (35)

from which we find the OR anomaly at O(h), to wit,

» 1
g" <T/W>‘O(h) = 30(4n)2 DR‘O(h) (36)

where we now put the ¢g"” outside the bracket to indicate that the trace is to be taken in four
dimensions, after regularisation and renormalisation.



k—p of k—p po

b 4
J77% k+q 124 k—q—p
QAN po N af
k g i ko)
(a) (T4 (2) S SD),
k—p af k—p
p p p
jv ﬂh@i v po
N
kg 77 k
(b) : (T3 ()S@)q (€) : (T3 (2)SM)q

Figure 2: Feynman diagrams for 3-point function of stress temsor insertions. The diagrams

at the top, labelled (a), contribute to T,Eylj)paaﬁf diagram (b) and (c) contribute to T/Ei)pmﬁ and
T L(Li)pg B’ respectively.

We stress that this O(h) calculation can not give the a and ¢ coefficients as these require
at least O(h?). However, with an extra assumption on the counterterm it is possible to derive
the ¢ coefficient at least by indirect arguments [3]. This can be seen as follows: introducing the
counterterm ¢ AW, where AW = [ d%z\/—gC? and C is the Weyl tensor, and functionally
differentiating, we get

2
Qe_lngAW =(d—4) <C’2 + —DR> (37)
5g;w 3
which shows that
2
b = gC s (38)

a relation which we shall later verify explicitly at O(h?). By contrast, there is no such indirect
and labor saving argument for the coefficient a.

3.2 Expectation value of the stress tensor at O(h?)

The evaluation of the expectation value of the stress tensor to second order in the metric fluc-
tuations is far more involved than at first order because there are many more contributions. In
particular we must now consider the 3-point functions which are given by Feynman diagrams
labelled (a) and (b) in figure 2. These diagrams, as well as a new diagram labelled (¢) in figure
2, contribute to the the expectation value of the stress tensor at second order in the metric
perturbation,

d d
TN lope, = [ dlydle [ 22 T4 —iptay)=iec—poo ) (7O ) 0y pos()
" O Y (2m)d (2m)d Y\ Fuwpoap\P> 4

+ TIEI%)/JUQB (p:q) he? (Z) T T;Ei)paaﬁ (p) h? (x)> ) (39)



®3)

,uz/poa

(2)
Here T/}meﬁ, Twpm

<T,5,,)( )S®@)g and (T,SV)( )SM)Yg in equation (24), respectively. Using the Feynman rules given
in figure 1, the Feynman diagrams labelled (a) in figure 2 give

gand T 5 are the 3-point diagrams corresponding to (T,Sg) (z)SW Sy,

i d
Tﬁ)pmg(p,q) ol / A t{,fg[(% P) (V) — M (2K — )] koo

(2m) (k —p)?
X <[(2k — P+ Q) (Vo) — Moo 2k — P+ )] 0T Ft d)
X [(2k + @)@ 78) = 1o (2K + )]
+ (2% = 2= )y~ mas(2k — 20— 9] F L0

X[@k—p—qMW@—an%—¢—¢ﬂ>} (40)

Letting & — —k+p in the second term and using the gamma matrix identity (132), we can show
that the second term is identical to the first term, viz. the contribution from the two diagrams
labelled (a) is identical. Furthermore the terms involving Kronecker §-symbols, can be written as
two-point function integrals, defined in equation (26), using identities analogous to (27). Terms
with more than one Kronecker d-symbols reduce to tadpole integrals, which vanish, or integrals
of the form

d
[ gt (k= b=z @k i), (a)

which using identity (27) reduces to

dk _
/ (27T)dtr (%g(g_ 52 (2k _p)(p70)> =0 (42)

by identity (135). Hence, we can rewrite 7)) as

1 1 1
T,E,,)pgag (p, Q) = ﬁTuupaaﬁ (p, Q) - Z"?uu [Tpaaﬁ (p + Q) + Tpaaﬁ(Q)]

- inpa [Twaﬁ (p) + Tuvaﬁ(q)] - %naﬁ [Tuupa (p+q) + Thpo ()], (43)

where we define

. d’k
T/u/paaﬁ = Z/ W { ka (2]{7 p)(ulyu) H(2k D+ Q)(p/ya) %(2]{7 + Q)(a/}/ﬁ) } (44)

that is, the original expression but without the trace terms.



Moreover, the Feynman diagrams labelled (b) and (c), respectively, give

? dk -
Tli?/)paocﬁ(p’ q) = _6_4 / W tr{%@k‘ —p)(u%j)%

X <3 (Mol (2K = D))oy + Nal(p (2K — D)oy Y 5))
— 2 (pe (2k = D) (V) + 10 (2k — D) (7o)

1 T
+ 520+ P)" (Vragolla)s + m(png)a)> } (45)

i d’k —
T/Ei)paaﬁ(p) = 1_6/ (27 tr{ (;f_ 5)2 (2k — p)(p%)%

1 T
X |:(2k7 - p)(u”?u)(a’yﬁ) + nuu(Zk - p)(oﬂ/ﬁ) + 5]9 (7704(;/’71/)6 + ’77—6(u77u)a):| }7 (46)

where, as in the two-point function evaluation, we have used the fact that some terms lead to
tadpole integrals which vanish. It is also straightforward to show that the terms proportional to
~™8 in both T and T3 vanish. Therefore, we can express both contributions solely in terms
of the two-point function integral, (26),

2 3 1 1
T;Su)poaﬁ (p) = _Zn(a\(pTa)W)/u/ (p) + anUT;waﬁ (p) + ZrlaﬁTuupU (p)7 (47)
7 _ LT LT 48
W/pgaﬁ(p) - 5”7(04(;1 V)|B)pa(p) + 577;111 paaﬁ(p)' ( )

3.3 Conservation

The conservation of the expectation value of the stress tensor can be expressed as follows:
VI Tw) = g (ap<T/u/> - PZH<TUV> - qu <Tua>> = 0. (49)

Using the expansion of the metric and Christoffel symbol components in appendix A, at second
order in the metric perturbation the above identity reduces to

1 1
O (Tuwdlome) = WP 0p(Tuw)lowm) — 5 (20uh" = 0" h)(To)lom) — 5" (Tup)lom =0, (50)

where (T))|on) and (Tjw)|opn2) are defined in equations (25) and (39), respectively. Equation
(49) is fully covariant. However, in equation (50), and for the rest of the section, the indices are
raised and lowered with the flat metric.
We first consider
d%p di ; ,
_ d, id —ip-(r—y)—iq-(z— o
8M(ij>(m)|o(h2) = /d yd Z/W(Qﬂ)de P (@=y)=ia:(z=y) pro (1)

x {(—zpﬂ) (Tﬁlmﬁ (p, @) P (2) + T2 (0 @) ™ (2)

+ T os(D) h“ff(x)) + 18 (0) 90 () } (51)



Using equation (43) and the conservation Ward identity at first order in h, (31),

1 1 1
P Ty (2 0) = 35 P Tiwpoas = 3Pv [Tpoas (P + @) + Tpoas(a)]

1

- Zpu [npch/u/aB(Q) + ﬁaﬁTuvpcr (p + Q)] . (52)

Furthermore, using equations (47) and (48),

PT s(P) =0, (53)
pr® — T 1T 54
D puvpoaf (p) 4 p(a B)vpo (p) + 2 Pv Lpoap (p) ( )

We have expressed all the terms in terms of the two-point function integral except the first term
on the r.h.s. of equation (52), which we would like to also rewrite in terms of two-point function
integral,

pﬂ T,uupcraﬁ
i [ dk _
=3 / any tr{ (%% + (2k — p)u) %(% —-p+ q)(p%)%(% + q)(ayﬁ)}

i d
-5 / (;lw];d tr{%@,,(k —p) + (2k — p)u> (2k —p+ @@’h)%(% + q)oﬂm}v (55)

where we have used (33) and p = F — (K — p) to cancel a propagator factor. We redefine
k — —k + p in the first term and £ — —k in the second term, whereupon we obtain

pﬂ T;wpaaﬁ = % (Tupaaﬁ (p, Q) - Tuaﬁpa(_pa D+ Q)>7 (56)
where
~ d —
T :0) = [ g Fs (3 48+ @b+ 9),) @40 = )i = 2k~ i |
(57)

and we have used the identity (132). In appendix E, we simplify this integral and derive equation
(147). Using this result, we arrive at

pu T,uupoaﬁ =4 |:3 P Tg)yaﬁ (Q) +2 (p + Q)V Tpoaﬁ (Q) - pT Mu(p Tcr)Taﬁ (Q)

+ 300 T8)pe (P +4) =26 Tpoap(® + @) — D" Mia Ta)rpe (P + q) |- (58)
Hence, from equation (52),

1 1
pﬂ T;Ey)paag (p7 Q) = é 3p(a Tﬁ)upcr(p + Q) —2 (p + Q)V Tpoaﬁ (p + Q) - 2pu7’laﬁTuupa(p + Q)

- pT Mv(a TB)TpU (p + Q) + 3p(p Ta)uaﬁ(Q) +2q, Tpoaﬁ(Q)

= 29"N00 Tyvas (@) — 2" Moo Toyrap(q) |- (59)
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Integrating the above equation over p and letting p — p — g,

dip 1 [ a? .
—ip-(z—y) 1) P —i(p—q)-(z—y) —
/ (27T)de i Y p# Tuupo’aﬁ(p7 Q) - 8 / (27T)de b= Y [3 (p q)(oc TB)VpU(p)

= 2pu Tyoap(p) + 26" 108T w00 (P) + 4" (o T)rpo (D)

+3(0 = D(p Toywas(@) + 260 Thoap(q)

— 20" Npo Tuwap (@) = D7 Mo Toyrap(@)] - (60)
Therefore, using also equations (53) and (54) and (48),

ddp ddq —ip-(x—y)—iq-(z—x o
8“<TNV>(x)‘O(h2) = /ddyddz/ (27T)d (27T)de p( y) q( )hp (y)

X {—ého‘ﬁ(z) [(5]) -3 q)a Tgypg(p) +2py Tpaaﬁ (p)

+2 qu"’/aﬁTpupo (p) + qT TNva TBTpa (p) +3 (p - Q)p Tauaﬁ (Q)
+2 qu Tpoaﬁ (Q) —2 p”npanyaﬂ (Q) - pT Mvp ToTaﬁ (Q)]

1 o o
+ 7| Toova ()05 (2) + Tomuan () uh ™ (2)

Ty (P)OH (2 >]}. (61)

By reparametrising the integration variables, the terms in the integrand that are proportional
to two-point function integrals with arguments ¢ can be replaced by terms proportional to those
with arguments p 3. Whereupon,

dip dtq _. .
= d d —ip-(x—y)—iq-(z—x o
8“<1uu>‘o(hz) /d d*z / 2m) 2 )de p(@—y)=ia(z=2) ppo ()

X (z hP (2) [(41) —390)a T3vpoe(P) + 20" 10T wps (P) + ¢" Mva Tprpo (p)]

= Tooa ()1 (2) = 1 Tysa (D)9 h5u(2) = 2 Ty (PO (2)] ). (62)

Integrating by parts over the y and z integrals,

n d, gd ddp ddq —ip-(x—y)—igq-(z—x) 3, po . af
0 <TMV>‘O(h2) = d'yd 'z (27T)d (27‘r)de h*? (y) _ZpocTBupcr(p)h (2)

+5aha6(z)TBupa( ) — _auh( VT pwpo (P) + 5 8 h*? (2) paaﬁ( )}

= h*00(T)om) + 0ah® (Tau)|om) — §8uh<Tuu>‘O(h) + §8Vh P(2)(Tup)lomy,  (63)

3More precisely, the relabelling of the integration variables implies that the integrand must be invariant under
p > —q and (po) < (af).
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where in the last line we have integrated over ¢ and z, which sets z = x, and used definition
(25). We have, therefore, verified equation (50) and hence

VATw) =0 (64)

up to and including second order in the metric perturbation.

4 Scalar 3-point loop integrals

We have seen in the preceding chapters that the evaluation of the expectation value of the stress
tensor to second order in the metric fluctuations requires the computation of certain 3-point
Feynman loop integrals (and correspondingly the evaluation of (n + 1)-point loop integrals if
one expands to n-th order in the metric fluctuations). Such integrals have been much investigated
in the literature, see e.g. [28, 29] for recent reviews and references. Nevertheless, and also with
regard to possible future applications, we here collect some formulae needed for our computation
that to the best of our knowledge have not been given in fully explicit form in the literature,
although the general procedure for their derivation is of course known, see in particular [30, 31,
32].
The relevant integrals are of the form

dk ky, -k
JH1~-~HM(d|p,Q):/7Td/2 kyg(ku_lp)g(:lj_ (])2, (65)

or more generally

ddk k”l e kl/‘M (66)

JmmuM(d;ml,m%m?)‘ILQ) E/ﬂ-d/2 ]{72m1(k,’—p)2m2(k+Q)2m3

with (not necessarily integer) exponents mi,mo,m3 *. For the computation of the conformal
anomaly we are in particular interested in the pole part of these integrals for d — 4. Note
that we normalise the loop integrals (65) and (66) with the factor 7—%2, different from the
normalisation adopted in the rest of this paper. This we do only for convenience in order to
simplify the subsequent calculations: because

1 1 1

@m) ~ @ym ni

we then only need to multiply the final results by (2,/7)~% to revert to the normalisation
conventions used in the rest of this article.

To evaluate the integrals we will follow a method developed by Davydychev [30, 31], whereby
the above integrals can be reduced to the basic scalar 3-point loop integral

(67)

. [ d% 1
J(da17171 |p7q) - 7Td/2 ]{72(k‘ _p)z(k+Q)2 (68)

which is again a special case of the more general integral

dek 1
ﬂ-d/2 k2m1 (k _ p)sz(k + q)2m3

J(d;m1,m27m3\p,Q):/

“In the remainder we will usually not write out all arguments displayed on the Lh.s. of (66).
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and so-called boundary integrals for which one of the exponents m; vanishes (see appendix B)

d®k 1
742 k2ma(p — k)2m2

I(d§m17m2‘p)EJ(d§mlam270‘p):/ (70)

up to explicit factors which are rational functions of the external momenta. The final result will
be completely explicit because for (70) we have the explicit formula

/ dk 1 A Ui §)T(5 —mi)T(5 —ma) (71)

md/2 f2ma(p — k)2me I'(d — m)T'(my)T(ms)

where m = mj + mo and the factor of ¢ comes from Wick rotating from Lorentzian space to
Euclidean signature. A further advantage of our choice is the simple normalisation

1) = 1(d:1,1]p) = © + 0(1) (72)

As we said, our derivation relies largely on the general formalism developed in [30, 31] but we
will spell out the formulae given there in more detail for the cases of interest. The final result will
thus express (65) directly in terms of explicitly known functions, where all the UV divergences
(needed for the determination of the conformal anomaly) are contained in the boundary integrals.
The extension of our results to higher n-point scalar loop integrals is straightforward, though
increasingly tedious for higher values of n.

In the remainder we will assume the external momenta p and ¢ to assume generic values,
for which p2¢% # (p - q)?, so as to avoid IR or kinematical singularities — the latter can then be
easily and explicitly extracted from our final expressions. First we note that, in the Feynman
parametrisation, the scalar integral (69) is given by

ZF m — Ql 1 mi1—1 smo—1 mg—la 1 o o o
J(d;my, ma, m3) = I )F(( )i)( ) / dé déydes 22 2 K -G &m_iig,
mi)Lmz)L\ms) Jo (616007 + &163¢% + £283(p + q)?]
(73)
where m = my + my + mg3. Differentiating the Lh.s. of (69) with respect to p, we find
2 mq (Ju(d;ml,mg +1,ms) — puJ(dimy,ma + 1,m3)), (74)

On the other hand, differentiating the r.h.s. of equation (73) gives
—2mo (ml pud(d+2;my +1,mo + 1,m3) + m3 (py + qu)J(d + 2;m1,ma + 1,m3 + 1)) (75)

Equating expressions (74) and (75), we obtain an equation for J,(d;m1,mg, m3) in terms of
scalar integrals [30]. We can further simplify this expression by noting the identity

3
J(di {mi}) =Y my J(d+2; {mi +6;;}), (76)

J=1

which can be proved directly from (73). Using the above identity and equating expressions (74)
and (75), we obtain [30]

Ju(dymy, ma, m3) = mapy JB(d +2;ma, mo + 1,m3) — ms g, J(d + 25my, ma, ms +1). (77)
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This method can be inductively implemented, by further differentiating with respect to p,, to
find similar identities for J,,. ,,, in terms of scalar integrals, see [31] for the general formulae.
We list the relevant identities for M up to M = 6, found using the method outlined above

Ju(d;1,1,1) =p, J(d+2;1,2,1) —q, J(d+2;1,1,2), (78)
1
Juw(d;1,1,1) = 577;w J(d+2;1,1,1) + 2|pup, J(d + 4;1,3,1)

— Pty T(d +451,2,2) + qua, T(d +451,1,3)|, (79)

Tup(di1,1,1) = gn(w [pp) J(d+4;1,2,1) — g, J(d+ 41,1, 2)}
+6 [p“p,,pp J(d+6;1,4,1) — P(uPvdp) J(d+6;1,3,2)
+ Py J(d+6;1,2,3) — 4ugua, J(d+ 61,1, 4)] ,
Jupo(d;1,1,1) = %n(wnpa) J(d+4;1,1,1) 461y [pppo.) J(d+6;1,3,1)
— Do) T(d+6;1,2,2) + qpa J(d + 61,1, 3)]
+ 24| pupuppps J(d+8;1,5,1) — P(uPvPpdo) J(d+8;1,4,2)
+ P(uPrapds) J(d +8;1,3,3) = P(udvqpdo) J(d + 8;1,2,4)

+ Q9o J(d+ 81,1, 5)] , (80)

Juwpoald; 1,1,1) = %n(w% [ o J(d+6;1,2,1) — go) J(d+6; 1,1, 2)}
+ 30N [pppopa) J(d+8;1,4,1) — pppoqey J(d +8;1,3,2)
+ Pplotoy T(d +8:1,2,3) — 4p0oday J(d+8; 1,1, 4)}
+ 120 [pup,,ppp(,pa J(d+10;1,6,1) — pupuppPoda) J(d +10;1,5,2)
+ P(uPvPploba) J(d +10;1,4,3) — p(u4uqpGoa) J(d +10;1,3,4)

+ P pGoda) J(d +10;1,2,5) — qu00GpG09a J(d +10;1,1,6) [,  (81)
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15 45
J;wpcraﬁ (dv L1, 1) = gn(punpanaﬁ) J(d +6;1,1, 1) + gn(punpa [papﬁ) J(d +8; 1,3, 1)

— Pads) J(d+8:1,2,2) + gaqa) J(d + 8 1,1, 3)] :
+ 1807, [pppgpapﬁ) J(d+10;1,5,1) — pypopads J(d+ 10;1,4,2)
+ PpPoGaqpy J(d +10;1,3,3) — ppdoqaqs) J(d +10;1,2,4)
+ 4psqaqp) J(d +10; 1,1, 5)] + 720 [p“pl,pppopapg J(d+12;1,7,1)

— P(uPvPpPoPaldpy J(d +12;1,6,2) + p(uPuPpPodads) J(d +1251,5,3)

— P(uPvPploqadp) J(d +12;1,4,4) + p(PvapGodads) J(d +12;1,3,5)

— P(udvPplo9ads) J(d +12;1,2,6) + 4uq09p909aqs J(d + 1251, 1, 7)] ;
(82)

where the integrals on the 1.h.s. are all in d dimensions, whereas the dimension varies on the r.h.s.
. Here, as elsewhere in this paper, all symmetrisations are with strength one. The scalar integrals
on the r.h.s. are now of type (69), but they still involve different dimensions D = d, d+ 2, ...
and different exponents mq,mo, m3. To further simplify the above expressions we exploit the
basic result [30, 31] that for integer m, all integrals of the form (69) can be expressed in terms
of J(d;1,1,1) and boundary integrals of the type (70), (71).

The first part in this reduction procedure is to decrease the values mi,ms, m3 in integer
steps while leaving the dimension unchanged; this is done by noting that

dik 9 ky
At = e B =

which gives a relation between J(D;my,ma,ms) with > m; = m and J(D;my, ma, m3) with
>>m; = m — 1. Two more relations can be found by changing the numerator in the integrand
in (83) to k, — p, and k, + g,. These three equations can be solved [31] to obtain

1
J(mi,ma,m3 +1) = )2q2<<(2m1+m2+m3—d) (p+4q)7

2ms(p +q
+ (my + 2ma +m3 — d) ¢* — (m1 +ma + 2m3 — d)P2) J(my,mg, m3)

+ mgo (p + q)2J(m1 —1,mo + 1,m3) + ms3 (p + q)2J(m1 —1,mo,m3 + 1)
+my q2J(m1 +1,me — 1,m3) + mg qu(ml,m2 —1,mg+1)

—mq p*J(m1 + 1,ma,m3 — 1) — ma p*J (1, m2 + 1,m3 — 1)>7 (84)
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1

J(m1+1,ma,m3) = ——=—=
( ) 2m1p?q?

<((m1 + 2mgy + m3 — d) q2 + (mq + mg + 2mg — d)p2
— (2my +mo +2m3 —d) (p + q)2) J(mi, ma, m3)
+map®J(my,mg + 1,mg — 1) + mip*J(m1 + 1,ma,mg — 1)

+m3q2J(m1,m2 —1,mg+1)+m qZJ(ml +1,mg — 1,m3)

— My (p + q)2J(m1 —1,mo + 1,m3)

—m3 (p+q)*J(m1 — 1,ma, m3 + 1)>7 (85)
1
J(m17m2 + 1,m3) = W <((2m1 + mo + ms — d) (p + q)2

+ (m1 4+ mg + 2ms — d)p2 — (my + 2mo +mg — d) q2) J(my,mg, ms)
+m3 (p+q)*J(m1 — 1,ma,ms + 1) + ma (p+ q)>J (my — 1,my + 1,m3)
+my p?J(my + 1,mg,ms — 1) +mg p*J (my, mg + 1,mz — 1)

—my qu(ml +1,my — 1,m3) —mg q2J(m1,m2 —1,m3 + 1)) (86)

We repeat that the dimension D is the same in all these integrals, whence
J(my1,mz,m3) = J(D;mq, ma, m3)

with the same D in the three equations above.

Having reduced the integrals Jy,....,, of the form given in equation (65) to a sum of scalar
integrals J(D;1,1,1) and boundary integrals, where D = d, d+2,--- , d+2M we next require
a further identity which lowers the values of D by relating J(D+2;1,1,1) to J(D;1,1,1) so that
finally all integrals can be reduced to J(d;1,1,1), where now d = 4 — 2e. The relevant identity
is found by contracting the indices in equation (79), whereupon the Lh.s. of (79) reduces to a
boundary integral, and we get

J(d;0,1,1) = gJ(dJr 2:1,1,1) + 2[])2 J(d+4:1,3,1)

—(p-q) J(d+4;1,2,2) + ¢ J(d+4;1,1,3)]. (87)

Then, using the reduction formulae (84)—(86), we express J(d + 4;1,3,1),J(d + 4;1,2,2) and
J(d+4;1,1,3) in terms of J(d+4;1,1,1) and boundary integrals. Substituting, these expression
in the equation above, and replacing d — d — 2, we obtain

2(d—2) ((p-q)* —p*¢*) J(d+2;1,1,1) — p*¢*(p + q)*J(d; 1,1, 1)

=(p-q)(p+@)*J(d;0,1,1) = p*((p- q) + ¢*)J(d; 1,1,0) — ¢*(p* + (p- q))J(d; 1,0,1),  (88)
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or
1 1

2 2 2
+¢)2J(d;1,1,1]p,q) +
(EDI T p ¢ (p+a)7J( |, q)

J(d+2;1,1,1|p,q) = 5

+ (- @)+’ Idlp+q) — pP((p-a)+d)Id|p) — @+ (p-@)Id|q)|.  (89)

where we have now substituted the boundary integrals from the appendix B. This formula seems
to be a new result: it allows us to reduce any given integral of type (65) for even d to sums
involving the convergent integral J(4;1,1,1) and various boundary integrals which contain all
the UV divergences as d — 4. Using the formula (130) from appendix B, the latter can be
exhibited explicitly:

d—1 T(1-9)rg)?
d—2 I'(d)

Jd+2;1,1,1) = —i + finite terms. (90)
The factor (p?¢> — (p - q)?)~! is cancelled, whence the UV divergence does not depend on the
external momenta, as expected. Furthermore, formula (89) makes the kinematical singularities
completely explicit. We note that the above formulae, (89) and (90) cannot be used for d = 2
because of IR singularities and the factor (d —2)7!.

Using equations (84)—(86) and (89), the integrals J,,,...,,, can thus be reduced to boundary
integrals and J(d, 1,1,1). Since J(4,1,1,1) is finite, the 1/ poles in J,,...,,, can easily be found
by expanding d = 4 — 2¢ and using the result for the poles of the boundary integral, (130). The

1/e expansion of J,;.....,, up to M =6 is:

Ju(d|p,q) = O(1), (91)
Jud1p,4) = £+ O(1), 52)
T @19,0) = 10 () — 1) + O(1), (93)
Juvpo(d|p, q) = —3%6 (P* + ¢ + (0 + 0)*) N o) + 416 Ny (PpPo) = Pplo) + 4pds)) + O(1),
(94)

Jwpoa(d|p,q) = —3%677(,;1/77/)0 (20" + @ +2(p+ @) oy — (P* +2¢° +2(p + 0)?) )
+ 4% N (PoPoPa) — PpPola) + Pploda) — Gploday) + O(1), (95)

2
Juvpoas(d|p, q) [(p2 ++ 0+ —(+0)’®* + ) - p2q2} N Mpoaf)

. 7
~192¢

1
= 3o M po (30> + ¢ +3(p + 0)?) Papp) — 2 (P* + ¢ + 2(p + 0)?) Patp)

i
+(p* +3¢° +3(0 + 9)*) Gotp)] + - N (PoPoPaPs) — PoPoPads)

+ PpPolals) — Pplodads) + dololads)) + O(1). (96)
These coefficients and polynomials in the external momenta are what we need for the evaluation

of the conformal anomaly.
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If one is just interested in the divergent parts, this result can also be arrived at without
invoking the full machinery of n-point loop integrals and in a much simpler way as follows:
First of all, one notes that the divergence must be polynomial in the external momenta p and gq.
Secondly the resulting polynomial must be symmetric under interchange of p and —g. Thirdly,
by shifting the integration variable as k& — —k + p one obtains a relation constraining the
polynomials by replacing the external momenta (p,q) by (p, —p — q). When applying this trick
to the above integrals, one first notes that the integrals J and J, are convergent, whence the first
divergence arises in .J,,,; the latter divergence is proportional to 7,,, and can thus be extracted
by contracting with 7),,,, thereby cancelling one propagator and reducing the determination of
the pole term to that of a 2-point integral. Likewise the divergence in J,,, can only appear in
the term linear in the external momenta, which by symmetry must appear in the combination
(p—q)u; again the result can be read off from the corresponding 2-point integral after contraction,
and so on for the integrals with more momenta in the numerator.

It is easy to see that this procedure can also be applied inductively to n-point integrals
for n > 3 by successively reducing them to (n — 1)-loop integrals, etc. In other words, the
determination of the pole parts at any order in h,, does not require the actual evaluation of n-
point integrals. However, this shortcut may no longer be available for classically non-conformal
theories where there could arise extra non-local contributions.

5 The conformal anomaly at O(h?)

The anomaly is given by the trace of (T}, (x)) after regularisation. If we calculate the trace
before finding the regularised expression, the trace vanishes by the Ward identities as the Dirac
action is scale-invariant in all dimensions. At second order in the external graviton, the anomaly
is given by

T @) oy = 1 T o) — B (@) (T o

d d —ip-(x—y)—iq-(z— o

x {77”” (Tﬁilmﬁ (:0) h(2) 4 Ty (0. 0) 1 () £ T, 0) h“ff(x))

= Tpo (P) P () } (97)

Using equations (43), (47) and (48), and rewriting

d d . .
_ /ddyddz/ d’p d qde_lp'(””_y)_lq'(z_y)h”"(y)h“”(z)T,WpU(p—i—q),
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v 1 v ddp ddq —ip-(x—y)—1iq-(z2— o e
9 (Tuta)) = g [ atyats [ e e i)

1
X <g T,uupoaﬁ + Um Tpoaﬁ (p + Q) — Nuv Tpcraﬁ(Q) — Npo T,uuaﬁ (Q)

— N po (p+q)—3 Nap Tuuaﬁ (p) +2 Nayp TI/BpO’ (p+ Q)> .

By redefining the integration variables p and ¢, we can write the above expression in a more
symmetric way,

v 1 v ddp ddq —ip-(x—y)—1iq-(x—=z o «
g (T, (z)) = Znu /ddyddz/ oy (%)de p-(z—y)—iq-(x—2) f, p (y)h 5(2)

1 -~
X (g T/u/paaﬁ — Nap Tpauﬁ (p) ym TVUQB(Q)

= 2008 wpo (P) — 3 Nap Tywop (p+ q)> , (98)

where we have exploited the symmetry under p <+ ¢ and po < «af, to simplify the integrand
and where T}, ,,03 is the expression by letting p — p + ¢ and ¢ — —q, viz.

- . d’k
T,uupoaﬁ = Z/ (27‘(‘) {152(2k + Q)(a"}/ﬁ) (lf—l— g) (2k D+ Q)(uyu)%(2k p)(pﬁ’o)}’ (99)

The trace of the expectation in d-dimensions should be zero as the Dirac action is Weyl-
invariant in all dimensions. The anomaly appears because the expectation value of the regu-
larised 4-dimensional stress tensor is evaluated in d = 4 — 2¢ dimensions, which gives rise to a
non-zero 4-dimensional trace. As a consistency check we show that the d-dimensional trace of
the expression of the r.h.s. of equation (98) vanishes.

First consider,

R d
(@ Tywpoap = i /%t { 152 (2k — p)(p’ya)%@k-i-@(a’w)

+ %(2]{7 +p)(p70 ((k:_ qg)) (2]{7 - Q)(a/yﬁ)}
= 8(Tpoas (P) + Tpoas(4)), (100)

where we have used an identity similar to identity (27) and reparametrised the variable of
integration k in the first equality, and equation (135) and the definition of the two-point function
integral, (26), in the second equality. Therefore, substituting into equation (98) and using the
Weyl-invariance of the 2-point function in d-dimensions, (32) ,

<9WTW($)> |d—dim = 0. (101)
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Therefore, from equation (98), the anomaly at second order in h is given by

1 d, jd ddp ddq —ip-(z—1)—igq-(z2—
A(x)‘o(hz) - Z/d yd Z/ (2m)d (27T)de v y)hpg(y)hag(z)

1 .
X <§ 77(4) “VT;J,VpO'OcB - Tpaaﬁ (p) - Tpaaﬁ (Q)

— 2o 1 Tywpo (p) — 3" M NpaThwos (P + q)> ' (102)

where n(*) 1w TMV@BPU is the 4-dimensional trace of the regularised 3-point function in momentum
space.

The 4-dimensional trace of the regularised 2-point function integral is already known and
given in equation (35). Therefore, it remains to consider the terms on the second line of the
r.h.s. of equation (102). We write,

1. A,uupoaﬁ (p, Q)

=T Tpauﬁ (p) m Tuaaﬁ (Q) = %

3 uvpoafB — Tap + B;wpaoeﬁ (p, Q) + O(E) (103)

The terms on the L.h.s. are regularised integrals in d-dimensions and we denote the pole terms
in the expression by A,,,sqs and the finite terms by B, ,s03. We are interested in the 4-
dimensional trace of the expression on the L.h.s. , which gives the terms on the second line of
the r.h.s. of equation (102). Namely, we are interested in

v 1 vy
77(4)” Buupo’aﬁ = g 77(4)M T,uupcraﬁ - Tpoaﬁ(p) - Tpcraﬁ(Q)- (104)

Note that the 4-dimensional trace of A,, ;o3 necessarily vanishes, since the anomaly is finite.

The tensor A, sqp is local in the momenta p and g and can be found using equations (91)-
(96). Meanwhile, the tensor B, sqp is given by the terms labelled O(1) in equations (91)—(96)
and is in general non-local in the momenta. The 4-dimensional trace of B/, psa3 can nevertheless
be found from A, ,sqs by taking a trace in D dimensions, where D is arbitrary (but remember
that the 2-point and 3-point functions above are computed in d-dimensions, so D is just an
auxiliary variable here).

From equation (100), we know that

. 1. C oo
n(D)” <—Tuypcraﬁ — Nap Tpcruﬁ(p) = Tlpu Tuoaﬁ(q)> = (D - d) <p2—65 + DPUaﬁ + O(l)> ?

8
(105)

where Cpsap and D ,sqp are tensorial functions of the momenta. Substituting equation (103) on
the Lh.s. of equation (105) and expanding the r.h.s. in €, we find

DO A oas = (D = 4)Cogas, (106)
NP B oas = Cosap + (D = 4)Dpyag, (107)

at order 1/e and order 1. Letting D = 4 in equation (107), and using (104), we find that
1 N
Cpcraﬁ = g 77(4) 'uVT,uupoaB - Tpcraﬁ (p) - Tpoaﬁ(Q)- (108)
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However, Cyyqp can also be found by taking the D-dimensional trace of A, sq8, (106).

After a lengthy calculation (that involves collecting several hundred terms!) we determine
Aypoap, defined in equation (103), and identify C,,qp by taking an arbitrary D-dimensional
trace, (106). This gives, (108), an expression for the terms on the second line of the r.h.s. of
equation (102) and, as we have already mentioned, the other terms on the r.h.s. of equation
(102) are given by equation (35). The final result is

_ L 4, 4 dlp dlq —ip-(z—y)—igq-(z—2) p,po (, B
A|O(h2) == —W/d yd Z/ (27‘()4 (271‘)46 h (y)h (Z)

X {((p 0> +p*(12p - ¢+ 56%)) NpoTap

—(12(p*)?+25(p- q)* + 149> 3D q+ @°)) Na(oNo)s
—8(3p*+3p-q+2¢*) NpoPals — 2 3D q+5¢%) NapPpPo
—4(BP* +4p-q+67°)) NapP(plo) + 8 (BP" +6p - ¢+ 46%) P(pNoyalp)

+4(6p° +5p-q) P(pNo)als) + 260" + 13D Q) 4oy (aPp)

+ 12 pppopaps + 12ppPoP(ads) + 5 PpPodads — 4P(p90)P(048) — 7qpqapapﬁ}-

(109)

The expression is, in particular, polynomial in p and ¢ — the dependence on inverse powers or
logarithms of the external momenta, which are in higher order terms in €, has dropped out,
hence the anomaly is local in z-space, as expected.

Note that when comparing with the anomalies the terms quadratic in curvature must all
have the structure d0hd0h, which in Fourier space is equivalent to having two p and two ¢ in
each term, whereas all other terms with a different distribution of derivatives must originate
from OJR. Therefore, we can use the term proportional to p,p,paps (see equation (125)), for
example, to fix the coefficient of OOR ,

1

Al a2y 30(47T)2DR\0(h2) +.... (110)

Furthermore, from equation (122)-(124), we note that q,qepaps; P(p90)P(a8), PpPodads Only
appear in Riemann-squared, Ricci-squared and scalar-squared, respectively. Hence terms con-
taining these expressions can be used to fix the coefficient of all the terms in the anomaly.
Altogether we have thus shown that

- 7 . 1 o1 9 1
Alog) = [360(47r)2Rlem T B N T e T 30(4@25}3} o)
1 11 1
= | ———C"PCpy — ———=Ey + ———0 . 111
[20(477)2 G Cwp 360(4m)2 ! * 30(4m)? R} o(h?) (1

Note that the coefficient of R at second order in h matches the coefficient at first order, (36),
as it must do for consistency. Furthermore, this explicit calculation confirms the relation (38),
and agrees with the values for a, b, ¢ in the literature.
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6 Outlook

In this paper we have given a new and direct derivation of the spin—% anomaly, along the lines
of the textbook derivation of the axial anomaly. Although at this point the calculation merely
confirms a known result, our derivation based on standard Feynman diagram techniques has
brought out several subtleties, and we expect similar subtleties for a rederivation of the (again
known) results for s =0, 1.

However, as we already said in the introduction, the present work should be regarded as
only preparatory for what we are really after, namely a proper computation of and a better
understanding of the conformal anomaly in non-conformal theories, where the anomaly can be
defined by

A= g"(T) — (9" T) (112)

and where the second term subtracts the terms due to the classical violation of Weyl invariance.
Most significantly we will be interested in the cases s = % and s = 2, where there remain several
issues (dependence of a and ¢ coefficients on gauge choices for external gravitons, appearance
of R? contributions for non-conformal theories, etc.) that remain open even after many years.
Future directions are thus:

e A computation of conformal anomaly for s = % along the lines of this paper.

e Understanding the appearance of R? and possible non-local contributions that may be
required to satisfy WZ consistency condition.

e Understanding the dependence of a and ¢ coefficients on the choice of gauge for metric
fluctuation h,,. Such a gauge dependence should not exist, as the anomaly coefficients
should be gauge invariant with the (natural) assumption of unbroken general covariance.

e Understanding the appearance of negative anomaly coefficients for s = %, which is in
apparent conflict with positivity theorems. However, the latter rely on unitarity (positive
definite) Hilbert space, and the existence of a gauge invariant stress tensor, whereas both

these assumptions are violated for s > %

Acknowledgments: We would like to thank T. Bautista, L. Casarin, M. Duff, K. Meissner
and A. Schwimmer for discussions related to this work, and L. Bonora for correspondence and
explanations concerning refs. [23, 24].
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A Expansions

In this appendix we collect all necessary formulae for the expansion of curvature-squared quan-
tities to second order in h:

G = Nuv + hum g =" —h" + huphuanpm (113)
a a 1 a 1 rva 1 3 74
€u = 5# + 5}1“ — ghwjh s e“a = (55 - ihua + ghu hya, (114)
1.1 1 11 1
=14 -h—-h*"h,, + =h? 1 =1—Zh+Zh*™h,, + -h? 11
1 14 1 14

Wab = Ophalu + 77" 1Oulialy = 5h” by (OuPjaly — Oy ) (116)
Riem? = 9" h*? (0,0, hpo — 2 0u0phuo + 0,05 hyu) (117)

: 1 loa 12 12
Ric? = A G 20%hpe — 20p0sh + 0" 05hup)

+ ia%f"’ (0%hpo +20,05h) + iapaah 9,05, (118)
R? = 0P0% hyp 0" 0" hyyy — 20,05 hpe O°h + 0*h O*h, (119)
OR = 9%0°0% hyy — 0°0h (120)

+ 17 (20°0,05h — 200" Ophyo + 0P e — 0,0,0"0" )

+ OthPT <2 00,050 — 49,,0,0" hye + g 0l pr — 320,,%)

_ <8uhuﬁ _ %a%) (2020”1, — 20,0%h + 0,0"9 )

+ %aﬂavw (30,00 hps — 20,0phuo) — 28°0,h" (8,0" oy — 0pdph + Ry )

+ O?W7 (0,0sh + 0%hpo) — % 9P0% h 9,0,h,

T;u/ = Y’Y(,u,Dl/)X
_ 1 1 I | o
= XV(u0)X + 50XV 00X + 700y X777 X + 3/ ool X Y*7X, (121)

where on the r.h.s. all indices are lowered and raised with the Minkowski metric and -, is the
the flat gamma-matrix.
At second-order in the metric perturbation, the curvature-squared quantities can also be
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written in momentum space as:

. d4p d4q —ip-(x—y)—1iq-(x—2z o «
R1em2:/d4yd4z/(2ﬂ)4 (277)46 p-(z—y)—iq-(x—2) f, p (y)h B(z)

X {(p ) Na(po)p — 2P 4 (o) (aPB) T qpqapapﬁ}, (122)

. d4p d4q —ip-(x—y)—iq-(x—z o «
Rlc2:/d4yd4z/(2ﬂ)4 (27046 p-(z—y)—iq-(z—2) p,p (y)h B(Z)

1 2 1 2 2 1 2
*\1 (P @) NpoNap + 179 Mapo)s + 5 4 TlpsPaPp = P 4"apP(pdo)

1 1
— @ DP(Mo)(aPp) T 3P AP(pNe)(adp) T 5 p(pQJ)p(QQB)}7 (123)

dp dq ~ -
2 4 4 —ip-(x—y)—iq-(x—=z o «Q
R =/d ydz/(wl ayie TN ) (2)

X {p2 @ Mol — 2 4% NapPpPo + ppPJQaQﬁ}: (124)

dp dq , -
4 4 —ip-(x—y)—1iq-(x—2z o «
DR:/d yd z/(2ﬂ)4 T pr(@=y)=ig (2=2) ppo () poB ()

1
X { - 5(2 (p-9)*+0°P " q) NpoTap

+ -2 +3( Q)+ TP P a+20%6%)) a0y

N | —

1
+ (2p* +2p - q+ %) Npobaps + 5P Q7asPPo

+ (P42 4+ 2¢%) NapP(plo) — 2(P° + 2P 4+ @) Do) (aPp)
=2+ Q) PpNoyals) — (07 + P+ Q) AUpNo)(aDs)

— PpPoPaPp — PpPoP(adp) } (125)
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B Boundary integrals

We here present some well-known results for scalar 2-point integrals, which are also referred to
as boundary integrals,

/ f:f; kz(pki RE %Pul (), (126)
/ :ZZ kQ(I;Mka)Q B 4(d1— 1y (o = 7 1) 1(0), (127)
/ j:/lz k2]€(;kikig)2 N 8(d1— 7y (@ 4+ 2pupvry = 3*0Gurp) 1) (128)
/ ﬁf; :2,{;{,):;2 = 16(d2~1 —) @+ (A +2)pupopops

—6(d + 2)p* N PpPe) + 3(0°) *Nunpey) I(0),  (129)

where I(p) = I(d|p) = J(d;1,1,0), or more explicitly

dk 1
10~ | S wg

I'(d)

i 2
= —2i(d — 1)(p?) = + <2+’y—log %) + O(e), (130)
where v is the Euler-Mascheroni constant and p is the renormalisation scale. Note the overall
factor of ¢ which is a result of Wick rotating from Lorentzian signature. The normalisation in
the definition of I(p) (and in (65) and (69)) has thus been chosen in order to eliminate all factors
of 72 in the final expression.

C Useful formulae and identities

tr (Y YpYe) =t (Vu Yo Vo) - (131)

tr (Va1 Y Yo Ya¥8) = T (VY Va8 Va Ve ) - (132)

tr (V1Y (YoYa¥8 + V8%aVe)) = 2t (Va1 Yp (Noa¥8 — NopVa + Nape)) - (133)
tr (30 (179297 = 47997 ) ) = —128558 e 1. (134)

Making use of the redefinition of the integration variable, letting & — —k+p, and the gamma
matrix identity (131), it can be shown that

dk -
/ md" [é%‘ ((;f_ 5))2 (2k — p)oﬂo)] =0. (135)
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Using identity (131),

d
/ (;lwljd k:2(]<;1_ p)atr{(% —P)(2k — )1 (2K — P)(2k — p)(,70) }

d
820 Th(p) + / (jw’jd k2(k1_p)2tr{¢<2k—p)uwﬂ%—p)(p%)}. (136)

Using identities (132) and (133),

d
| o et 2~ P2 = D 2 = P = Do

= — 321 [npoTaBTV(p) - an/TO!BTO' (p) + nauTaﬁrp(p)]

d
+ / (;iﬂ'ljd ]{:Q(k;l_ p)2tr{¢(2k - p)(a75)¢(2k - p)TfYP’YU’YV}7 (137)

where we have also used equation (136).
Furthermore, using identities (132) and (133) and

tr [(2F — P (2K — P)p) = tr [prutp] + 2(k* — (k — p)*)tr [ (26 — )] — 2(K* + (k — p)*)tr [nil],

(138)
we also have the following identity:
/ (;erl;d /<:2(k1— m?“{w = D) (2K = $)(2k = p)@1p)P(2k — p)(pm},
= =32 [pTBype(P) = P(pTorvas(P)]
+ / (gi’;d kz(kl_ p)ztr{lé%?’(% —P)@ P2k — p)(p’m}, (139)

D Symmetrisation of the two-point function

We show that in the integral expression for the two-point function, equation (26), the antisym-
metrised part of the integral in indices uv vanishes,

d
/ (;iﬁ];dtr { k:2(k‘1— p)? (K(2k — p)pum (K — p)(2k — p)(p%))} =0. (140)

First we observe that under the following reparametrisation of the integration variable, kK —

_k+p7
1 1

Rk —p?  RE-p? (

Hence we rewrite the integral in equation (140) as

2k — p) — —(2k — p). (141)

d
1/(d kdtr{k2( 1 5 ((%_75)(21‘:_p)[u%](%—}é)(%—p)(p%))}

4 2m) k—p)
d?k
_i / (27T)dtr { kz(kl_ p)2 (]6(2]{7 - p)[u’yy]yﬁ(Zk‘ - p)(p%r))} . (142)
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Now we note that, by symmetry properties of the trace, the above integrals are symmetric under
the simultaneous exchange u <+ p and v <+ o, but the only potential non-zero term that we can
write down for these integrals is

Plu"v)(pPo)s

which is antisymmetric under the aforementioned exchange. Hence equation (140) is established.

E Evaluation of T

In this appendix we evaluate T,,pmg (p,q), defined in equation (57),

d _
z/ % tr{% (K +P) + 2k +p)) 2k + P — @) (,70) (,f_ £2 (2k — Q)(a’w)}' (143)

We first note that each factor can be written as a sum of a term proportional to (2k — ¢q) and
another k-independent term. For example,

1
59 (144)

1
k’u = 5(%—?1)#"' 2

Now, again using the trick in appendix (D) that under a reparametrisation of the integration
variable k — —k 4+ ¢ we have

1 1
Rk —qf Rk

(2k —q) — —(2k — q), (145)

we rewrite integral (143) in terms of an even number of (2k — ¢) factors,

i d
8 / (;lw];d kz(kl_ 2tr{(2k =) 2k —4) 2k — @) ar8) 2F — ) P(pY0)

q)
— (2K =) v 2K — 4) (2k — @) @V8) 4 2k — @) (Ve
+2F — d) v b 2k — @) avp) (2K — 4) (2k — 9,70
+2P + 4) v (2K — ¢) (2k — @) 078y (2K — 4) (2k — @), 7o)

20+ ) v (2K — ) (2k — @) (0 V8) AP (o Vo)
20+ 4
2p+4
+2 (2k — q)u (2K — 4) (2k — @) (a78) (2K — ) P(p Vo)
+2(q —p)v (2K — 1) (2k — @) (a78) (2K — 1) (2k — @) (,70)
=22k — q)ud (2k — @) (aV8) 4 P(p Vo)

~2(q —p)v b (2k — ) avp) ¢ (2k — Q)(p%)}, (146)

+ (2k

(2K

(a7B) (2’% ﬁ) Pp70)

( )
( ) )
( )
— 2K =) wd (2k — @)@ V8) 4P Vo)
—( )
( )
—( ) 78) (2K — ¢) (2k — @) (7o)

42k —q)
42k —q)

v

y
W
y
)

cancelling some terms using the gamma matrix identity (131). Using identity (134), we can show
that the terms on the sixth and seventh line in the expression above cancel. Furthermore, we
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can use identities (136), (137) and (139) to simplify the expressions on the ninth and tenth lines;
first, third and fourth lines and the second line of above expression, respectively. Collecting all
the terms we find that

Tupcraﬁ (p7 Q) =38 [3 P Ta)uaﬁ (Q) +2 (p + Q)I/ Tpoaﬁ(Q) - pT Mv(p TU)TozB (Q)] . (147)
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