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ABSTRACT

Recent numerical simulations using global ocean circulation models are reviewed together with
model experiments involving further important climate sub-systems with which the ocean inter-
acts: the atmosphere, the air-sea interface and the global carbon cycle. A common feature of all
ocean circulation experiments considered is the strong sensitivity of the circulation to relatively
minor changes in surface forcing, particularly to the buoyancy fluxes in regions of deep water for-
mation in high latitudes. This may explain some of the well-known deficiencies of past global
ocean circulation simulations. The strong sensitivity may also have been the cause of rapid
climate changes observed in paleoclimatic records and can lead further to significant natural
climate variability on the time scales of a few hundred years through the stochastic forcing of the
ocean by atmospheric weather variability. Gobal warming computations using two different
coupled ocean-atmosphere models for the “business-as-usual” scenario of the Intergovernmental
Panel on Climate Change yield a significantly stronger warming delay due to the heat uptake by
the oceans in the Southern Ocean than estimated on the basis of box-diffusion models. Recent
advances in surface wave modelling, illustrated by a comparison of wave height fields derived
from the WAM model and the GEOSAT altimeter, hold promise for the development of an
improved representation of ocean-atmosphere coupling based on an explicit description of the
dynamical processes at the air-sea interface. Global carbon cycle simulations with a three dimen-
sional carbon cycle model tuned to reproduce past variations of carbon cycle indices show a
significant impact of variations in the ocean circulation on the CO, concentration in the atmo-
sphere and thereby on climate. The series of experiments suggest that for the study of climate in
the time scale range from 10~ !-10% years, it would be highly desirable, and has indeed now
become feasible, to couple existing, verified, climate sub-system models together in a comprehen-
sive fully interactive model including the oceans, sea-ice, atmosphere, surface interface and the
global carbon cycle.

1. Introduction

In the time-scale range from a few weeks to a
thousand years, the dynamics of climate (defined
here in the modern sense to encompass all time
scales beyond the theoretical limits of deterministic
weather prediction) is strongly controlled by the
ocean. The atmosphere can be regarded on these
time scales as in quasi-equilibrium. Since it
responds to and acts back on changes in the ocean
quasi-instantaneously, its time evolution need not
be computed explicitly. Within the coupled ocean-
atmosphere system it can therefore be treated
formally as a diagnostic feedback loop with some
superimposed white noise forcing. The ocean,
however, must be modelled as a fully prognostic

system, as it is the internal interactions within the
ocean which largely govern the dynamical proper-
ties of the coupled ocean-atmosphere system,
determining, for example, the transient response of
the system to externally imposed forcing or natural
climate variability.

Unfortunately, it has not yet been possible in
practice to devise realistic models of the quasi-
equilibrium statistically steady state of the atmo-
sphere for given boundary conditions without
actually integrating the full time-dependent equa-
tions of the nonlinear atmospheric circulation. The
coupled ocean-atmosphere system can therefore be
studied quantitatively in the time-scale range of
interest only with coupled prognostic models of
both the oceanic and the atmospheric circulation.
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Even with present super-computers, however,
finite computer resources limit such simulations to
integration periods of the order of 100 years.
Studies over longer time scales have therefore
necessarily been qualitative and depend on the
construction of some simplified diagnostic model
of the atmospheric response and white noise
atmospheric forcing.

In addition to the physical ocean-atmosphere
circulation system, the dynamics of climate in the
10~'-10? year time-scale range is determined also
by the cryosphere, carbon cycle, biosphere and
geochemical cycles. I shall restrict myself in this
overview to those additional components of the
climate system which are most intimately coupled
with the ocean, namely sea ice (which will be
simply regarded as a component of the ocean
circulation) and the carbon cycle, whose close
interaction with the climate system has been
convincingly demonstrated by the Vostok ice core
data (Lorius etal, 1985; Barnola etal, 1987;
Jougzel et al., 1987; Chappellaz et al., 1990).

An important sub-component of the ocean-
atmosphere system is the air-sea interface. The
interaction of the ocean with the climate system is
controlled almost entirely by the fluxes through
this surface. Fig. 1 shows the principal air-sea
fluxes, the ocean variables which control these
fluxes on the oceanic side of the interface, and the
models which are needed to compute them. In
addition to a general circulation model of the
global ocean and a global ocean carbon-cycle
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Fig. I. Air-sea fluxes, controlling ocean air-sea flux
variables and ocean models needed to compute air-sea
fluxes.
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model, a dynamical model of the air-sea interface
itself, ie., a global wave model, is also needed. It
will be shown below that the ocean circulation
(and thereby the coupled ocean-atmosphere
system) is highly sensitive to the description of the
air-sea fluxes. An improved representation of the
processes at the air-sea interface using a realistic
dynamical interface model is therefore an impor-
tant requirement of coupled ocean-atmosphere
modelling.

The integration of global wave models in
coupled ocean-atmosphere models is desirable
also for the analysis, assimilation and application
of global satellite data in climate models. In the
present decade sea surface .data from ocean
satellites such as ERS-1/2, TOPEX-POSEIDON,
SPINSAT, RADARSAT and ADEOS could
significantly improve our understanding of the réle
of the oceans in climate, provided we develop the
necessary sophisticated tools to properly exploit
these powerful data sources.

To provide a reasonably self-consistent descrip-
tion of the dynamics of climate in the 10~'-10°
time-scale range, an important step would there-
fore be the development of coupled ocean-
atmosphere-surface wave-carbon cycle models.
Through the rapid advances in computer technol-
ogy and recent progress in the development of
realistic models of all of the four sub-systems, this
goal no longer appears as utopian today as it may
have appeared only a few years ago. Various
coupling experiments with sub-sets of these
model components are already in progress.
I shall attempt to review in this paper the state of
modelling of the sub-systems ocean circulation,
surface waves and ocean carbon cycle and describe
some preliminary results of coupling experiments.

2. Simulations of the ocean response to surface
forcing with the Hamburg large-scale
geostrophic model

The resolution of global ocean general circula-
tion models (O-GCMs) and atmospheric general
circulation models (A-GCMs) currently used
for climate studies are generally comparable.
However, because of the much smaller internal
Rossby deformation scale in the oceans, ocean
circulation models, in contrast to atmospheric
general circulation models, cannot yet resolve
quasi-geostrophic (baroclinic) eddies on a global
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scale. Fortunately, it appears that the principal
features of the world ocean circulation can
nevertheless be reproduced reasonably well with
non-eddy resolving models, despite the fact that in
the atmosphere baroclinic eddies are essential for
maintaining the mid-latitude westerlies and the
basic structure of the global atmospheric circula-
tion. Presumably, this is because the ocean circula-
tion is much more strongly controlled by
meridional boundaries, and oceanic eddies,
although relatively energetic, are of much smaller
scale and thus presumably have inherently small
mixing-length scales. The main deficiencies of
present global O-GCMS appear in the western
boundary current regions, where the lack of eddy
dynamics and the inadequate mean flow resolution
lead to an underestimation of the maximum trans-
ports and recirculation systems. However, the
main gyres of the ocean, the abyssal circulation,
residence times, tracer distributions and the
general structure of the global ocean “conveyer-
belt” picture (Broecker and Peng, 1982; Gordon,
1986) are reproduced fairly realistically (Bacastow
and Maier-Reimer, 1990; Toggweiler etal,
1989a, b).

Earlier global ocean circulation models suffered
from an overestimation of the main thermocline
depth (by a factor of order two) and too low
salinity levels in the deep ocean (Bryan, 1969;
Bryan and Lewis, 1979; Bryan, 1979; cf. also
Toggweiler etal., 1989a). To circumvent these
shortcomings, they were often run in the “robust-
diagnostic” mode, in which the temperature and
salinity fields were artificially restrained to remain
close to the observed fields (Samiento and Bryan,
1982). However, it now appears likely that
these deficiencies did not represent inherent
shortcomings of coarse resolution models, but
resulted partly from inadequacies of the particular
numerical schemes or parametrizations used (for
example in the treatment of horizontal and vertical
mixing) and partly—as will be shown below—
from a strong sensitivity of the model circulation
to the precise specification of the surface forcing
(K. Bryan, personal communication; Maier-
Reimer and Mikolajewicz, 1989).

2.1. Surface forcing sensitivity experiments

The strong sensitivity of the ocean circulation to
changes in surface boundary conditions has been
demonstrated in a series of response experiments

with the Hamburg Large Scale Geostrophic
(LSG) model (Maier-Reimer, personal com-
munication). One of the purposes of the
experiments was to determine which formulation
of the surface boundary conditions yielded the best
simulation of the observed world ocean circula-
tion. A particularly strong sensitivity was found
with respect to the heat exchange in high latitudes.
With an appropriate choice of this boundary con-
dition, a reasonable global ocean circulation could
be reproduced which was free of most of the tradi-
tional shortcomings of coarse resolution global
ocean models.

The experiments were made with an 11-layer
model with 3.5° x 3.5° horizontal resolution. The
model uses an implicit integration scheme permit-
ting a time-step of one month. Details of the model
are given in Maier-Reimer and Hasselmann (1987)
and Maier-Reimer and Mikolajewicz (1989).

Fig. 2 shows the differences of 6 characteristic
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Fig. 2. Sensitivity of ocean circulation to different surface
forcing (for details of forcing, see text). Experiments are
stratified with respect to Southern Ocean convective
energy release. Ocean circulation indices: SOHT =
Southern Ocean Heat Transport; NAHT = North
Atlantic Heat Transport; NAOF = North Atlantic Out-
flow of deep water; NACE = North Atlantic Convective
Energy release, AACE = Antarctic Convective Energy
release.
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circulation indices computed for five different
surface forcing parameterizations.

The experiments are stratified with respect to
the ratio of the convective energy release in the
Southern Ocean to the convective energy release in
the North Atlantic, which is plotted on the x-axis.
The convective energy release may be regarded as
a measure of the total rate of deep water formation
through convective overturning. The remaining
five circulation indices, plotted against 5 different
y-axis scales, represent the convective energy
release in the North Atlantic (NACE) and
Antarctic (AACE), the northward heat transport
in the North Atlantic (NAHT), the total south-
ward heat transport in the Southern Oceans
(SOHT), and the southward deep-water outflow
of the North Atlantic (NAOF).

The differences in the circulation regimes may be
attributed to the different relative rates of deep-
water formation in the North Atlantic and in
Antarctica. The experiments represent a con-
tinuous transition from a circulation regime in
which most of the deep water is formed in
Antarctica and flows northward in all ocean basins
(on the right side of the diagram) to a circulation
regime more similar to the present “conveyer belt”
circulation, in which deep water is formed mostly
in the North Atlantic and flows southward out of
the Atlantic into the Southern Ocean, and from
there northwards slowly into the Pacific (on the
left side of the figure). The closest agreement with

the observed circulation was found for the experi-
ment ATOS 1.

The transition in the circulation regime clearly
has a major impact on all characteristic ocean cir-
culation indices, including indices, such as the heat
transport, which strongly affect climate. Com-
pared with their effect on the ocean circulation,
the differences in surface forcing in the five
experiments shown were none the less relatively
minor. Any of the five forcing parameterizations
could have been justified as a reasonable estimate
of observed fluxes (many have, in fact, been used in
previous ocean circulation simulations).

Common factors of the boundary conditions in
all experiments were the use of Hellerman and
Rosenstein (1983) winds for the surface-stress
forcing, the computation of the surface fresh water
and heat fluxes from prescribed external salinity
and temperature fields using Newtonian coupling
expressions, and the use of the observed surface
layer salinity, averaged over 20 m depth, as the
external salinity field (Levitus, 1982). The
experiments differed in the choice of the New-
tonian feedback factors with which the prognostic
model surface layers were coupled to the external
fields and, more importantly, in the definitions of
the external temperature field used to drive the
heat fluxes.

Two simulations were also made without a
sea ice model. These correspond to the two
experiments OTOS (ocean temperature/ocean
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Fig. 3. Convective energy release in the Atlantic at beginning (panel a) and end (panel b) of Younger Dryas event for
simulation L022 (cf. Fig. 5) (adapted from Maier-Reimer and Mikolajewicz, 1989). '
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salinity) D and E on the furthermost right in
Fig. 2, which yielded the highest Southern Ocean
convective energy release (lowest North Atlantic
deep-water formation). In these cases, the observed
sea-surface temperature (in the presence of sea
ice: below the ice cover) was used as prescribed
external temperature field.

The lowest values for the Southern Ocean con-
vective energy release (highest North Atlantic
deep water formation) were obtained in the two

MERIDIONAL CIRCULATION

[Sv]

leftmost experiments ATOS 1 and 2 in Fig. 2, in
which a modified effective surface air temperature
was taken as external temperature field. This was
computed by adding to the observed monthly
mean air temperature an advective correction term
parameterizing the heat transfer by sub-resolution
scale synoptic disturbances. The advective term
was set proportional to the mean air temperature
gradient and the along-gradient mean wind speed
component.
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Fig. 4: Meridional Stream function of North Atlantic at beginning (panel a) and end (panel b) of Younger Dryas for
experiment L022 (cf. Fig. 5) (adapted from Maier-Reimer and Mikolajewicz, 1989).
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The strong sensitivity of the ocean circulation
to relatively minor changes in the high latitude
heat exchange, or, more generally, buoyancy flux,
found in these experiments is demonstrated also in
the simulations described in the following two sub-
sections. Here similar changes in the structure of
the ocean circulation are induced by modifications
of the fresh water flux.

2.2. Younger Dryas experiment

It has been speculated by several authors
(Broecker et al., 1985; Berger and Vincent, 1986;
Berger and Killingley, 1982; Broecker et al., 1988)
that the sudden interruption of the post-glacial
holocene warming during the Younger Dryas
event was caused by a change in the Atlantic ocean
circulation brought about by an influx of ice sheet
melt-water. A series of experiments carried out by
Maier-Reimer and Mikolajewicz (1989) supports
this hypothesis.

The ocean circulation was found again to be
highly sensitive to the mechanism of deep water
formation in high latitudes. The initial circulation
in the experiments was assumed to correspond to
the present day circulation, characterized by a
relatively strong southward deep water transport
out of the North Atlantic of about 20 Sverdrup

feeding the global “conveyer belt” (Gordon, 1986;
Broecker and Peng, 1982). The introduction of
light fresh melt-water in the surface layer of the
North Atlantic inhibited the formation of deep
water. This produced a transition in the structure
of the Atlantic abyssal ocean circulation to a
regime more typical of the present-day Pacific
circulation, in which deep water is formed
primarily in Antarctica, and the deep circulation in
the northern sector of the basin is almost stagnant.
At the end of the Younger Dryas event, after the
melt-water influx had been cut off through the
build-up of new ice sheets, the ocean circulation
presumably switched back to the present-day state.
This phase was not included in the simulation.

Fig. 3 shows the depth of convective events
in the Atlantic (which may be regarded as an
alternative index of deep water formation) at the
beginning and end of the Younger Dryas event.
The deep-water formation in the North Atlantic is
seen to be strongly reduced after the event. The
corresponding change in the meridional stream
function of the North Atlantic is shown in Fig. 4,
illustrating the break-down of the deep circula-
tion associated with the reduction of deep-water
formation.

The reduction in the meridional mass transport
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Fig. 5. Evolution of heat transport during Younger Dryas event for a series of simulations corresponding to different
locations (L = St. Lawrence, M = Golf of Mexico) of fresh water influx (given in Sverdrup)(from Maier-Reimer and

Mikolajewicz, 1989).
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is accompanied again by a strong reduction of the
northward heat transport in the Atlantic. Fig. 5
shows the evolution of the heat transport (more
precisely: the total heat transfer across the air-sea
interface north of 30°N in the Atlantic) for a series
of simulation experiments corresponding to
different rates and geographical locations of the

K. HASSELMANN

fresh-water influx (L denotes St. Lawrence out-
flow, M. Missippi outflow; numbers denote influx
in Sverdrup). The transition in the circulation
regime is seen to occur on a relatively short time
scale of a few decades. Curve L 022, for example,
showing a rapid transition after about 30 years, is
based on reasonably realistic estimates of the melt-
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Fig. 6. Time series of white noise fresh water flux forcing, shown here for integral over Southern Ocean South of 30°S,
and various ocean response indices (from Mikolajewicz and Maier-Reimer, 1990).
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water influx rate of 0.022 Sverdrup (corresponding
to a decrease of the Laurentide ice sheet of
approximately 0.35 m/year). A reduction of the
melt water influx by a factor of two (L 011) merely
delays the transition by the same factor. (The
transition of the deep ocean circulation is less
rapid than the heat flux change.)

In addition to changes in the net influx of fresh
water through the continental run-off of ice sheet
melt water, a change in the ocean circulation
regime could, of course, also have been triggered
by changes in the distribution of the surface fresh
water flux (precipitation minus evaporation) or in
the surface wind. The latter could modify the
horizontal advection of low salinity surface waters
into the regions of deep water formation
(Stigebrandt, 1985). It would be of interest to
explore these alternative hypotheses through
further O-GCM experiments.

The impact of the computed reductions in the
North Atlantic heat transport during the Younger
Dryas event on the northern hemispheric climate,
particularly in Europe, must have been dramatic.
The further evolution of the Younger Dryas
event after the transition to a new circulation
regime can be pursued only with coupled ocean-
atmosphere model simulations, but the ocean
model experiments themselves already clearly

89

demonstrate the important réle of the ocean in
controlling climate sensitivity.

2.3. Response of the ocean circulation to stochastic
forcing

A 3rd example, finally, demonstrating the sen-
sitivity of the ocean circulation to surface forcing is
an experiment by Mikolajewicz and Maier-Reimer
(1990) on the response of the global ocean circula-
tion to white noise stochastic forcing. It has been
pointed out by Mitchell (1966) and Hasselmann
(1976) that many of the qualitative features of
long-term climate variability can be explained as
the response of the slow components of the climate
system to the short time scale forcing by
atmospheric weather variability. For the low
frequencies relevant for climate variability, the
atmospheric forcing can be regarded as effectively
white noise. In their experiments, Mikolajewicz
and Maier-Reimer limited the stochastic atmo-
spheric forcing to the surface fresh-water flux
(evaporation minus precipitation). The variability
was represented as an uncorrelated white noise
process in time (at the model time step resolution
of one month), while a spatial correlation scale of
2500 km was assumed as the estimated scale of
monthly mean weather anomaly patterns. The
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Fig. 7. Variance spectrum of time series of white noise forcing and mass transport through Drake passage shown in
Fig. 6 (adapted from Mikolajewicz and Maier-Reimer; 1990).
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standard deviation of the monthly averaged fresh-
water fluxes about the climatological mean was
taken as 16 mm/month, corresponding to 20%
of the climatological global mean precipitation
(determined from Baumgartner and Reichel,
1975).

Fig. 6 shows the time series of the white-noise
forcing and some characteristic indices of the
oceanic response. The corresponding variance
spectra of the forcing and the Antarctic Circum-
polar Current transport are shown in Fig. 7. The
response spectrum exhibits a peak near 320 years
period, which is markedly higher than the variance
spectrum of a pure integrator (w~?2) or a first-
order Markov process ((w? + A%) ™!, where 1 is the
process damping factor). The peak can be
attributed to a series of discrete events seen to
recur in Fig. 6 at irregular intervals of 200400
years.

The structure of the events was determined by a
composite event analysis (a more complete picture
has since been constructed using a Principal
Oscillation Pattern analysis, Mikolajewicz, 1990).
The oscillation, shown in a vertical Atlantic
section in Fig. 8, represents a rotating anomaly
pattern, which is advected with the mean
circulation. The 320 year period of the oscillation
is consistent with estimates of the mean advective
overturning time scale of the meridional Atlantic
circulation.

The changes in the ocean circulation and the
oceanic heat fluxes (cf. Fig. 6) generated by
realistic white-noise fresh water flux variations in
these experiments are significant and can again be
expected to have a strong impact on climate.

3. Preliminary results with coupled ocean-
atmosphere model simulations of global
warming

It is generally recognized that existing simula-
tions of the climatic response to increased
greenhouse gas concentrations using atmospheric
general circulation and mixed layer ocean models
can yield only estimates of the expected global
warming. The inadequate simulation of the deep
ocean below the mixed layer in such experiments
implies that both the transient response, which is
strongly affected by the oceanic heat uptake, and
the final equilibrium state, which is modified by the
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changes in the mean oceanic heat transport,
cannot be correctly simulated.

Although global O-GCMs have been available
almost as long as A-GCMs, a number of problems
have hindered the application of realistic coupled
ocean-atmosphere GCMs in global warming
simulations. It appears that these difficulties have
now been largely overcome, however, and several
modelling groups are beginning to seriously pur-
sue coupled model studies. The main hindrances to
the application of coupled O-A-GCMs in the past
have been the following.

(1) Questions regarding the reliability of
ocean circulation models (too deep main ther-
mocline and errors in deep ocean properties).
These has now been largely resolved through
improvements in the numerics, in the representa-
tion of diffusion and in the surface forcing
boundary condition.

(2) The tendency for coupled models to drift
into a climate state which differs too strongly from
the present climate to be used as a reference state.
This technical difficulty has been largely resolved
through the introduction of the flux-correction
method (Sausen et al., 1988). (Although balanced
in the flux correction method, the residual model
errors, which are the basic cause of model drift,
nevertheless merit attention).

(3) The high computer costs of running
coupled O-A-GCM simulations at acceptable
resolution over long periods of many decades or
centuries. This problem has been alleviated
through advances in super-computers. However,
computing expense is still a major limitation and
has so far prohibited coupled O-A-GCM simula-
tions from being extended into the multi-century-
millenium time scale range needed to investigate
the evolution of the coupled ocean-atmosphere
system beyond the initial response stage.

Similar global warming simulations with
coupled ocean atmosphere models have now
been made by three different research groups:
the National Center of Atmospheric Research
(Washington and Meehl, 1989), the Geophysical
Fluid Dynamics Laboratory (Stouffer et al., 1989)
and the University-Max Planck group in
Hamburg. The Hamburg Group carried out two
coupled ocean-atmosphere experiments using the
Hamburg climate version (ECHAM) of the
European Centre for Medium Range Weather
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Forecasts atmospheric model (Roeckner et al.,
1989) and two different ocean models: the LSG
mode! referred to in the previous section, and an
isopycnal model (Oberhuber, 1990). (Data from
these experiments has been kindly made available
by the Hamburg group prior to the publication of
their results, presently in preparation.) One of the
scenarios considered by all groups was an
extrapolation of the present rate of increase of the
equivalent CO, concentration (defined as the CO,
concentration with the same net radiative forcing
at the surface as all anthropogenic green-
house gases combined). Washington and Meehl
assumed a 1% linear increase, Stouffer etal.,
a 1% exponential increase and the Hamburg
group the “business-as-usual” scenario A of the
Intergovernmental Panel on Climate Change
(Houghton et al., 1990), which corresponds to an
approximately 1.3% exponential increase. The
Hamburg group also carried out a simulation for
an IPCC reduced emission scenario D.
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Fig.9. Evolution of equivalent CO, concentration
according to IPCC business-as-usual scenario A and
reduced emission scenario D (panela) and resulting
global mean temperature computed with the Hamburg
coupled ocean-atmosphere model (LSG) and estimated
by IPPC Working Group 1 using a box diffusion
upwelling model (IPPC) (panel b).

Fig. 9 shows the growth in equivalent CO,
according to the IPCC scenarios A and D (panel
a) and the corresponding increases in global
mean temperature computed by the Hamburg
O-A-GCM simulations, using the LSG ocean
model, for the first 100 years of the integration
(panel b). Also shown are the TPCC Working
Group 1 predictions using a simple box-diffusion-
upwelling ocean-atmosphere model. The some-
what slower initial growth of the coupled
O-A-simulations compared with the box-diffusion
model is probably a real effect and not due to
spin-up (the experiment was switched on in 1985).
In all model experiments, the strongest delay in the
warming due to the heat uptake of the oceans
occurs in the southern hemisphere. This is because
the oceans cover a much larger fraction of the
earth’s surface in the southern hemisphere and
heat can be efficiently transported into the deep
ocean in a large region along the Antarctic
Circumpolar Current through deep convective
mixing. The North-South asymmetry is evident
in the Hovmoller diagram (Fig. 10) showing the
evolution of the zonally-averaged temperature
for the Hamburg scenario A simulation (see also
Stouffer et al., 1989, Fig. 2).

The models were not integrated long enough to
distinguish clearly between the delay effects due
to the heat uptake of the oceans and the modifica-
tions in the asymptotic equilibrium state due to
changes in the mean ocean heat transport.
However, regions of cooling seen in the global
temperature distribution (not shown), for example
in the Southern Ocean, are most likely due to
changes in the circulation pattern rather than the
heat uptake.

Since the ocean can only delay the global
warming and redistribute the heat within the
system, it is often assumed that to first order the
ocean has no effect on the global mean equilibrium
temperature increase. However, this is true only
if no unstable transition to another equilibrium
climate state occurs. The Younger Dryas experi-
ment and a number of recent investigations on
multi-equilibrium ocean circulation states (Bryan,
1986; Welander, 1986; Marotzke etal, 1988;
Manabe and Stouffer, 1988) indicate that this
possibility cannot be ruled out. The question can
be resolved only through more extended integra-
tions with realistic coupled O-A-GCMs.

As pointed out above, available computer
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Fig. 10. Evolution of zonally averaged surface (2 m height) air temperature computed with the Hamburg ECHAM-

LSG coupled atmosphere-ocean model for scenario A.

capacity is unfortunately still a limiting factor in
such simulations. Various proposals have been
made for extending the range of integration by
using burst integration techniques (Hasselmann,
1988) or other acceleration methods (e.g., Bryan,
1984). However, these are still in the exploratory
stage for coupled ocean-atmosphere models and
further research will be needed to extend such
simulations to the full dynamic time scale range of
the ocean.

4. Models of the air-sea interface

In present coupled ocean-atmosphere models,
the complex air-sea interaction processes at
the ocean-atmosphere interface are normally
parameterized in terms of simple bulk formulae.
The dynamics of the surface wave interface,
and the interactions of surface waves with the
oceanic and atmospheric boundary layers on
either side of the interface, are not considered. The
demonstrated sensitivity of the ocean circulation
to the details of the surface forcing, however,
implies that a more careful treatment of the air-sea
fluxes is called for.

Encouraging progress in surface wave modelling
in recent years has now provided a firmer physical
basis for a reassessment of air-sea coupling
mechanisms. In the third generation wave model
developed by the WAM (WAve Modelling) group,
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the evolution of the surface wave spectrum has
been computed for the first time from the basic
physical source functions which govern the spec-
tral energy balance, without additional ad hoc
assumptions regarding the shape of the spectrum
(WAMDIG, 1988). The source functions describe
not only the energy and momentum balance of the
wave field, but also the transfer of momentum and
mixing energy from the atmosphere to the upper
layer of the ocean. Atmospheric boundary layer
models which explicitly compute the interaction
of the surface wave field with the atmospheric
boundary layer, including the fluxes of sensible
and latent heat as well as the momentum and
kinetic energy fluxes, are currently being
developed (Janssen et al., 1989; Janssen, personal
communication).

The impact of surface wave dynamics on the air-
sea fluxes is illustrated in Fig. 11, which shows the
global distribution, at a given synoptic time, of the
ratio of the wave induced momentum transfer,
computed with the WAM model, to the total
momentum transfer into the ocean, computed
using the standard Charnock drag law. In regions
of intense storms (in the present case in the
Southern Ocean), a significant fraction (30-50%)
of the estimated total momentum transfer goes into
the surface wave field. In bulk aerodynamic drag
laws, this component is either neglected or simply
absorbed in the net drag coefficient. However,
the wave-induced momentum transfer cannot be
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Fig. 11. Ratio of wave induced stress computed with WAM model to total stress computed according to the Charnock

formula. Isoline units are in tenths.

captured in a local drag law dependent only on the
local wind speed. It also depends on the local wave
spectrum, which is a function of the entire past
space-time history of the wind field. An improved
representation of the momentum transfer is there-
fore possible only through the application of a
wave model.

In addition to the need for a better physical
representation of ocean-atmosphere coupling,
surface wave models are needed also to properly
interpret and analyse ocean satellite data. We look
forward in the nineties to continuous global
measurements of important sea surface properties
from microwave sensor systems aboard a variety
of ocean satellites: measurements of the sea surface
topography, significant wave height and surface
wind speed with altimeters; estimates of the
surface wave spectra from synthetic aperture radar
images; and measurements of the surface wind
velocity from scatterometers. Most of these
microwave sensor signals, however, can be
properly interpreted only with the aid of models
describing the detailed interactions between the
atmospheric boundary layer, the ocean wave spec-
trum and the short backscattering ripple waves.
The sophisticated inversion algorithms needed to
derive surface wind and ocean wave properties
from these models require as input first-guess
information. This can be provided only by
atmospheric general circulation models and global
wave models.

These considerations imply the need for a com-
prehensive data assimilation system of the general

structure indicated in Fig. 12 (Hasselmann, 1985).
The close interaction between the different stages
of the analysis: provision of first-guess data;
application of sensor algorithms; assimilation of

SATELLITE CONVENTIONAL
SENSOR DATA
DATA
v REAL TIME
» SENSOR OPERATIONAL
ALGORITHMS SYSTEM
1 |
v v
R DATA
ASSIMILATION
QUALITY CONTROL
|
v
FORECASTS |
(WEATHER, WAVES,
SHORT TERM CLIMATE)
CLIMATE FORECAST
RESEARCH USERS

Fig. 12. Structure of comprehensive data assimilation
system for processing satellite wind and wave data
together with conventional weather station data.
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Fig. 13. Comparison of mean significant wave heights for January 1988 derived from the GEOSAT altimeter (panel a)
and the WAM wave model (panel b) (from Romeiser, 1991).

the satellite data together with conventional
observing system data in the models; and the
actual forecast, demands that all analysis levels
should be incorporated within a single system. To
keep up with the continuous data inflow, the entire
operation must furthermore be run in quasi-real
time. This requires implementation in an opera-
tional forecasting installation.

Fig. 13 gives an indication of the quality of
wave data which satellites can provide today and
the skill of modern wave model computations.
Panel (a) shows the mean significant wave height
for January 1988 derived from the GEOSAT
altimeter, while panel (b) shows the significant
wave height predicted by the WAM 3rd generation
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wave model for the same period, using the
analysed wind fields of the European Centre for
Medium Range Weather Forecasts (Romeiser,
1991).

The agreement of the monthly mean fields is
remarkable. However, an inspection of individual
synoptic weather situations normally reveals
regional discrepancies. These can generally be
attributed to inaccuracies in the analysed wind
field. The implementation of a combined wind
and wave data assimilation scheme would enable
these wind-field errors to be corrected, thereby
improving not only the weather and wave
forecasts, but also the analysed air-sea flux fields
provided for climate studies.
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5. Simulations with the Hamburg ocean
carbon cycle model

The ocean plays an important réle in the climate
system not only through the storage and transport
of heat, but also through the storage and transport
of CO,. The ocean contains approximately 60
times as much CO, as the atmosphere (and the
living terrestrial biosphere). Although reduced
through the bicarbonate buffering factor, the
storage capacity of the oceans for incremental
changes in CO, is still approximately 7 times
greater than that of the atmosphere.

The fact that the estimated air-borne fraction of
past industrial emissions of CO, is approximately
50%, rather than 15% as predicted for an equi-
librium incremental change, must be attributed to
the large CO, response time of the oceans. This is
largely governed by the rate of transfer of CO,
from the surface layer of the ocean into deeper
layers. This in term depends critically on the struc-
ture of the deep ocean circulation, which, as has
been pointed out, is highly sensitive to changes in
the surface forcing. It follows that a reliable predic-

tion of future CO, concentrations in the atmo-
sphere for a given time-dependent CO, emission
scenario, together with the computation of the
resulting climate change, requires a comprehensive
coupled model including all three major inter-
acting components: the atmospheric and oceanic
circulation, and a realistic three dimensional
model of the ocean carbon cycle based on a
dynamic ocean model.

The strong interaction between climate and the
carbon cycle has been underscored through the
recent discovery in ice core data of significant
changes in past atmospheric CO, concentrations.
The changes were found to be highly correlated
with variations in paleoclimatic temperature and
other paleoclimatic indices (Barnola, et al., 1987;
Jouzel et al., 1987). A number of hypotheses have
been proposed to explain these variations. In view
of the dominance of the ocean carbon reservoir in
the global carbon cycle, most theories attribute the
changes in atmospheric CO, content to changes in
the ocean circulation or in other components of
the ocean carbon system.

Heinze (1990) and Heinze et al. (1991) have
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Fig. 14. Structure of the Hamburg carbon cycle model (from Heinze et al., 1991).
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applied a three-dimensional carbon cycle model
based on a realistic three-dimensional ocean trans-
port model (Maier-Reimer and Hasselmann, 1987;
Bacastow and Maier-Reimer, 1990) to carry out
a systematic inverse modelling study of these
hypotheses for the last 120,000 years. The basic
elements of the carbon cycle model are shown in
Fig. 14. A more detailed description is given in
Bacastow and Maier-Reimer (1990). The model
reproduces the observed distributions of the
important constituents of the oceanic carbon cycle
reasonably well (Fig. 15).

The principal results of the investigations of
Heinze et al. (1991) are summarized in Figs. 16-18.
Fig. 16 shows a comparison of the time series for a
number of observed paleoclimatic indices and the
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optimal model reconstructions of these indices.
The reconstructions were obtained by optimally
tuning a number of externally specified model
parameters during the course of the model integra-
tion. The parameters were defined such that each
could be identified with a particular hypothesis
regarding the cause of the variations in
atmospheric CO, content (see Heinze, 1990;
Heinze et al., 1991, for a more detailed definition of
the paleoclimatic indices and model parameters).
It was not possible to obtain an acceptable agree-
ment with all observations through changes in any
one single parameter alone. However, a suitable
time dependent combination of parameter
changes, shown in Fig. 17, reproduces the
observed time series in Fig. 16 reasonably well
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Fig. 15. Continued.

(for the particular optimal tuning run shown, some
of the parameters, such as the carbon/phosphate
Redfield ratio and the rain ratio, were frozen).

The separate contributions to the change in
atmospheric CO, concentration due to individual
parameter changes is shown in Fig. 18. The most
important single tunable parameter is seen to be
the strength of deep-ocean ventilation. However,
additional parameter changes must be invoked to
explain the fluctuations observed in other climatic
indices.

The study demonstrates the usefulness of three
dimensional carbon cyle models for unravelling
complex interactions within the ocean circulation-
carbon cycle system. The results illustrate also the
strong interconnection between the atmospheric-

oceanic circulation system and the carbon cycle
and emphasize again the pivotal rdle of high-
latitude convective processes in the ocean for
climate.

6. Summary

The selected examples of recent simulation
studies using global ocean circulation models,
atmospheric models, wave models and ocean
carbon cycle models demonstrate the close inter-
linkage between the ocean circulation and the
other principal climate sub-systems with which the
ocean interacts: the atmosphere, the air-sea inter-
face and the carbon cycle. The ocean circulation
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(from Heinze, 1990).

represents a very sensitive component within this
coupled system. The dynamics of the complete
system can be studied ultimately only with a
fully interactive ocean-atmosphere-surface-wave-
carbon cycle model. Suites of realistic sub-system
models which can be used for such integrated
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models now exist in several laboratories. In the
light of these advances and rapid developments
in super-computer technology, the study of the
dynamics of the climate system with more
sophisticated integrated models has now become
within reach.
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