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Abstract
Neuroscience is a technology-driven discipline and brain energy metabolism is no exception. Once

satisfied with mapping metabolic pathways at organ level, we are now looking to learn what it is

exactly that metabolic enzymes and transporters do and when, where do they reside, how are

they regulated, and how do they relate to the specific functions of neurons, glial cells, and their

subcellular domains and organelles, in different areas of the brain. Moreover, we aim to quantify

the fluxes of metabolites within and between cells. Energy metabolism is not just a necessity for

proper cell function and viability but plays specific roles in higher brain functions such as memory

processing and behavior, whose mechanisms need to be understood at all hierarchical levels, from

isolated proteins to whole subjects, in both health and disease. To this aim, the field takes advant-

age of diverse disciplines including anatomy, histology, physiology, biochemistry, bioenergetics,

cellular biology, molecular biology, developmental biology, neurology, and mathematical modeling.

This article presents a well-referenced synopsis of the technical side of brain energy metabolism

research. Detail and jargon are avoided whenever possible and emphasis is given to comparative

strengths, limitations, and weaknesses, information that is often not available in regular articles.

K E YWORD S

in vitro, in vivo, organization level, spatio-temporal resolution

“Each portion of matter may be conceived as like a garden

full of plants and like a pond full of fishes. But each branch

of every plant, each member of every animal, each drop of

its liquid parts is also some such garden or pond.”

Gottfried W. Leibniz, Monadology 66–69, 1714

1 | INTRODUCTION

Picture a student tantalized by one of our favorite questions: How is

energy production coupled to energy demand? What are the roles of

neurons and glial cells in this coupling? Information processing con-

trols energy metabolism, but can it also work the other way round? Is

epilepsy a metabolic disease? Is energy handling at the core of neurode-

generation? In search for guidance, she participates in the biennial

International Conference on Brain Energy Metabolism (http://cecs.

cl/icbem/). After listening to talks and reading posters, she realizes

that many different techniques are being applied to many experi-

mental models. Each expert uses a different jargon: reversal poten-

tial, State 3 respiration, transacceleration, cataplerosis, glutamate

enrichment, hyperpolarized, pixel shift, blood oxygenation level

dependent (BOLD), default mode network, and so on. One speaker

shows single ion-channel recordings. The next one pyruvate carbox-

ylation by mitochondria, and yet another links autofluorescence of

mouse hippocampal slices to a genetic disease in humans. She leaves

the meeting fascinated and bewildered. Would the channel behave

similarly in situ? Is mitochondrial metabolism sensitive to cytoplasmic

context? How does invertebrate metabolism relate to human

metabolism?

Our purpose here is to offer some technological guidance to our

prospective colleagues (and to ourselves). Length restrictions preclude

covering the ever-expanding technical range, so we apologize for possi-

ble omissions. Techniques are described and their strengths are stated

briefly. Special attention is allocated to limitations, problems, and ever

elusive underlying assumptions. We are not focusing here on the merits

of experimental models, which are discussed in the article that introdu-

ces this special issue. Before going to the specifics, a theoretical frame-

work may help to explain why such diverse approaches are required

and why none of them may claim preference over the others.

2 | ENERGY METABOLISM IS ORGANIZED
HIERARCHICALLY

Energy enters the brain as glucose, and leaves it minutes later in the

degraded forms of water, CO2, and heat. The incessant cascade of

electrons is somehow harnessed to maintain the complex structure of

the brain and to process information. The science of Brain Energy

Metabolism aims to figure out how this is done. It is a relatively

young branch of science, stemming from well-established crafts that

bring their own concepts, experimental models and techniques,

assumptions, and flaws: anatomy, histology, physiology, biochemistry,

bioenergetics, cellular biology, molecular biology, development, neu-

rology, mathematical modeling, and so on. This pleiotropy is neces-

sary because energy metabolism spans multiple organizational levels,

from nanometer-scale interactions between intermediate metabolites

and enzymes to organ-wide modulation of metabolism by hormones

and behavior (Figure 1). The existence of structural levels and dis-

cernible modules within levels is understood by thermodynamics as
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the expected result of binding forces becoming weaker as small struc-

tures accrete into larger ones but also has an evolutionary explana-

tion, as building in modular fashion dramatically reduces error (Simon,

1962). The hierarchical organization of living structures such as the

brain makes them amenable to dissection into smaller parts that

remain functional. Much fundamental knowledge has been acquired

from the study of isolated brain mitochondria, but which features are

context-independent and which are not? To what extent does behavior

in culture or in slices represent that observed in vivo? A given trans-

porter was described and characterized in muscle cells, does it work

the same way in astrocytes? To what extent is it safe to extrapolate

from mouse to human? There are no a priori answers to these key

questions but a rule of thumb may be applied: the shorter the range

of the phenomenon, the more likely it is to be unaffected by context.

For example, the 18 atoms of glutamate are joined by covalent bonds

that withstand 1988C. Because covalent bonds are much stronger

than the forces that keep organelles, cells and tissues together, we

know for sure that the glutamate powder on the shelf is structurally

and functionally identical to the glutamate released in your visual cor-

tex as you read these words. Therefore, applying shelf glutamate to

cells in culture is meaningful. Likewise, the ligand specificity of

enzymes, transporters and channels is a robust property that may be

fully characterized using reconstituted proteins. However, under-

standing their regulation demands an intact cellular environment.

FIGURE 1 Hierarchical organization of brain energy metabolism. Structural levels result from binding forces becoming weaker as small
structures accrete into larger ones but also have an evolutionary explanation (Simon, 1962). The hierarchical organization of brain
metabolism explains the success of reductionist investigative approaches
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3 | PICK YOUR LEVEL, PICK YOUR
TECHNIQUE

The ideal technique would cover the whole organizational range, offer-

ing precise control of experimental variables while providing physiologi-

cally relevant data that may be reproduced by other laboratories. It

should also be affordable and accessible. Of course, there is hardly

such technique and trade-offs become necessary. The illustration in

Figure 2 shows how some popular approaches distribute over the

organizational space. The structure of purified enzymes and transport-

ers is studied by means of X-ray diffraction, while understanding their

function may demand complex systems like vesicles. Oxidative phos-

phorylation is studied by respirometry of isolated mitochondria, where

substrates and cofactors are manipulated at will and fast phenomena

are followed in real time, or by respirometry of cell populations, where

experimental control and temporal resolution are sacrificed for the ben-

efit of subcellular context and physiological relevance. Cellular and

organ level experiments could involve imaging of metabolites concen-

trations in brain cells in vitro and in vivo or optical control of signaling in

cells of known phenotype. At the end of the spectrum are minimally

invasive techniques like magnetic resonance spectroscopy (MRS), posi-

tron emission tomography (PET) scanning, and functional magnetic res-

onance imaging (fMRI), the only methods that may be used in human

subjects.

4 | THE STAGE: EXPRESSION, LOCATION
AND INTERACTIONS OF ENZYMES AND
TRANSPORTERS

Energy metabolism is distributed across the diverse cellular and subcel-

lular compartments of brain tissue. Division of labor among compart-

ments is evident from clear segregation of key enzyme activities, for

example the almost exclusive astrocytic expression of glutamine synthase

and pyruvate carboxylase (Martinez-Hernandez, Bell, & Norenberg, 1977;

Schousboe, Svenneby, & Hertz, 1977; Yu, Drejer, Hertz, & Schousboe,

1983), which inform on the preferential role of these cells in glutamate

recycling and anaplerosis. Differences between compartments have also

emerged from the study of RNA transcripts in identified cell types acutely

isolated from brain tissue by Fluorescence Activated Cell Sorting (Cahoy

et al., 2008; Zhang et al., 2014). Recently, the possible introduction of

FIGURE 2 Technical domains in brain energy metabolism research. Different techniques perform over different domains, which are in turn
defined by a combination of organizational level, experimental control and relevance to human physiology. For example, electrophysiology
achieves excellent experimental control at small and intermediate hierarchies by in vitro recording from single channels, single cells or small
cell assemblies, but it is not practical in vivo and cannot be used in humans. MRS, in contrast, may be applied to human subjects, but has
limited experimental control and provides time- and space-averaged measurements
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expression artifacts by the sorting procedure was minimized by the inge-

nious expedient of co-culturing neurons and glial cells from different spe-

cies followed by RNA sequencing and in-silico separation of the

transcripts (Hasel et al., 2017).

4.1 | How to approach structure based on microscopy

Microscopy has been the technique of choice for investigating the sub-

cellular localization of the various enzymes, transporters, and other pro-

teins involved in brain metabolism. In order to make these targets

visible under the microscope, different labeling techniques have been

used. One group is based on the conversion by the target protein of a

chemical substance that becomes a dye accumulating locally within the

cell and that can be visualized by bright field microscopy (e.g., 1,4-

dideoxy-1,4-imino-D-arabinitol hydrochloride (DAB) staining of cyto-

chrome oxidase (Hevner & Wong-Riley, 1989; Wong-Riley, 1989). The

other major group makes use of antibodies that can specifically recog-

nize the protein of interest (Bergersen, Magistretti, & Pellerin, 2005;

Chaudhry et al., 1995; Choeiri, Staines, & Messier, 2002; Lehre, Levy,

Ottersen, Storm-Mathisen, & Danbolt, 1995; Martinez-Hernandez

et al., 1977; Pierre, Magistretti, & Pellerin, 2002; Pierre et al., 2009;

Vannucci, Maher, & Simpson, 1997). After applying a primary antibody

specific for the target protein, a secondary antibody directed against

the primary antibody and carrying a tag is used to visualize its localiza-

tion. The nature of the tag can vary and will determine the type of

microscopy that will be subsequently used to reveal the presence of

the target protein. The tag can be an enzyme which, in the presence of

the appropriate substrate, will convert it into a dye that accumulates

locally and can be visualized with bright field microscopy (e.g., peroxi-

dase/DAB). If the tag is fluorescent (e.g., FITC or Cy3), then either

wide-field epifluorescence microscopy may be used, which is more

suitable for analysis of tissue cultures and larger overviews, or single-

and two-photon laser scanning microscopy, which can provide a three-

dimensional (3D) diffraction-limited view of tissues. If the tag is a heavy

metal atom (silver or gold), then we can use electron microscopy, which

increases the spatial resolution power compared with conventional

brightfield or fluorescence microscopy. The fluorescent peptide or pro-

tein can then be visualized by fluorescence microscopy (Figure 3a).

Most reagents and antibodies are commercially available or can be

obtained from the researcher who produced them. Two limitation of

antibody detection, particularly for comparison purposes, are variable

affinity and epitope-masking. As an alternative, the mRNA expression

of a gene in a given cell type may be evaluated with genetic tools. The

idea is to modify the gene of interest and place the sequence coding

for a bright fluorescent protein of a particular color (e.g., eGFP, Venus,

and tdTomato) as a reporter to be expressed under the control of the

promoter of the target protein. One example of this type of approach

is the expression of tdTomato under the control of the promoter of the

lactate transporter MCT1 gene introduced as bacterial artificial chro-

mosome, which revealed preferential MCT1 expression in oligodendro-

cytes, a finding with consequences for glial-to-neuron lactate shuttling

and the pathophysiology of white matter neurodegeneration (Lee et al.,

2012).

The main strengths of these various techniques and approaches

are their capacity to distinguish the specific cell type within which a

particular protein is found and then in which cellular compartment or

subcellular domain the protein is localized. From this information,

which may be obtained under normal, untreated conditions and also

after stimulation or treatment, it is possible to glen information about

the participation of a protein in a particular process. In the case of

immunofluorescence combined with confocal microscopy, it is possible

to determine whether two proteins colocalize, that is if they are located

close to each other in the same subcellular compartment. The main lim-

itations of these approaches are the specificity and availability of the

visualizing reagents. It is essential to demonstrate the specificity of

each antibody and sometimes good antibodies are unavailable. Resolu-

tion can also be an issue, depending on the degree of localization that

is required. For the genetic techniques, discrepancies have been

observed between the expression of the native protein and the

reporter. Care should be taken to avoid over-expression of reporter

proteins as this could cause abnormal expression patterns or toxic

effects. Although ideal for structural/localization purposes, these meth-

ods are rather limited for the study of dynamic processes.

4.2 | Protein–protein interactions, supramolecular

complexes, and structural microdomains

Fick’s law of diffusion states that the time required for a molecule to

diffuse a specific distance increases as a function of distance squared.

So, doubling the distance quadruples the time. Therefore, protein–pro-

tein interactions can reduce the distance between active sites of

enzymes and increase the rate of flux of substrates through multistep

reactions. In fact, there is good evidence that formation of supramolec-

ular complexes within mitochondria increases the rate of oxidative

phosphorylation (Boekema & Braun, 2007) and that proton antennae in

neighboring proteins increase the speed of the astrocytic lactate trans-

porter (Stridh et al., 2012). Formation of complexes also likely improves

the specificity of some reactions within nanodomains of a cell. For

example, interactions with a kinase or ubiquitin ligase might limit the

number of proteins phosphorylated/ubiquitinylated upon activation.

Astrocytes have fine processes that contact �100,000 synapses

(Bushong, Martone, Jones, & Ellisman, 2002; Figure 3a) and endfeet

processes that ensheath arterioles and capillaries (Iadecola & Neder-

gaard, 2007). Therefore, much like neurons, astrocytes are likely polar-

ized cells in which proteins are selectively sorted into these

functionally distinct domains and assembled into multiprotein com-

plexes. A few studies have identified proteins that interact with the

Na1/K1 ATPase or with glutamate transporters (Bauer et al., 2012;

Genda et al., 2011; Rose et al., 2009). Because these proteins are

enriched near synapses, this information may help us understand the

functional properties of these nano-domains. Similarly aquaporin-4 is

enriched in endfeet and forms complexes with other proteins (Nagel-

hus & Ottersen, 2013). Essentially nothing is known about the mecha-

nisms involved in this sorting and there is still a lot to learn about the

complexes that are formed in these nano-domains and their functional

significance.
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Many interactions are identified by a hypothesis-driven approach:

two proteins are found to functionally interact and one tests for pro-

tein interactions (Robinson & Jackson, 2016). In many cases, antibodies

are used to immunoprecipitate a protein of interest and Western blots

are used to determine whether an interacting protein is found in the

immunoprecipitate (Isono & Schwechheimer, 2010; Kaboord & Perr,

2008). With discovery-based strategies, novel interacting proteins can

be identified, information which is used to generate and test hypothe-

ses. Advancements in mass spectroscopy have made it relatively easy

to identify proteins in immunoprecipitates. It is also possible to fuse a

domain from a protein of interest to glutathione S-transferase (GST)

with cloning strategies. The subsequent cDNA is then used to over-

express the protein in bacteria, which is then purified and incubated

with solubilized tissues of interest. Complexes are then isolated using

glutathione-based affinity columns (Harper & Speicher, 2011). Variants

of this strategy are used to test whether interactions between two pro-

teins are direct and to map domains of proteins required for a given

interaction. Finally, one can use yeast two-hybrid based strategies to

identify novel interacting proteins. Here, a domain from a protein of

interest is fused to part of a transcription factor. Then, the hybrid is

used to screen a library of target sequences fused to the rest of the

transcription factor and interactions are identified as transcriptional

activity (Ito et al., 2001). Candidates can be tested for colocalization in

tissues or cells of interest, for example by looking for covariance (Li

et al., 2004). If one or both of the proteins are widely distributed, it is

possible to determine whether the observed overlap occurs more fre-

quently than that which would occur by chance using Monte-Carlo

simulation (Genda et al., 2011).

FIGURE 3 Examples of recent data in brain energy metabolism. (a) Astrocytes in organotypic hippocampal slice culture were transfected
with cDNA constructs encoding for hexokinase-ECFP and GLT1-mCherry using a gene-gun. (b) In vivo [14C]-2-deoxyglucose uptake,
obtained as described in Boussicault et al. (2014). (c) 1H-MRS data obtained in a rat, at rest or during whisker stimulation. The difference
between the two conditions reveals an increase in tissue lactate. The BOLD fMRI response was elicited with the same paradigm. (d) Rat
neurons in culture were exposed to 3-13C1 glucose so that the labeled carbon is lost via the PDH reaction but retained by the anaplerotic
reactions of pyruvate carboxylase and malic enzyme , from Divakaruni et al. (2017). (e) Perturbation of hippocampal fuel fluxes during a
memory task (adapted from Newman et al. (2011)). (f) Lactate-mediated depolarization and firing of a neuron in the locus coeruleus after
optogenetic stimulation of neighboring astrocytes (adapted from Tang et al. (2014)). (g) The graph show the biphasic response to astrocytic
lactate levels as detected with Laconic during local stimulation of the somatosensory cortex (from Sotelo-Hitschfeld et al. (2015)). The top
image shows the expression of Laconic and Pyronic in neurons and astrocytes of the somatosensory cortex using viral vectors (adapted
from Machler et al. (2016)). Bottom images were taken from a transgenic mouse expressing ATeam in neurons described in Trevisiol et al.
(2017)
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There are several issues with any of these approaches. First, it is at

least theoretically possible that some interactions form after solubiliza-

tion. This post-solubilization aggregation is likely due to either electro-

static or hydrophobic interactions and will increase linearly with

protein abundance. Sequential rinses with buffers containing different

concentrations of salt can reduce these physiologically irrelevant inter-

actions. Second, antibodies used to immunoprecipitate a protein may

directly bind to and precipitate nonspecific targets. This can be partially

addressed by performing “reverse immunoprecipitations” with an anti-

body against the putative interacting protein. Third, the GST and yeast

two-hybrid approaches require guessing where potential interacting

proteins might bind. Fourth, there are several different types of deter-

gents, including nonionic, bile acid salts, ionic, and so on. One needs to

empirically identify the detergents that best solubilize the protein of

interest and reduce nonspecific binding of proteins in the lysate (Gara-

vito & Ferguson-Miller, 2001; Le Maire, Champeil, & Moller, 2000;

Phizicky & Fields, 1995; Seddon, Curnow, & Booth, 2004).

It is ultimately important to rigorously demonstrate the relevance

of an interaction in vivo. Super-resolution microscopy has been

improved to the point that the resolving power is in the 10–50 nm

range. Although this resolution is not sufficient to demonstrate direct

protein interactions, it can support the notion that two proteins exist in

the same nanodomain. Mapping domains required for an interaction

allow for generation of constructs or peptides that will function as

dominant-negative inhibitors of the interaction. Of course, if multiple

“interacting” proteins are identified, we must guess which proteins

form direct interactions; this is a daunting task because there may be

many proteins in a supramolecular complex. For example, the post-

synaptic density has about 2,000 proteins (Focking et al., 2016). It is

also possible to test for interactions by labeling two putatively interact-

ing proteins with different fluorescent tags. One of the fluorophores is

excited and energy is transferred to a second fluorophore by reso-

nance. This technique is called intermolecular F€orster resonance energy

transfer (FRET) and only detects proteins that are within 10 nm of each

other (Jares-Erijman & Jovin, 2003; Pietraszewska-Bogiel & Gadella,

2011; Sekar & Periasamy, 2003).

5 | THE PLAYERS: FUNCTION OF ENZYMES
AND TRANSPORTERS

5.1 | Enzyme activity

Once the location and abundance of an enzyme have been established,

the question of function is next to arise. To assess the specific activity

of an enzyme time-dependent changes in the concentration of the sub-

strate (or product) need to be determined, during the steady state, in

tissue/cell homogenates under specified conditions (Lorsch, 2015), and

at a wide range of substrate/ligand concentrations to obtain the main

kinetic parameters: half-saturation or Michaelis constant (Km), half-

inhibition constant (Ki), maximal velocity constant (Vmax) and turnover

number (kcat; Brooks et al., 2004; Purich, 1979; Purich, 1980; Purich,

1982). This is essential when predicting metabolic fluxes controlled by

enzymes according to substrate concentrations (Herrero-Mendez et al.,

2009; Kaplan & Colowick, 1955), tissue damage (Adan, Kiraz, & Baran,

2016) or drug discovery (Widder & Green, 1985; Zhang, 2017).

The specific activity of enzymes is a very useful measurement, and

is necessary for understanding the functional fraction. This is important

for enzymes that, for instance, are highly susceptible to oxidation of

key cysteine residues leading to inactivation, such as mitochondrial

respiratory chain complexes (Bolanos, Peuchen, Heales, Land, & Clark,

1994; Bolanos, Heales, Land, & Clark, 1995). Subcellular fractionation

followed by enzymatic analysis represents a good strategy for estimat-

ing specific activity within the natural environment (Murphy & Chan,

2014). The development of techniques for the use of in-gel activity

assays for proteins in their native tertiary/quaternary structures, such

as blue-native gel electrophoresis followed by NADH dehydrogenase

activity for mitochondrial Complex I (Lopez-Fabuel et al., 2016; Murphy

& Chan, 2014) may also represent progress towards the characteriza-

tion of enzyme activities in their natural conformation.

The main drawbacks of enzymatic analyses are technical and of

interpretation. Technically, the unfeasibility of detecting the substrate

or the product forces that couple enzymatic reactions (Purich, 1982),

although the product of which—usually NAD(P)H—can be easily deter-

mined. Whereas coupling often represents the only available approach

for assessing the specific activity of an enzyme, it often generates para-

sitic reactions (Auld & Inglese, 2004) that mask, usually by overestima-

tion, the actual enzyme activity. When the limitation is due to the low

sensitivity of the method to detect the substrate/product, alternative

approaches can be implemented to enhance sensitivity. Often, the use

of fluorescent, luminescent, and radiometric detection methods can

overcome the sensitivity problems (Dahlin, Baell, & Walters, 2004;

Purich, 1980; Simeonov & Davis, 2004), although they require the use

of more complex equipment and expensive probes. Kinetic parameters

of enzymes responsible for post-translational changes in proteins are

difficult to assess as they require more tedious analyses such as West-

ern blotting followed by semi-quantitative estimation of the modified

substrate (e.g., phosphorylation, ubiquitination, acetylation, and so on;

Glickman, 2004), hence complicating the accurate knowledge of the

kinetic parameters of the enzyme. Another limitation of this technique

is the absence of the physiological environment of the enzyme when

its activity is determined. Kinetic parameters of enzymes are deter-

mined by adding cofactors and substrates to the reaction mixture at

concentrations that might be far from the physiological concentrations

in the cell, especially if saturating concentrations are used for determin-

ing Vmax. Furthermore, the specific cellular or subcellular localization of

enzymes is not reflected in the reaction mixture, although efforts

should be made to mimic the in-cell conditions (Dahlin et al., 2004). For

enzymes that are naturally membrane bound, the use of detergents

may help solubilize the protein for easier access of substrates and

cofactors, but very often the detergent interferes with light, fluorescent

or luminescent detection methods (Simeonov & Davis, 2004). When

the detergent cannot be used, due to interferences, the insolubilized

membranes cause light scattering, which may preclude spectrophoto-

metric analyses (Brooks et al., 2004). Finally, the specific activity, which

represents maximal activity, gives no information about the influence

of other enzymes of the pathway on the metabolic flux (Almeida,
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Moncada, & Bolanos, 2004). A well know example is hexokinase, which

under physiological conditions works at 10% of its maximal activity, as

it is tonically inhibited by its product glucose-6-phosphate (Wilson,

2003).

5.2 | Activity of transporters and channels: Tracers,

fluorescence, and electrophysiology

The wide-spread availability of radioactive tracers at the dawn of the

nuclear age led to detailed kinetic understanding of several membrane

transporters well before their molecular identification. For practical rea-

sons, the best characterized transporters were (and still are) those

expressed in erythrocytes, in particular the facilitative hexose trans-

porter GLUT1 (LeFevre, 1948; Widdas, 1954), later found to dominate

the glucose permeability of endothelial cells, astrocytes, and oligoden-

drocytes. Radioactive indicator-dilution assays were developed for in

vivo studies in animals that allowed the kinetic characterization of the

transport mechanisms at the blood–brain barrier (Crone, 1965;

Yudilevich & Sepulveda, 1976). In human, brain glucose transport

parameters could be estimated by combining steady-state measure-

ments of parenchymal glucose concentration obtained by MRS, micro-

dialysis, and microelectrodes with mathematical modeling (Barros,

Bittner, Loaiza, & Porras, 2007; Gruetter, Ugurbil, & Seaquist, 1998).

Decades of radiotracer experiments in cultured cells and heterologous

expression systems have shown that the selectivity and kinetic proper-

ties of transporters for energy metabolites such as glucose, lactate,

pyruvate, glutamate, and glutamine are insensitive to cellular context.

What is less well understood is their regulation, that is, if and how the

intrinsic activity and subcellular localization of the transporters

responds to the large changes in metabolic demand that accompany

neural activity. Excellent in terms of signal-to-noise ratio, radiotracer

methods offer limited spatial and temporal resolution, which precludes

the study of single cells, complex tissues or rapid regulatory phenom-

ena. In the case of H1-coupled monocarboxylate transporters (MCTs),

the carriers of lactate, pyruvate and ketone bodies, indirect single-cell

characterization has been possible by means of intracellular pH electro-

des or pH-sensitive dyes like 20,70-bis-(2-carboxyethyl)-5-(6)-carboxy-

fluorescein. Single cell glucose transport determination is possible with

the fluorescent glucose analogs 6- and 2-([N-(7-nitrobenz-2-oxa-1,3-

diazol-4-yl)amino]-2-deoxy-D-glucose (6-NBDG and 2-NBDG; Speizer,

Haugland, & Kutchai, 1985; Yoshioka et al., 1996). They are twice as

big as glucose, and are therefore taken by GLUTs at a lower rate (Bar-

ros et al., 2009a), a property that can be taken advantage of to achieve

real-time measurement of transport activity and thus detect fast regu-

latory changes (Loaiza, Porras, & Barros, 2003; Porras, Loaiza, & Barros,

2004; Porras, Ruminot, Loaiza, & Barros, 2008). Detected by confocal

microscopy in brain tissue slices or by two-photon microscopy in vivo,

they have served to estimate the contribution of neurons and astro-

cytes to the uptake of sugar (Barros et al., 2009b; Chuquet, Quilichini,

Nimchinsky, & Buzsaki, 2010; Jakoby et al., 2014). At present, their

performance has been surpassed by that of genetically-encoded fluo-

rescent sensors (Section 6.3), which provide a stronger signal and a

direct readout of the metabolite of interest, avoiding the need for

assumptions and controls about analog handling by transporters and

enzymes.

A substantial fraction of the brain’s ATP turnover is associated

with the recovery of ion gradients dissipated by ion channels during

synaptic activity (Harris, Jolivet, & Attwell., 2012). In addition, many

metabolites possess a net charge and recent studies in glial cells have

indicated that some of them may be transported by ion channels (Kara-

giannis et al., 2016; Sotelo-Hitschfeld et al., 2015). This makes electro-

physiology an important tool not only for the manipulation, but also for

the understanding of brain energy metabolism. The electrical properties

of brain cells are typically studied in acute tissue preparations and in

cell cultures. In contrast to neurons, which are characterized by action

potentials, glial cells have no swift electrical events taking place across

their membranes. In addition, the plasma membranes of astrocytes and

oligodendrocytes are extremely leaky due to high background activity

of potassium channels. There are also no fast excitatory or inhibitory

synapses on astrocytes or oligodendrocytes and therefore, stimulation

of an afferent pathway commonly used for activation of neurons can-

not be used to synchronously “fire” them. For these reasons, electrical

recordings are less commonly used in studies of these cells. Recordings

with extracellular electrodes can detect stimulus-evoked compound

action potentials (CAPs; Stys, Ransom, & Waxman, 1991), where

changes in the extracellular ion distribution due to glial transporters do

play a role, but it is very hard to separate the glial component from the

contributions of other tissue elements. From the metabolic point of

view, the in vitro recording of CAPs offers the advantage that the tissue

can be maintained for extended periods in a perfusion chamber with

temperature, degree of oxygenation, and nutrient supply controlled by

the experimenter. In a homogeneous tissue such as the optic nerve, the

CAP represents the response of a common neural cell type, central

white matter myelinated axons. However, in less homogeneous tissue,

for example, the hippocampus, the recorded response is from hetero-

geneous cell types is recorded, therefore, the response may not be a

true reflection of the contribution of individual neural cell types

(Brown, Tekkok, & Ransom, 2003; Cater, Benham, & Sundstrom, 2001).

In vitro recordings of acutely isolated tissue may be problematic with

regards to the diffusion barrier created by large pieces of tissue, where

inadequate diffusion of oxygen and glucose may lead to anoxic and/or

hypoglycemic conditions at the center of the tissue (Tekkok, Brown,

Westenbroek, Pellerin, & Ransom, 2005).

Recordings with sharp glass electrodes are possible for large glial

cells (Deitmer, 1992). Intracellular recordings in patch-clamp mode

seem to be more suitable for studies of astrocytes, which are usually

much easier to patch than neurons in spite of their small size. Using the

patch clamp approach, it is possible to perform an accurate pharmaco-

logical characterization of receptors expressed by astrocytes (Lalo

et al., 2008; Palygin, Lalo, & Pankratov, 2011). However, such experi-

ments work best when astrocytes are isolated, because it is not always

easy to localize the site of action of the drugs when applied to tissues.

Experiments in vitro allow tight control of the perfusion media including

concentration of metabolites and drugs and the recordings are much

more stable. However, astrocytes are very sensitive to stress, which is

inevitable during preparation of slices and they easily convert to a
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“reactive” phenotype that may have a somewhat different physiology

to the naïve cells in situ. In addition, metabolic conditions in a slice

never correctly mimic conditions in vivo. Most acute slice experiments

are performed in solutions bubbled with 95% O2/5% CO2 mix, result-

ing in hyper-oxygenation of the superficial cells. For some experiments,

this is a problem as shown for example in studies of neuro-vascular

coupling where the O2 level was eventually reduced to 20% (Hall,

Klein-Flugge, Howarth, & Attwell, 2012). However, using lower oxygen

can easily lead to hypoxia in the center of a moderately thick slice

(300 lm). In a similar vein, virtually all standard slice work is performed

in solutions containing 10 mM glucose or more, whereas brain tissue

glucose is �1 mM (Barros et al., 2017). This overloads superficial astro-

cytes with glucose. Finally, cultured astrocytes are ideally suited for

patch recordings but culturing affects the morphology, physiology, and

metabolism of these cells, factors that can be ameliorated by co-

culturing with neurons (Hasel et al., 2017; Mamczur et al., 2015). In

summary, patch clamp is perhaps the best electrophysiological

approach for studying astrocytes, but caution is required when extrap-

olating from data obtained on isolated astrocytes. It should also be

remembered that while recording with patch electrodes, we artificially

impose on the cell our ideas about the intracellular concentration of

ions and metabolites because pipette solutions rather quickly dialyze

into the astrocyte. Therefore, our conclusions about the currents in

these cells are only as accurate as our knowledge of their native intra-

cellular ion composition.

5.3 | Optogenetic actuators: Manipulating metabolism

Optical control of electrical and signaling events in brain tissue in situ is

in principle highly attractive because it seems to be noninvasive, fast,

and can be targeted to individual cells and cellular populations.

Although light-sensitive proteins that affect cellular functions in plants

have been known of for a long time, a major shift in neuroscience took

place around 2003–2006 when it was demonstrated that such proteins

can be expressed in mammalian neurons and used to activate them (Bi

et al., 2006; Boyden, Zhang, Bamberg, Nagel, & Deisseroth, 2005;

Nagel et al., 2003). Channelrhodopsin-2 (ChR2), which was (and still is)

the most popular member of this family behaves as a light-gated chan-

nel permeable to sodium, potassium, protons, and Ca21. Manipulating

sodium conductance presents an obvious way to depolarize neurons

and trigger action potentials on demand. This is by far the most com-

mon use for this protein, which can be targeted to specific populations

of cells using molecular and genetic approaches, and it will be very

interesting to exploit it to investigate the role of specific neurons on

local energy metabolism. ChR2 has also been used to activate astro-

cytes (Figure 3f; Gourine et al., 2010), where it triggered Ca21 eleva-

tions, although this required an application of several seconds of

pulsing blue light (NB: constant blue light is a notorious source of arti-

facts). The Ca21 increases were largely dependent on thapsigargin-

sensitive internal Ca21 stores (Figueiredo et al., 2014; Perea, Yang,

Boyden, & Sur, 2014). ATP release was also documented from ChR2-

stimulated astrocytes (Gourine et al., 2010). Many studies in the mean-

time have used ChR2 to activate astrocytes, although it should be

noted that this is not an ideal tool for controlling these cells. A signifi-

cant Na1 influx most likely affects multiple Na1-dependent transport-

ers on astrocytes and the downstream effects become hard to

disentangle. Prolonged ChR2-mediated activation leads to acidification

of astrocytes due to a build-up of lactate (Tang et al., 2014). Since

ChR2 does not mimic any obvious endogenous physiological mecha-

nism operating in astrocytes, it is reasonable to explore alternatives.

Attempts to use exotic approaches such as the light sensitive proton

pump Arch have also been made (Beppu et al., 2014; Poskanzer &

Yuste, 2016), but the actions of this protein on astrocytes are even less

clear than those of ChR2. Light-activated G-protein coupled receptors

(GPCR) have been used (Tang et al., 2014) with the assumption that via

this route events can be evoked that are similar to the native signaling

in the brain where astrocytes are mainly controlled via GPCRs. These

constructs, however, need to be used with caution because, when

expressed at high level, GPCRs have a tendency to signal without any

external trigger. Therefore, overexpression, commonly used in many

experiments, can be seen as a problem. An interesting new approach is

to use a dimerization strategy for optical activation of signaling, for

example, activities of kinases. For astrocyte research a construct has

been introduced that triggers Ca21 entry via the ubiquitous Calcium

Release-Activated Channels channels (Kyung et al., 2015). Even though

this tool may not be fast enough for triggering really rapid events, it

seems that for many cases it can be advantageous, because at least it is

a clearly defined mechanism for increasing astrocytic Ca21. To summa-

rize, the use of optogenetics for the study of brain energy metabolism

is just starting, with a promising future of ever more specific and

powerful ways to manipulate individual cells.

6 | THE PLAY: METABOLITE
CONCENTRATIONS AND FLUXES

6.1 | Respirometry

Neural activity is tightly coupled to local fuel oxidation. The oxygen

consumption rate (OCR) is therefore highly valuable information when

characterizing cellular bioenergetics or diagnosing diseases. After deca-

des of productive use for research and teaching, the estimation of oxy-

gen consumption with manometry (Warburg, 1928) was superseded by

easier and more accurate, real-time determinations by using polarogra-

phy (Clark, Wolf, Granger, & Taylor, 1953). While the traditional Clark-

type electrode has delivered most of our current knowledge of mito-

chondrial bioenergetics, it has disadvantages (Zhang et al., 2012). Oxy-

gen often leaks from the chamber through junctions and holes used for

the administration of drugs and inhibitors; assembly of the equipment

is tedious, time consuming and requires frequent calibration; the elec-

trode is easily oxidized or damaged, and thus has a short lifespan; the

need for continuous stirring to mix the cell or mitochondrial suspension

usually harms the sample, in particular when analyzing isolated intact

mitochondria; and since several of the inhibitors used to characterize

the contribution of mitochondrial complexes to oxygen consumption

are lipid soluble, the chamber needs to be thoroughly washed between

samples. While the chamber size is often fixed, the internal volume can
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be adjusted between 0.3 and 2 ml. However, the best results are often

obtained with large sample volumes (usually, 1 ml), thus requiring large

amounts of biological material for the analysis. This makes the system

unsuitable for screenings. The appearance of multiwell-plate respirome-

ters has fired up the field (e.g., Agilent technologies/Seahorse Bio-

science, Presens, Santa Clara, CA). These devices are built to

simultaneously determine OCR and extracellular acidification rate

(ECAR) in 24- or 96-well plates of adherent rather than suspended

cells. OCR is determined using an oxygen-sensing fluorophore instead

of the traditional oxygen-consuming electrode, and ECAR, with a pH

sensor. Although popular, the high cost of both the instrument and the

single-use plates are a disadvantage. In addition, ECAR is often thought

to reflect glycolysis rate because the release of lactate acidifies the

extracellular medium. However, caution should be taken because the

CO2 released by the tricarboxylic acid activity significantly contributes

to extracellular acidification (Mookerjee, Goncalves, Gerencser, Nich-

olls, & Brand, 2015; Mookerjee, Gerencser, Nicholls, & Brand, 2017).

The Clark electrode and the fluorophore-based multi-well instruments

are highly valuable tools for characterizing aerobic metabolism in bio-

logical samples. Choosing one or the other depends on sample type

and on flexibility in the study design. For instance, the Clark-type elec-

trode chambers are very useful when the sample size is not limiting, as

it provides more accuracy and time resolution, but the method is time

consuming, such that only a few samples can be assayed in a day. This

approach is also suitable for tissue slices or isolated mitochondria in

suspension, as well as intact or permeabilized cells in suspension. It

should be noted that harvest of neurons from a culture dish for assay

in suspension leaves behind the neuronal processes and the mitochon-

dria within them. With both assay platforms, a large number of sub-

strates, inhibitors or uncouplers can be used to better characterize the

bioenergetics of the sample. Selective permeabilization of the plasma

membrane allows control of substrate delivery to the mitochondria,

and avoids the need for isolation of mitochondria from cultured cells

(Divakaruni, Rogers, & Murphy, 2014). The multi-well apparatus, in

contrast, is very useful for accurate screenings in intact adherent cells,

permeabilized adherent cells, or isolated mitochondria and requires a

smaller sample size (�1–3 3 104 cells/well or 1–3 micrograms of iso-

lated mitochondria/well; Divakaruni et al., 2017; Rogers et al., 2011).

This is particularly important when determining OCR in highly differen-

tiated cells, such as neurons, given the low yield in these preparations.

Note that multi-well respirometry is routinely employed in the absence

of bicarbonate, a substrate of the anaplerotic enzyme pyruvate carbox-

ylase and a regulator of astrocytic glycolysis (Ruminot et al., 2011).

Multi-well respirometry is also constrained in terms of temporal resolu-

tion, with a typical rates integrated >2–5 min. One limitation common

to both oxygen electrodes and multi-well methods is the need for

homogenous cell populations, which is not ideal for the study of brain

cells, as neurons and astrocytes foster their mutual functional and met-

abolic differentiation (Barres, Koroshetz, Chun, & Corey, 1990; Hasel

et al., 2017; Mamczur et al., 2015). A limitation of the use of isolated

brain mitochondria in either apparatus is the fact that the mitochondria

arise from multiple different cells types, thus specific information on

the function of neuronal versus astrocytic mitochondria is lost in this

approach. However, respirometry can be performed on preparations of

synaptoneurosomes, which are resealed synaptic vesicles created upon

homogenization of brain tissue that contain mitochondria from synaptic

terminals (Choi, Gerencser, & Nicholls, 2009).

6.2 | Extracellular microdialysis and enzyme-based

probes

Given that the interstitial fluid is the medium of exchange between

blood, the cerebrospinal fluid and the intracellular compartments of

neuron and glia (Ransom, 2009), the ability to measure interstitial

metabolites is crucial. However, the space left between brain cells is

only 20 nm wide, which makes probing its composition a major techni-

cal challenge. Dialysis probes have been used to measure metabolic

substrates from awake, moving animals (Brown, Skamarauskas, Lister,

Madjd, & Ray, 2011). Placement of the dialysis probe requires complex

surgery from which the animal recovers. The probes can be perma-

nently attached to the animals’ skull with the sensing component

extending into the brain parenchyma. The probe is guided through the

brain parenchyma until a desired location is reached, which creates

considerable localized damage and forms a third space that fills with

the contents of damaged cells, and whose composition clearly does not

represent the baseline interstitial fluid. However, this perturbation dis-

sipates over time as local repair mechanisms tend to normalize the third

space contents. The interstitial fluid is sampled by applying backpres-

sure, such that a small volume is drawn up into the probe (5–10 ll) to

be later analyzed by high-performance liquid chromatography (HPLC).

Repeated samples can be withdrawn over extended periods of time

(days to weeks) thereby facilitating longitudinal studies. Advantages of

this technique include its use for extended periods and the accuracy of

HPLC analysis. Some disadvantages are that it does not provide real-

time information, it disrupts the tissue, has low spatial resolution. It is a

hotly debated area whether the samples reflect the real environment in

the interstitial space.

Real-time measurements of brain interstitial fluid can be obtained

with enzyme-based microelectrodes. Probes can be as fine as 7 lm in

diameter with the active tip between 100 and 500 lm in length. The

greater the surface area of the tip, the greater the temporal resolution.

Such probes are useful for recording from homogeneous brain struc-

tures such as isolated optic nerve (Yang et al., 2014b) and hippocampus

(Figure 3e; Frenguelli, Llaudet, & Dale, 2003; Newman, Korol, & Gold,

2011). However, as the probe records the aggregate signal from the

entire tip area, care should be taken in interpreting data acquired from

brain areas with heterogeneous cell populations. Those probes cur-

rently available can sense a multitude of compounds of interest to met-

abolic studies, including ATP, adenosine, acetylcholine, glucose, lactate,

D-serine, choline, and glutamate. The sensors can be calibrated before

the experiment and are thus able to provide real-time estimates of con-

centrations, and they can be used for both in vivo and in vitro studies. A

great advantage of modern commercially available sensors is that sev-

eral probes may be used simultaneously to measure the concentrations

of multiple metabolically relevant compounds, for example, glucose and

lactate, ATP, and adenosine (Figure 3e; Frenguelli et al., 2007; Newman
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et al., 2011). Microsensors can be used in parallel with other real-time

techniques, for example, electrophysiology (Brown, Evans, Black, &

Ransom, 2012; Yang et al., 2014b) and genetically-encoded intracellular

nanosensors (Machler et al., 2016). The power of combining functional

assays with the real-time measurement of metabolic substrates has

proven to be very effective in determining key processes in both grey

and white matter.

6.3 | Genetically-encoded fluorescent nanosensors for

metabolites

Metabolite nanosensors are chimeric proteins that change their optical

properties upon binding a ligand (Fehr, Lalonde, Lager, Wolff, &

Frommer, 2003; Tsien, 2009). Their specificity is conferred by a recog-

nition domain, such as a bacterial periplasmic protein or a transcription

factor, and their fluorescence by one or two fluorescent proteins, such

as GFP, mTFP, or Venus. Many of them are based on intramolecular

FRET. Expressed in cellular compartments, the nanosensors are

detected by microscopy: wide field, confocal, or two-photon. In brain

cells, measurements have been reported for glucose, glutamate, ATP,

ATP/ADP, NADH/NAD1, lactate, and pyruvate, reviewed in San Mar-

tín et al. (2014b). Most sensors are easily available through the non-

profit repository Addgene. The main strength of these tools is

resolution, which for high-end microscope setups is in the order of sec-

onds and micrometers. Therefore, they provide a real-time estimation

in single cells. Being genetically-encoded, they can be targeted to

organelles and subcellular domains (Pendin, Greotti, Lefkimmiatis, &

Pozzan, 2017). Their most common and robust use is to report metabo-

lite fluctuations in before-and-after experiments, for example, when

characterizing the effect of a physiological or pharmacological pertur-

bation (Figure 3g). Using standard transfection or viral expression sys-

tems, sensor concentration is �10 lM (Miyawaki, Griesbeck, Heim, &

Tsien, 1999), which is lower than the physiological concentration of

most metabolites and therefore metabolite sequestration and slow dis-

sociation kinetics are not usual concerns. An important exception is

NADH, which is in the nanomolar range.

As they are proteins, nanosensors are potentially susceptible to

their physical environment. Some of the early versions were sensitive

to pH, which could be corrected by parallel pH measurements. Their

main weakness is that they are difficult to calibrate. One important

caveat, which is not always explicit, is that it is not safe to draw conclu-

sions from differences in intensity between cells. Even for FRET-based

and other ratiometric sensors, the readout is affected to some extent

by expression level due to nonlinearities in the optical path. To com-

pare cells, a calibration is therefore required. The simplest one-point

calibration is achieved by forcing a reading at one end of the binding

curve (i.e., zero or saturation) and then using the affinity constant and

maximum fluorescence change determined in vitro to extract concen-

trations by interpolation (Barros, Baeza-Lehnert, Valdebenito, Ceballo,

& Alegría, 2014). If both ends of the saturation curve are accessible, a

more robust 2-point calibration protocol becomes feasible, where only

affinity needs to be assumed as shown for the pyruvate sensor (San

Martín et al., 2014a). Avoiding assumptions by recurring to a full in situ

calibration is possible (Bittner et al., 2010) but is seldom practical, as it

demands harsh permeabilization and/or metabolic inhibition proce-

dures that may perturb the sensor itself. When quantitative data are

available, nanosensors may be used to measure absolute flux by means

of inhibitor-stop protocols (Bittner et al., 2010; San Martín et al., 2013;

San Martín et al., 2014a). As both calibration and quick transporter inhi-

bition are needed, this kind of assay is currently restricted to cells in

culture and in slices. Inhibitor-stop methods assume that there is no

quick adaptation to the inhibition, which has to be evaluated on a case-

to-case basis.

Nanosensing is an emerging technology and probes for other

metabolites are surely on their way. One example is a sensor for

NADP1 (Cameron et al., 2016), which may help in tackling the cryptic

pentose phosphate pathway (Bouzier-Sore & Bolanos, 2015). In paral-

lel, existing sensors are being improved and extended in terms of

brightness, affinity, dynamic range, and spectra (e.g., red-shifted for

deeper tissue penetration by reducing scattering). One important

objective at hand is the generation of extracellular sensors to approach

the brain interstice in noninvasive manner.

6.4 | In vivo optical imaging: From autofluorescence to

genetically-encoded sensors and transgenic animals

Brain energy metabolism has been the focus of studies since optical

imaging methods began in the 1960s (Chance, Cohen, Jobsis, & Scho-

ener, 1962), where changes in tissue UV autofluorescence observed

upon altering respiration in vivo were interpreted as changes in the

NAD1/NADH ratio (Mayevsky & Chance, 1975). This and its relative

flavoprotein autofluorescence imaging have been widely applied

(Kasischke, Vishwasrao, Fisher, Zipfel, & Webb, 2004; Reinert et al.,

2011; Shibuki et al., 2003; Shuttleworth, 2010; Weber et al., 2004). In

the early reports, the dynamics of hemoglobin oxygenation was dis-

cussed, a phenomenon that was later exploited by Grinvald and col-

leagues to map brain activity (Malonek & Grinvald, 1996), and which

paved the way for the development of BOLD fMRI (Ogawa, Lee, Kay,

& Tank, 1990). Oxy- and deoxyhemoglobin can be discerned optically

due to their differential absorption spectrum. However, the intrinsic

optical contrast mechanisms have only marginally helped to generate

mechanistic insight into cell-specific metabolic processes, because the

signals are difficult to discriminate from each other, and hard to quan-

tify and interpret (see Box 1). After their successful use in cultured cells

and brain tissue slices (Section 5.4), fluorescently labeled substrates

were used to investigate energy metabolism in combination with two-

photon microscopy (Denk, Strickler, & Webb, 1990; Zipfel, Williams, &

Webb, 2003). Using the nonmetabolized fluorescent glucose analog 6-

NBDG, an acute increase in glucose uptake was detected in astrocytes

but not in neurons of the somatosensory cortex of stimulated rats

(Chuquet et al., 2010). However, the optical properties of NBDGs are

not favorable because of a very low two-photon cross-section. Alterna-

tive fluorescent glucose analogues were developed (Kovar, Volcheck,

Sevick-Muraca, Simpson, & Olive, 2009; Tian et al., 2009) and used in

vivo (Lundgaard et al., 2015), but the data remain difficult to interpret

because some are hardly transported due to high molecular weights of
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1.3 kDa (Kovar et al., 2009; Lundgaard et al., 2015). The advent of

genetically encoded sensors for energy substrates (Section 6.3) prom-

ises to be a significant advance for the field of brain energy metabo-

lism, as they offer cellular resolution and real-time measurements

(Figure 3g; Lerchundi et al., 2015; Machler et al., 2016; Sotelo-

Hitschfeld, Fern�andez-Moncada, & Barros, 2012). In combination with

advanced viral expression vectors and hopefully transgenic mice (see

below), these sensors are particularly well suited for in vivo research

using two-photon microscopy. Quantitative measurements of partial

pressure of oxygen (pO2) in vivo can be obtained with phosphorescence

lifetime imaging microscopy, in which a phosphorescent dye produces

a decaying light signal after a short illumination. This decay is shortened

by the presence of oxygen and its half-life can be translated to pO2 in

absolute units. New phosphorescence probes were recently developed

that can be two-photon excited (Esipova, Rivera-Jacquez, Weber,

Masunov, & Vinogradov, 2016; Esipova & Vinogradov, 2014), which

greatly widens the range of in vivo applications (Lecoq et al., 2011;

Lyons, Parpaleix, Roche, & Charpak, 2016; Parpaleix, Goulam, & Char-

pak, 2013; Sakadzic et al., 2010; Sakadzic et al., 2011). Until recently,

high resolution imaging was only possible in anesthetized animals. A

general concern for in vivo optical imaging and in vivo experimentation

are the effects of anesthesia on metabolic processes. For this reason,

an increasing number of laboratories are now using head-restrained

awake rodents even with two-photon microscopy at single cell

resolution.

6.4.1 | Transgenic animals for metabolic imaging

The study of brain structure and function has been significantly facili-

tated by the availability of transgenic reporter animals, from nematodes

to mammals, contributing, for example, to the discoveries of the neuro-

genic potential of embryonic glia (Malatesta et al., 2003) and microglial

motility (Nimmerjahn, Kirchhoff, & Helmchen, 2005). More recently,

genetically encoded sensors have been used as biosensors to visualize

transmitter- and behavior-evoked Ca21 signals (Akerboom et al., 2012;

Paukert et al., 2014). In transgenic animals the sensors are expressed

permanently at constant levels over generations, a distinct advantage

over viral transduction, which requires injection of each animal, with

the possibility of tissue injury and inflammation. In addition, transgene-

sis provides a higher degree of flexibility regarding cell-specific expres-

sion and size of the reporter construct. The generation of transgenic

mammals is however time consuming, labor intensive, and expensive.

Another important drawback is the scarcity of appropriate promoters

to reach sufficient expression levels in specific cell types, but strategies

have been developed to address these limitations (Hirrlinger et al.,

2009; Madisen et al., 2015). To our knowledge, there are only two

transgenic mouse models to measure metabolites in brain tissue at this

time: one that ubiquitously expresses a nanosensor for pyruvate

(Bulusu et al., 2017) and the other specific for neuronal ATP (Figure 3g;

Trevisiol et al., 2017). The pyruvate sensor was used to reveal the spa-

tiotemporal dynamics of tissue explant glycolytic activity during devel-

opment and the ATP sensor allowed imaging, for the first time, of the

frequency-dependent energy demand of optic nerve axons.

The age of metabolism studies using transgenic animals is just

beginning. Novel genetic tools such as CRISPR/Cas9 (Cong et al.,

2013; Wang et al., 2013) facilitate particularly the generation of mouse

lines with loxP-flanked transcriptional “stop” sequences followed by

nanosensors targeted to a single well-defined gene locus (e.g., at

ROSA26). Combinatorial breeding of mice with expression of inducible

and cell-specific Cre-DNA recombinase and ROSA-nanosensor mice

will provide promising opportunities to explore the many facets of

energy metabolism in the mammalian brain. Transgenic C. elegans and

D. melanogaster lines have been generated that express an ATP sensor

(Tsuyama et al., 2013). Recently, fruit fly lines selectively expressing

pyruvate and glucose sensors in mushroom body neurons helped to

show that energy metabolism can play an instructional role in long-

term memory encoding (Plaçais et al., 2017), a role that appears to

extend to behavior (Li-Byarlay, Rittschof, Massey, Pittendrigh, & Robin-

son, 2014). Another fruit fly study expressed a glucose sensor to char-

acterize the delivery of glucose to brain cells (Volkenhoff, Hirrlinger,

Kappel, Klämbt, & Schirmeier, 2017). Short life cycle, relatively inexpen-

sive experimentation and the availability of powerful tools for genetic

manipulation, renders worms and flies very attractive for comparative

studies of brain energy metabolism using imaging probes.

6.5 | 2-Deoxy-[14C]glucose and [18F]fluorodeoxyglucose

methods for the measurement of local glucose utilization

2-Deoxy-D-glucose (2DG) is an analogue of glucose (a hydrogen atom

replaces the hydroxyl group on the second carbon) and this single

structural difference is responsible for the chemical properties that

make 2DG so suitable for the measurement of the rates of glucose uti-

lization in the brain in vivo. 2DG is transported in the cell and metabo-

lized qualitatively like glucose but only through the first step of the

glycolytic pathway to provide 2DG-6-phosphate (2DG-6P). Since 2DG-

6P is not metabolized further to a significant extent, its rate of accumu-

lation is proportional to the amount of glucose used by the cell. Using

an appropriate mathematical model of enzyme kinetics and [14C]-

labeled 2DG associated with autoradiography (a technique using X-ray

films to visualize radioactive molecules with a spatial resolution of

approx. 50 mm), the [14C]-2DG method provides quantitative metabolic

maps (in mmol of glucose/g/min) of the brain in which regions of

altered activity can be easily visualized (Sokoloff et al., 1977). This

method can be used in different species, yields massive amounts of

data and has provided unequivocal evidence that energy metabolism is

linked to local functional activity. This method was adapted for use in

humans with [18F]fluorodeoxyglucose (FDG) and a PET scanner

(Reivich et al., 1979), which remains useful as a tool for mechanistic

investigation of brain energy metabolism in animals (Zimmer et al.,

2017).

Absolute quantification of glucose utilization is possible thanks to

the use of 14C-2DG, but many laboratories lack authorization to work

with long life radioactive isotopes. The operational equation based on

the original model requires plasma glucose (glucose oxidase method)

and [14C]-2DG concentrations (liquid scintillation counter) to be

sampled frequently during a 45-min period, for which intravenous and
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intra-arterial catheters are inserted. While this is feasible in large ani-

mals, this can represent a technical limitation in mice, the choice animal

model in the neurosciences. Also, the method requires that the brain of

the animal is processed for autoradiography soon after completion of

the experiment. Therefore only one measurement is possible per ani-

mal. The brain is cut entirely into 20-mm-thick sections with a cryostat

and dried sections mounted on coverslips are left in contact with an X-

ray film or phosphor screens. After exposure data can be read out with

means of a specific image analysis system or phosphor-imager. The

method cannot measure individual cells so that it is not possible to sep-

arate, for example, the contribution of neurons and glial cells. 2DG and

to a larger extent FDG (high electronegativity of the fluorine-18 atom)

do not have the same affinity as glucose for either glucose transporters

or hexokinase. For quantitative analyses, these differences must be

corrected for by the lumped constant, a parameter present in the

operational equation used to determine the local rate of cerebral glu-

cose utilization. While the operational equation has been thoroughly

validated for its use in physiological conditions, it may not apply in spe-

cific pathophysiological conditions in which cardiovascular function or

blood glucose levels are altered. FDG remains the most frequently

used tracer in PET imaging, particularly for the detection and staging of

tumors, in spite of the low spatial resolution of PET, the relative inva-

siveness of the method and the radiation dose due to the injection of

[18F]-FDG. The use of fMRI-BOLD (see Box 1) now represents the gold

standard to study the human brain at rest and during increased func-

tional activity.

Even if the 2DG/FDG method cannot provide information on the

fate of glucose downstream of the first hexokinase step, it is as yet the

only one that provides quantitative measurement of local glucose

consumption in various structures of the brain. The recent develop-

ment of computerized procedures for the automatic acquisition and 3D

reconstruction of postmortem autoradiographic volume images now

permits voxel-wise statistical methods to 3D-analyze the differences in

glucose use in different groups of animals (without a priori identifica-

tion of Region-of-Interest), as is done in humans (Figure 3b; Boussicault

et al., 2014; Dubois et al., 2010).

6.6 | Magnetic resonance spectroscopy

Combined with MRI, MRS is a powerful technique that permits

simultaneous visualization and quantification of dozens of metabo-

lites contained in the brain area studied. The major advantage of

MRS though is the possibility to obtain metabolic information in a

noninvasive manner.

Nuclear magnetic resonance arises from the interaction between

atomic nuclei that possess an intrinsic angular momentum, or spin, and

a magnetic field. This interaction is a very weak one that confers a low

sensitivity on this technique, depending on the nucleus considered, the

signal being stronger for 1H and much weaker for 13C, for example.

Most of the in vivo studies are thus 1H-MRS. Metabolites are analyzed

in a voxel, or volume of interest, located on the MR image acquired

just before MRS (Figure 3c). Accuracy is therefore strongly dependent

on the immobility of the animal, which can be controlled by performing

another MRI just after MRS. Anesthetic choice is also very important,

especially for metabolic studies, since many drugs have an impact

either on the vascular response or on metabolite contents (Horn &

Klein, 2010; Tchaoussoff et al., 1991). Note that only metabolites pres-

ent at a concentration higher than 1 mM may be detected by MRS.

BOX 1 The BOLD-fMRI method: Relationship with energy metabolism

MRI is well known for its capacity to noninvasively provide high resolution images of brain structures. MRI can also be rendered sensitive
to local magnetic field inhomogeneity. This principle has been applied to develop the most common modality of fMRI, where the so-called
BOLD effect on magnetic field inhomogeneity is detected during brain activity. The BOLD effect relies on the local transient increase of
the oxyhemoglobin-to-deoxyhemoglobin ratio during the haemodynamic response associated with neuronal activity (Ogawa et al., 1990).
Since deoxyhemoglobin induces magnetic inhomogeneity, activated regions of the brain, with less deoxyhemoglobin, exhibit a stronger
BOLD signal. BOLD-fMRI is either used with task-based paradigms, in which the mean of the baseline state is subtracted from the mean of
the stimulated state to identify activated regions associated with the task, or it is used to study the brain at rest, in the absence of an
explicit task (resting state BOLD-fMRI; Gusnard, Raichle, & Raichle, 2001). BOLD contrast fMRI has come to dominate the functional neuro-

imaging field.
The BOLD-fMRI signal is not a straightforward measure of energy metabolism. The deoxyhemoglobin content within a voxel is deter-

mined by the balance between the supply of oxygenated blood, the rate of oxygen consumption and the fractional blood volume. This is
because the supply of oxygen is not matched precisely with the demand that the BOLD-fMRI signals change in regions where the actual
amount of oxygen remaining in blood vessels is modified during activation. Hence, the BOLD response is dependent upon hemodynamic
(blood flow and volume) and metabolic (oxygen consumption) responses. Although the value of BOLD fMRI for functional brain mapping is
undisputed, the more subtle questions of how to interpret and use BOLD response magnitude and changes to derive information about
energy metabolism are still unresolved. A reduction in the BOLD signal can result from a reduced neuronal activation, abnormal neuron/
astrocyte coupling, a reduced vascular response, or a combination of all these components of the neurovascular response.

Quantitative fMRI techniques have been developed to measure the hemodynamic and metabolic responses to modulations in brain
activity (Pike, 2012). They include arterial spin labeling to measure variations in tissue perfusion in each pixel (which can help to disentangle
confounding mechanisms), contrast agents to measure cerebral blood volume and calibrated fMRI using biophysical models of the BOLD
signal to estimate changes in the cerebral metabolic rate of oxygen consumption (CMRO2). Calibrated fMRI may be used as a biomarker of
brain disorders that could be applied for therapy monitoring.
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Moreover, spatial and temporal resolutions are rather low, for voxels

are in the mm3 range, thus preventing discrimination at the cellular

level, and, to get enough signal-to-noise ratio, acquisitions are per-

formed over minutes rather than seconds. This temporal resolution is

even lower with 13C-MRS, which has a detection Level 4 orders of

magnitude lower than that of 1H. Therefore, the use of 13C-labeled

precursor is a prerequisite to follow brain metabolism. 13C-labeled

metabolites are infused in the blood circulation of the animal, at a

rather high concentration, which leads to hyperglycemia with the main
13C-labeled precursor used, that is 13C-glucose, a point that is often

neglected but has an impact when studying brain metabolism. More-

over, this labeled substrate, infused in the blood circulation, is not only

metabolized by the brain but also by other organs, such as the liver for

example, which may scramble the position of the 13C in some metabo-

lites that go back to the blood and then to the brain, and thus compli-

cates the analyses at the cerebral level. However, 13C-MRS is a

powerful technique since the fate of the 13C can be followed and the

exact labeled carbon positions of each detected metabolite can be

determined and quantified, allowing the pathway taken by the 13C-

labeled precursor to be traced back (Rodrigues, Valette, & Bouzier-

Sore, 2013; Rothman et al., 1999). Even if this technique does not

reach cellular resolution, it can distinguish between a predominant neu-

ronal or astrocytic metabolism. This is based on the principle that neu-

rons and astrocytes differentially express some enzymes; for example,

glutamine synthase and pyruvate carboxylase.

Several approaches have been developed to overcome the low

sensitivity of MRS. First, since the signal is directly proportional to the

field strength, companies develop magnets with increasing magnetic

fields. Secondly, the 13C weak signal can be detected by 1H-MRS using

proton-observed carbon-edited sequences. Finally, improved sensitivity

for 13C can be attained with polarization transfer experiments, which

partly transfer energy from electron to nucleus, increasing the signal by

10,000 times, but only for some tens of seconds. Even if MRS is not a

very sensitive technique, this relative weakness is also its strength, ena-

bling NMR to study living organisms without significantly disturbing

them and thus yielding detailed metabolic information noninvasively,

which allows longitudinal studies (de Graaf, 2013; Stagg & Rothman,

2014).

In parallel to in vivo MRS, ex vivo NMR spectroscopy is also

often used to explore details of brain metabolism (Figure 3d). One of

the biggest advantages of ex vivo NMR spectroscopy is achieving

very high-resolution spectra and metabolic profiles. Spectra can be

obtained either on perchloric acid extracts of cell cultures or tissues.

Alternatively, with the use of special NMR probes such as HRMAS

(high resolution magic angle spinning) it is now possible to achieve

the same high spectral resolution on biopsies (without any biochemi-

cal treatment) as at obtained in liquid state NMR (extracts). The very

recent development of the micro HRMAS probe (HRlMAS) allows

for high quality spectra on nanoliter-sized samples (Duong et al.,

2016). An important issue when performing ex vivo analyses is to

completely stop metabolism before acquiring the spectra. For cell

cultures, the cellular layer is quickly rinsed with cold phosphate suf-

fer sulfate (to avoid any contamination with medium metabolites)

and cells are further either frozen with liquid nitrogen or directly

extracted with perchloric acid. For brain biopsies, the only technique

to avoid any post-mortem metabolism is to use focused microwaves.

In less than one second, brain temperature reaches 70–808C, a tem-

perature at which proteins are denatured and thus all enzymatic

activities stop. The brain can be then taken out of the skull and a

precise brain region can be either directly analyzed by HRMAS NMR

spectroscopy or further processed with perchloric acid extraction of

the metabolites for later liquid state NMR analyses.

The technical considerations described above are valid for all

observed nuclei (1H, 13C, 31P, etc). For 13C, the use of 13C-labeled pre-

cursors is also needed (see in vivo spectroscopy paragraph). However,

natural abundance can also be observed with ex vivo NMR spectro-

scopic studies, compared to in vivo studies, since long time acquisition

(several hours) can be performed. Finally, the high spectral resolution

of ex vivo NMR spectroscopy permits analysis of what is called homo-

nuclear spin coupling. When several 13C are located on the same mole-

cule, the resonance of the observed carbon is split and multiplets will

appear. The analysis of these homonuclear spin-coupling patterns rep-

resents a unique advantage over other metabolic monitoring techni-

ques such as radioactivity (Rodrigues et al., 2013).

6.7 | Metabolomics, mass spectrometry and stable
isotope tracing

6.7.1 | Metabolomics

Cataloguing the complement of metabolites in a biological sample

can lend important insight, particularly in the search for disease bio-

markers. Mass spectrometry and proton NMR are generally the

methods of choice for metabolomics (Dumas & Davidovic, 2015).

Proton NMR, a faster technique that can have a simpler sample

preparation than mass spectrometry, measures metabolites in the

low micromolar range, and has been used extensively in the charac-

terization of CNS disorders (see Section 6.6 and Oz et al., 2014),

whereas mass spectrometry can detect picomolar and even femto-

molar quantities of metabolites with time-of-flight and quadrupole

time-of-flight detection systems. However, mass spectrometry typi-

cally involves a more complex sample extraction, derivatization of

the metabolites to facilitate detection, and separation techniques

before injection of a sample into the mass spectrometer. In general,

methanol:chloroform extraction allows separation of polar and non-

polar metabolites, and gas chromatography is used to further sepa-

rate polar compounds, whereas liquid chromatography is used to

separate nonpolar metabolites. Following separation, the samples

are ionized, and are separated and/or further fragmented in the

mass spectrometer that detects the species based upon their mass/

charge (m/z) ratio. Each metabolite generates its own pattern of

peaks in the m/z spectrum, and the peak heights generally correlate

with metabolite concentration. Huge quantities of data are gener-

ated by mass spectrometry, thus sophisticated systems biology data

analysis tools are used to interpret the spectra, to detect differences

between samples, and to define changes in patterns of related

metabolites and metabolic pathways. Such approaches have been

used to identify changes in the metabolome in a wide variety of
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TABLE 1 Main strengths and limitations of some techniques of frequent application to the study of brain energy metabolism

Technique Strenghts Limitations

The Stage: Location Immunohistochemistry Tissue context Reduced antibody availability

Accessible Epitope-masking
Low cost Mostly qualitative

Immunoblotting Semiquantitative Reduced antibody availability

Accessible Lacks cellular resolution

Protein–Protein
interaction assays

Specificity High rate of false negatives

(Immunoprecipitation,
Two-Hybrid, FRET, etc)

Spatial resolution High rate of false positives

May miss indirect interactions in
supramolecular complexes

The players: Functional
properties

Enzyme activity Precise functional
characterization

Non-physiological physicochemical
context

Transporter activity
Electrophysiology Optimum manipulation of

experimental parameters
Possible loss of cofactors and
relevant interactions

Optogenetic actuators Cell type-specific manipulation Non-physiological ion perturbations

The play: Concentrations
and fluxes

Respirometry High temporal resolution Unavailable for adherent cells

Clarke-type electrode Requires cell populations

Respirometry High throughput Low temporal resolution

Multi-well plate Requires cell populations
No HCO2

3 present

Microdialysis In vivo Low spatial and temporal resolution

Available for many metabolites Local tissue disruption

Enzyme-based probes In vivo Low spatial resolution

Local tissue disruption
Available for few metabolites

Fluorescent glucose analogs Single cell resolution Variable kinetic properties

In vitro and in vivo
Non-invasive

Genetically-encoded sensors High specificity Calibration can be difficult

Single cell resolution Requires high expression levels
In vitro and in vivo Restricted to a small set of metabolites
Non-invasive

Mitochondrial autofluorescence High temporal resolution Small signal to noise

Low spatial resolution
Non-trivial interpretation

Isotope-labelled glucose Quantitative estimation of
regional flux

Low temporal resolution

Lacks cellular resolution
Human studies

Magnetic Resonance
Spectroscopy

Multiple metabolites Only abundant metabolites (<1mM)

Non-invasive Low temporal resolution
Human studies Hyperglycemia (13C-glucose)

Metabolomics Multiple metabolites Sample destruction

Low throughput
Intensive data analysis
High cost

Mathematical modeling Tackles complexity Key parameters are often unavailable

Low cost Hidden assumptions

BOLD-fMRI Human studies Unclear relationship with energy metabolism

(BOLD5 blood oxygenation level dependent; fMRI5 functional magnetic resonance imaging; FRET5F€orster resonance energy transfer).
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neurodegenerative diseases in humans and in animal models (Dumas

& Davidovic, 2015).

A particular challenge with metabolomics is to determine the

meaning and significance of the multitude of findings with respect to

cell and tissue health or to disease etiology. Relatively low throughput

and intensive data analysis, as well as the high cost of state-of-the art

LC- and gas chromatography-mass spectrometers present additional

challenges. In metabolomics, spatial and subcompartmental information

is lost except for the regional information provided by NMR-based

spectroscopy. However, mass spectroscopy imaging is beginning to

address cellular, and even subcellular resolution of metabolites using

fluorinated nanoparticles in nanostructure-initiator mass spectroscopy

and related approaches (Kurczy et al., 2015). If a metabolite concentra-

tion increases, it is unclear whether the change arises from enhanced

production, or decreased consumption of the intermediate, as metabo-

lomics is generally based on data gathered from a single snapshot-in-

time. Therefore, whether or not there are alterations in the flux of a

metabolite through a metabolic pathway cannot readily be discerned.

Computational flux balance can yield estimates of metabolic flux with-

out labeling, but the approach is entirely reliant on existing knowledge

of enzyme kinetics and pathways and thus has limitations (Aurich &

Thiele, 2016).

6.7.2 | Stable isotope tracing

By labeling and following carbon through metabolic pathways, stable

isotope tracing can address questions regarding the extent and pattern

of flux through metabolic pathways (Buescher et al., 2015). Stable iso-

tope tracers are nonradioactive and naturally occurring, and are there-

fore safe. The technique is typically destructive to the sample to enable

mass spectrometry, but can be performed on cultured cells, tissues, and

in vivo. NMR can instead be used for detection, with a significant sacri-

fice in sensitivity (Rodrigues et al., 2013). 13C-containing molecules like

glucose and glutamine have been used extensively, as the 13C in the

parent molecule is transferred to downstream metabolites that can be

detected by mass spectrometry (Figure 3d). The extent to which

metabolites become enriched with 13C combined with an analysis of

the concentration of the metabolite is an indication of the flux through

the metabolic pathway. The same, in principle, is true for 15N- and 3H-

labeled substrates. For isotope tracing with cells in culture, a full com-

plement of growth media is typically added with replacement of a fuel

like glucose with 13C-labeled glucose. The system is incubated for a

sufficient time to allow the sample to come to isotopic steady state,

and then the media is removed and the sample is extracted and deriv-

atized for analysis by mass spectrometry. The spectral peaks for each

metabolite are then used to quantify its abundance as well as the mass

isotopomer distribution (the fraction of a metabolite enriched with

zero, 1, 2, 3, etc 13C-labeled carbons). From these data, as well as sepa-

rate experiments using other metabolic tracers, the extent of carbon

flux from different substrates into the pool of a particular metabolite

and its precursors can be calculated (Kelleher & Nickol, 2015). The abil-

ity to resolve cell-type specific metabolism in brain tissue or co-

cultures is somewhat limited, and is reliant on either pharmacologic

agents or genetic manipulation of isoforms of metabolite transporters

or enzymes to control metabolism in particular cell types. Stable iso-

tope tracing can determine the relative rates of flux of one labeled sub-

strate versus another. Quantitative rates of flux can be determined by

an extension of the technique termed metabolic flux analysis whereby

the 13C-labeling pattern of intracellular metabolites is pinned to the

rates of uptake and release of metabolites from a biological system.

The data is applied to a computational network model of biochemical

reactions that enables quantitative estimates of flux through specific

pathways (Buescher et al., 2015). The approach is more labor- and

data-intensive than stable isotope tracing, and is reliant on a robust

computational model that accounts for all potential reaction pathways.

Finally, in a particularly powerful approach, stable isotope tracing

with mass spectrometry can be coupled with real-time measurements

of metabolic flux using respirometry (a technique described in detail in

Section 6.1). The depth of insight provided by the combination of the

two approaches is greater than either technique alone, and has been

applied to the study of cultured cortical neurons (Divakaruni et al.,

2017), the mouse retina (Du et al., 2016), and glioma metabolism and

growth (Yang et al., 2014a).

6.8 | Mathematical modeling

Mathematical modeling aims to integrate the outcome of multiple

experimental techniques in order to grasp complex behaviors that are

otherwise impenetrable. It serves to identify variables and parameters

that are critical and should therefore be given experimental attention,

to then guide the design of experiments by a priori, inexpensive visual-

ization of possible outcomes. At its best, it may prefigure novel phe-

nomena. In the specific case of brain energy metabolism, models

combine structural parameters of brain tissue with the microscopic

properties of enzymes and transporters in view of dynamic readouts

obtained by technologies like PET, MRS, fMRI, tissue electrodes, micro-

dialysis, and genetically-encoded nanosensors. A key well-substantiated

assumption of current models is that metabolism is compartmentalized,

that is, that it occurs in a few well-mixed reservoirs (say neuronal and

glial). Thus, chemical and transport reactions can be represented by a

small set of ordinary differential equations that are solved by numerical

simulation using standard computers. The outcome of a model is as

good as what the model is fed, and so different groups have arrived at

opposite conclusions: witness the astrocyte-to-neuron lactate shuttle

controversy (Aubert & Costalat, 2007; Hyder et al., 2006; Jolivet,

Coggan, Allaman, & Magistretti, 2015; Mangia, Simpson, Vannucci, &

Carruthers, 2009;). While debate speaks of a lively discipline, assump-

tions about key parameters are often hidden, and so it has been hard

for the noninitiated to judge the relative merits of competing models

(Jolivet, Allaman, Pellerin, Magistretti, & Weber, 2010). In view of struc-

tural, functional, and likely metabolic heterogeneity of neurons and glial

cells (DeFelipe et al., 2013; Freeman, 2015), future models will have to

become more complex, as has recently occurred for neuronal ATP sub-

cellular domains (Le Masson, Przedborski, & Abbott, 2014). The next

generation of models will also have to deal with growing evidence for

fast local regulation of enzymes, transporters and channels in response

to neural activity (Barros et al., 2013). However, it is important to

BARROS ET AL. | 1153



understand that a more complex model (i.e., which include more equa-

tions and more parameters) is not necessarily better to adequately

describe the different possible outcomes of a system. It all depends on

the question(s) that need(s) to be addressed.

CONCLUDING REMARKS

The diversity, range, and depth of the techniques applied to the study

of brain energy metabolism are amazing, as is the complexity of the

problem in hand. As we are now gaining access to the particular meta-

bolic behavior of specific brain areas, cell types and even individual

cells, techniques are becoming more and more sophisticated, each own

having its own domain, strengths and limitations (Table 1). A challenge

for the near future is to increase the crosstalk between technical view-

points, perhaps through the active exchange of ideas and collaboration

between dedicated laboratories.

ACKNOWLEDGMENT

We thank Karen Everett for critical reading of the manuscript and

Ray Swanson for helpful criticism. We would like to thank Anne-

Sophie Herard, Dr. Joshua Jackson, and Dr. Ulrike Winkler for pro-

viding data and for helping to prepare Figure 3. LFB is partly funded

by Fondecyt Grant 1160317. The Centro de Estudios Científicos

(CECs) is supported by the Chilean Government through the Centers

of Excellence Basal Financing Program of CONICYT. JPB is funded

by MINECO (SAF2016-78114-R; RTC-2015-3237-1), CIBERFES

(CB16/10/00282), E.U. SP3-People-MC-ITN programme (608381),

EU BATCure grant (666918) and FEDER (European regional devel-

opment fund). GB is affiliated to NeurATRIS: A Translational

Research Infrastructure for Biotherapies in Neurosciences (“Inves-

tissement d’Avenir”, ANR-11-INBS-0011). AKBS has received finan-

cial support from the French State in the context of the

“Investments for the future” Programme IdEx and the LabEx TRAIL,

reference ANR-10-IDEX and ANR-10-LABX-57, and a French–Swiss

ANR-FNS grant reference ANR-15- CE37-0012. AMB was funded

by the University of Nottingham. SK is funded by BBSRC: BB/

L019396/1, BB/K009192/1 and MRC MR/L020661/1. FK was sup-

ported by grants from Deutsche Forschungsgemeinschaft DFG SPP

1757, SFB 894 and FOR 2289; European Commission H2020-

FETPROACT 732344 Neurofibres and H2020-MSCA-ITN-722053

EU-GliaPhD. ANM is supported by US National Institutes of Health

grant R01NS087611, Teva Pharmaceuticals, and Agilent Technolo-

gies. LP received an Excellence Chair from the Programme IdEx, ref-

erence ANR-10-IDEX-03-02 and obtained a French–Swiss ANR-FNS

grant number 310030E-164271. MBR was supported by the

National Institutes of Neurologic Disease and Stroke at the National

Institutes of Health (R01 NS077773). BW is supported by the Uni-

versity of Zurich and the Swiss National Science Foundation and is a

member of the Clinical Research Priority Program of the University

of Zurich on Molecular Imaging.

ORCID

L. Felipe Barros http://orcid.org/0000-0002-6623-4833

Sergey Kasparov http://orcid.org/0000-0002-1824-1764

Michael B. Robinson http://orcid.org/0000-0003-0162-2218

Johannes Hirrlinger http://orcid.org/0000-0002-6327-0089

REFERENCES

Adan, A., Kiraz, Y., & Baran, Y. (2016). Cell proliferation and cytotoxicity

assays. Current Pharmaceutical Biotechnology, 17, 1213–1221.

Akerboom, J., Chen, T. W., Wardill, T. J., Tian, L., Marvin, J. S., Mutlu, S.,

. . . Looger, L. L. (2012). Optimization of a GCaMP calcium indicator

for neural activity imaging. Journal of Neuroscience, 32, 13819–13840.

Almeida, A., Moncada, S., & Bolanos, J. P. (2004). Nitric oxide switches

on glycolysis through the AMP protein kinase and 6-phosphofructo-

2-kinase pathway. Nature Cell Biology, 6, 45–51.

Aubert, A., & Costalat, R. (2007). Compartmentalization of brain energy

metabolism between glia and neurons: insights from mathematical

modeling. Glia, 55, 1272–1279.

Auld, D. S., & Inglese, J. (2004). Interferences with Luciferase Reporter

Enzymes. https://www.ncbi.nlm.nih.gov/books/NBK374281/

Aurich, M. K., & Thiele, I. (2016). Computational modeling of human

metabolism and its application to systems biomedicine. Methods in

Molecular Biology, 1386, 253–281.

Barres, B. A., Koroshetz, W. J., Chun, L. L., & Corey, D. P. (1990). Ion

channel expression by white matter glia: the type-1 astrocyte. Neu-

ron, 5, 527–544.

Barros, L. F., Baeza-Lehnert, F., Valdebenito, R., Ceballo, S., & Alegría, K.

(2014). Fluorescent nanosensor based flux analysis: overview and the

example of glucose. In: H. S. Waagepetersen, J. Hirrlinger, (Eds.).

Springer Protocols: Brain Energy Metabolism. Berlin: Springer.

Barros, L. F., Bittner, C. X., Loaiza, A., & Porras, O. H. (2007). A quantita-

tive overview of glucose dynamics in the gliovascular unit. Glia, 55,

1222–1237.

Barros, L. F., Bittner, C. X., Loaiza, A., Ruminot, I., Larenas, V., Moldenha-

uer, H., . . . Alvarez, M. (2009a). Kinetic validation of 6-NBDG as a

probe for the glucose transporter GLUT1 in astrocytes. Journal of

Neurochemistry, 109(Suppl 1), 94–100.

Barros, L. F., Courjaret, R., Jakoby, P., Loaiza, A., Lohr, C., & Deitmer, J.

W. (2009b). Preferential transport and metabolism of glucose in

Bergmann glia over Purkinje cells: a multiphoton study of cerebellar

slices. Glia, 57, 962–970.

Barros, L. F., San Martin, A., Sotelo-Hitschfeld, T., Lerchundi, R., Fern�an-

dez-Moncada, I., Ruminot, I., . . . Espinoza, D. (2013). Small is fast:

Astrocytic glucose and lactate metabolism at cellular resolution. Fron-

tiers in Cell Neuroscience, 7, 27.

Barros, L. F., San, M. A., Ruminot, I., Sandoval, P. Y., Fernandez-Moncada,

I., Baeza-Lehnert, F., . . . Alegria, K. (2017). Near-critical GLUT1 and

neurodegeneration. Journal of Neuroscience Research, 95, 2267–2274.

Bauer, D. E., Jackson, J. G., Genda, E. N., Montoya, M. M., Yudkoff, M.,

& Robinson, M. B. (2012). The glutamate transporter, GLAST, partici-

pates in a macromolecular complex that supports glutamate metabo-

lism. Neurochemistry International, 61, 566–574.

Beppu, K., Sasaki, T., Tanaka, K. F., Yamanaka, A., Fukazawa, Y., Shige-

moto, R., & Matsui, K. (2014). Optogenetic countering of glial acido-

sis suppresses glial glutamate release and ischemic brain damage.

Neuron, 81, 314–320.

Bergersen, L. H., Magistretti, P. J., & Pellerin, L. (2005). Selective postsy-

naptic co-localization of MCT2 with AMPA receptor GluR2/3

1154 | BARROS ET AL.

http://orcid.org/0000-0002-6623-4833
http://orcid.org/0000-0002-1824-1764
http://orcid.org/0000-0003-0162-2218
http://orcid.org/0000-0002-6327-0089
https://www.ncbi.nlm.nih.gov/books/NBK374281/


subunits at excitatory synapses exhibiting AMPA receptor trafficking.

Cerebral Cortex, 15, 361–370.

Bi, A., Cui, J., Ma, Y. P., Olshevskaya, E., Pu, M., Dizhoor, A. M., & Pan,

Z. H. (2006). Ectopic expression of a microbial-type rhodopsin

restores visual responses in mice with photoreceptor degeneration.

Neuron, 50, 23–33.

Bittner, C. X., Loaiza, A., Ruminot, I., Larenas, V., Sotelo-Hitschfeld, T.,

Guti�errez, R., . . . Barros, L. F. (2010). High resolution measurement of

the glycolytic rate. Frontiers in Neuroenergetics, 2, 1–11. https://doi.
org/10.3389/fnene.2010.00026.

Boekema, E. J., & Braun, H. P. (2007). Supramolecular structure of the

mitochondrial oxidative phosphorylation system. Journal of Biological

Chemistry, 282, 1–4.

Bolanos, J. P., Heales, S. J., Land, J. M., & Clark, J. B. (1995). Effect of

peroxynitrite on the mitochondrial respiratory chain: differential sus-

ceptibility of neurones and astrocytes in primary culture. Journal of

Neurochemistry, 64, 1965–1972.

Bolanos, J. P., Peuchen, S., Heales, S. J., Land, J. M., & Clark, J. B. (1994).

Nitric oxide-mediated inhibition of the mitochondrial respiratory

chain in cultured astrocytes. Journal of Neurochemistry, 63, 910–916.

Boussicault, L., Herard, A. S., Calingasan, N., Petit, F., Malgorn, C., Meri-

enne, N., . . . Bonvento, G. (2014). Impaired brain energy metabolism

in the BACHD mouse model of Huntington’s disease: critical role of

astrocyte-neuron interactions. Journal of Cerebral Blood Flow and

Metabolism 34, 1500–1510.

Bouzier-Sore, A. K., & Bolanos, J. P. (2015). Uncertainties in pentose-

phosphate pathway flux assessment underestimate its contribution to

neuronal glucose consumption: Relevance for neurodegeneration and

aging. Frontiers in Aging Neuroscience, 7, 89.

Boyden, E. S., Zhang, F., Bamberg, E., Nagel, G., & Deisseroth, K. (2005).

Millisecond-timescale, genetically targeted optical control of neural

activity. Nature Neuroscience, 8, 1263–1268.

Brooks, H. B., Geeganage, S., Kahl, S. D., Montrose, C., Sittampalam, S.,

Smith, M. C., & Weidner, J. R. (2004). Basics of Enzymatic Assays for

HTS. https://www.ncbi.nlm.nih.gov/books/NBK92007/

Brown, A. M., Evans, R. D., Black, J., & Ransom, B. R. (2012). Schwann

cell glycogen selectively supports myelinated axon function. Annals

Neurology, 72, 406–418.

Brown, A. M., Skamarauskas, J., Lister, T., Madjd, A., & Ray, D. E. (2011).

Differential susceptibility of astrocytic and neuronal function to 3-

chloropropanediol in the rat inferior colliculus. Journal of Neurochem-

istry, 116, 996–1004.

Brown, A. M., Tekkok, S. B., & Ransom, B. R. (2003). Glycogen regulation

and functional role in mouse white matter. Journal of Physiology, 549,

501–512.

Buescher, J. M., Antoniewicz, M. R., Boros, L. G., Burgess, S. C., Brunen-

graber, H., Clish, C. B., . . . Fendt, S. M. (2015). A roadmap for inter-

preting (13)C metabolite labeling patterns from cells. Current Opinion

in Biotechnology, 34, 189–201.

Bulusu, V., Prior, N., Snaebjornsson, M. T., Kuehne, A., Sonnen, K. F.,

Kress, J., . . . Aulehla, A. (2017). Spatiotemporal analysis of a glycolytic

activity gradient linked to mouse embryo mesoderm development.

Developmental Cell, 40, 331–341.

Bushong, E. A., Martone, M. E., Jones, Y. Z., & Ellisman, M. H. (2002).

Protoplasmic astrocytes in CA1 stratum radiatum occupy separate

anatomical domains. Journal of Neuroscience, 22, 183–192.

Cahoy, J. D., Emery, B., Kaushal, A., Foo, L. C., Zamanian, J. L., Christo-

pherson, K. S., . . . Barres, B. A. (2008). A transcriptome database for

astrocytes, neurons, and oligodendrocytes: A new resource for

understanding brain development and function. Journal of Neuro-

science, 28, 264–278.

Cameron, W. D., Bui, C. V., Hutchinson, A., Loppnau, P., Graslund, S., &

Rocheleau, J. V. (2016). Apollo-NADP(1): A spectrally tunable family

of genetically encoded sensors for NADP(1). Nature Methods, 13,

352–358.

Cater, H. L., Benham, C. D., & Sundstrom, L. E. (2001). Neuroprotective

role of monocarboxylate transport during glucose deprivation in slice

cultures of rat hippocampus. Journal of Physiology, 531, 459–466.

Chance, B., Cohen, P., Jobsis, F., & Schoener, B. (1962). Intracellular

oxidation-reduction states in vivo. Science, 137, 499–508.

Chaudhry, F. A., Lehre, K. P., van Lookeren, C. M., Ottersen, O. P., Dan-

bolt, N. C., & Storm-Mathisen, J. (1995). Glutamate transporters in

glial plasma membranes: highly differentiated localizations revealed

by quantitative ultrastructural immunocytochemistry. Neuron, 15,

711–720.

Choeiri, C., Staines, W., & Messier, C. (2002). Immunohistochemical local-

ization and quantification of glucose transporters in the mouse brain.

Neuroscience, 111, 19–34.

Choi, S. W., Gerencser, A. A., & Nicholls, D. G. (2009). Bioenergetic anal-

ysis of isolated cerebrocortical nerve terminals on a microgram scale:

Spare respiratory capacity and stochastic mitochondrial failure. Jour-

nal of Neurochemistry, 109, 1179–1191.

Chuquet, J., Quilichini, P., Nimchinsky, E. A., & Buzsaki, G. (2010). Pre-

dominant enhancement of glucose uptake in astrocytes versus neu-

rons during activation of the somatosensory cortex. Journal of

Neuroscience, 30, 15298–15303.

Clark, L. C., Jr., Wolf, R., Granger, D., & Taylor, Z. (1953). Continuous

recording of blood oxygen tensions by polarography. Journal of

Applied Physiology, 6, 189–193.

Cong, L., Ran, F. A., Cox, D., Lin, S., Barretto, R., Habib, N., . . . Zhang, F.

(2013). Multiplex genome engineering using CRISPR/Cas systems.

Science, 339, 819–823.

Crone, C. (1965). Facilitated transfer of glucose from blood into brain tis-

sue. Journal of Physiology, 181, 103–113.

Dahlin, J. L., Baell, J., & Walters, M. A. (2004). Assay Interference by

Chemical Reactivity. https://www.ncbi.nlm.nih.gov/books/

NBK326709/

de Graaf, R. A. (2013). In Vivo NMR Spectroscopy: Principles and Techni-

ques. Chichester: John Wiley & Sons.

DeFelipe, J., Lopez-Cruz, P. L., Benavides-Piccione, R., Bielza, C., Larra-

naga, P., Anderson, S., . . . Ascoli, G. A. (2013). New insights into the

classification and nomenclature of cortical GABAergic interneurons.

Nature Reviews Neuroscience, 14, 202–216.

Deitmer, J. W. (1992). Evidence for glial control of extracellular pH in

the leech central nervous system. Glia, 5, 43–47.

Denk, W., Strickler, J. H., & Webb, W. W. (1990). Two-photon laser

scanning fluorescence microscopy. Science, 248, 73–76.

Divakaruni, A. S., Rogers, G. W., & Murphy, A. N. (2014). Measuring

mitochondrial function in permeabilized cells using the Seahorse XF

analyzer or a Clark-type oxygen electrode. Current Protocols in Toxi-

cology, 60, 25–16.

Divakaruni, A. S., Wallace, M., Buren, C., Martyniuk, K., Andreyev, A. Y.,

Li, E., . . . Murphy, A. N. (2017). Inhibition of the mitochondrial pyru-

vate carrier protects from excitotoxic neuronal death. Journal of Cell

Biology, 216, 1091–1105.

Du, J., Rountree, A., Cleghorn, W. M., Contreras, L., Lindsay, K. J., Sadi-

lek, M., . . . Hurley, J. B. (2016). Phototransduction influences meta-

bolic flux and nucleotide metabolism in mouse retina. Journal of

Biological Chemistry, 291, 4698–4710.

Dubois, A., Herard, A. S., Delatour, B., Hantraye, P., Bonvento, G., Dhe-

nain, M., & Delzescaux, T. (2010). Detection by voxel-wise statistical

BARROS ET AL. | 1155

https://doi.org/10.3389/fnene.2010.00026
https://doi.org/10.3389/fnene.2010.00026
https://www.ncbi.nlm.nih.gov/books/NBK92007/
https://www.ncbi.nlm.nih.gov/books/NBK326709/
https://www.ncbi.nlm.nih.gov/books/NBK326709/


analysis of significant changes in regional cerebral glucose uptake in

an APP/PS1 transgenic mouse model of Alzheimer’s disease. Neuro-

image, 51, 586–598.

Dumas, M. E., & Davidovic, L. (2015). Metabolic profiling and phenotyp-

ing of central nervous system diseases: metabolites bring insights

into brain dysfunctions. Journal of Neuroimmune Pharmacology, 10,

402–424.

Duong, N. T., Endo, Y., Nemoto, T., Kato, H., Bouzier-Sore, A. K., Nish-

iyama, Y., & Wong, A. (2016). Evaluation of a high-resolution micro-

sized magic angle spinning (HRìMAS) probe for NMR-based metabolo-

mic studies of nanoliter samples. Analytical Methods, 216, 6815–6820.

Esipova, T. V., Rivera-Jacquez, H. J., Weber, B., Masunov, A. E., & Vinog-

radov, S. A. (2016). Two-photon absorbing phosphorescent metallo-

porphyrins: Effects of pi-extension and peripheral substitution.

Journal of American Chemical Society, 138, 15648–15662.

Esipova, T. V., & Vinogradov, S. A. (2014). Synthesis of phosphorescent

asymmetrically pi-extended porphyrins for two-photon applications.

Journal of Organic Chemistry, 79, 8812–8825.

Fehr, M., Lalonde, S., Lager, I., Wolff, M. W., & Frommer, W. B. (2003).

In vivo imaging of the dynamics of glucose uptake in the cytosol of

COS-7 cells by fluorescent nanosensors. Journal of Biological Chemis-

try, 278, 19127–19133.

Figueiredo, M., Lane, S., Stout, R. F., Jr., Liu, B., Parpura, V., Tesche-

macher, A. G., & Kasparov, S. (2014). Comparative analysis of opto-

genetic actuators in cultured astrocytes. Cell Calcium, 56, 208–214.

Focking, M., Dicker, P., Lopez, L. M., Hryniewiecka, M., Wynne, K., Eng-

lish, J. A., . . . Cotter, D. R. (2016). Proteomic analysis of the postsy-

naptic density implicates synaptic function and energy pathways in

bipolar disorder. Translational Psychiatry, 6, e959.

Freeman, M. R. (2015). Drosophila central nervous system glia. Cold

Spring Harbor Perspectives Biology, 7, a020552.

Frenguelli, B. G., Llaudet, E., & Dale, N. (2003). High-resolution real-time

recording with microelectrode biosensors reveals novel aspects of

adenosine release during hypoxia in rat hippocampal slices. Journal of

Neurochemistry, 86, 1506–1515.

Frenguelli, B. G., Wigmore, G., Llaudet, E., & Dale, N. (2007). Temporal

and mechanistic dissociation of ATP and adenosine release during

ischaemia in the mammalian hippocampus. Journal of Neurochemistry,

101, 1400–1413.

Garavito, R. M., & Ferguson-Miller, S. (2001). Detergents as tools in

membrane biochemistry. Journal of Biological Chemistry, 276, 32403–
32406.

Genda, E. N., Jackson, J. G., Sheldon, A. L., Locke, S. F., Greco, T. M.,

O’donnell, J. C., . . . Robinson, M. B. (2011). Co-compartmentalization

of the astroglial glutamate transporter, GLT-1, with glycolytic

enzymes and mitochondria. Journal of Neuroscience, 31, 18275–
18288.

Glickman, J. F. (2004). Assay Development for Protein Kinase Enzymes.

https://www.ncbi.nlm.nih.gov/books/NBK91991/

Gourine, A. V., Kasymov, V., Marina, N., Tang, F., Figueiredo, M. F., Lane,

S., . . . Kasparov, S. (2010). Astrocytes control breathing through pH-

dependent release of ATP. Science, 329, 571–575.

Gruetter, R., Ugurbil, K., & Seaquist, E. R. (1998). Steady-state cerebral

glucose concentrations and transport in the human brain. Journal of

Neurochemistry, 70, 397–408.

Gusnard, D. A., Raichle, M. E., & Raichle, M. E. (2001). Searching for a

baseline: Functional imaging and the resting human brain. Nature

Reviews in Neuroscience, 2, 685–694.

Hall, C. N., Klein-Flugge, M. C., Howarth, C., & Attwell, D. (2012). Oxida-

tive phosphorylation, not glycolysis, powers presynaptic and

postsynaptic mechanisms underlying brain information processing.

Journal of Neuroscience, 32, 8940–8951.

Harper, S., & Speicher, D. W. (2011). Purification of proteins fused to glu-

tathione S-transferase. Methods in Molecular Biology, 681, 259–280.

Harris, J. J., Jolivet, R., & Attwell, D. (2012). Synaptic energy use and

supply. Neuron, 75, 762–777.

Hasel, P., Dando, O., Jiwaji, Z., Baxter, P., Todd, A. C., Heron, S., . . . Har-

dingham, G. E. (2017). Neurons and neuronal activity control gene

expression in astrocytes to regulate their development and metabo-

lism. Nature Communications, 8, 15132.

Herrero-Mendez, A., Almeida, A., Fernandez, E., Maestre, C., Moncada,

S., & Bolanos, J. P. (2009). The bioenergetic and antioxidant status of

neurons is controlled by continuous degradation of a key glycolytic

enzyme by APC/C-Cdh1. Nature Cell Biology, 11, 747–752.

Hevner, R. F., & Wong-Riley, M. T. (1989). Brain cytochrome oxidase: Puri-

fication, antibody production, and immunohistochemical/histochemical

correlations in the CNS. Journal of Neuroscience, 9, 3884–3898.

Hirrlinger, J., Scheller, A., Hirrlinger, P. G., Kellert, B., Tang, W., Wehr, M.

C., . . . Kirchhoff, F. (2009). Split-cre complementation indicates coin-

cident activity of different genes in vivo. PLoS One, 4, e4286.

Horn, T., & Klein, J. (2010). Lactate levels in the brain are elevated upon

exposure to volatile anesthetics: A microdialysis study. Neurochemis-

try International, 57, 940–947.

Hyder, F., Patel, A. B., Gjedde, A., Rothman, D. L., Behar, K. L., & Shul-

man, R. G. (2006). Neuronal-glial glucose oxidation and

glutamatergic-GABAergic function. Journal of Cerebral Blood Flow and

Metabolism, 26, 865–877.

Iadecola, C., & Nedergaard, M. (2007). Glial regulation of the cerebral

microvasculature. Nature Neuroscience, 10, 1369–1376.

Isono, E., & Schwechheimer, C. (2010). Co-immunoprecipitation and pro-

tein blots. Methods in Molecular Biology, 655, 377–387.

Ito, T., Chiba, T., Ozawa, R., Yoshida, M., Hattori, M., & Sakaki, Y. (2001).

A comprehensive two-hybrid analysis to explore the yeast protein

interactome. Proceedings of the National Academy of Science USA, 98,

4569–4574.

Jakoby, P., Schmidt, E., Ruminot, I., Gutierrez, R., Barros, L. F., & Deitmer,

J. W. (2014). Higher transport and metabolism of glucose in astro-

cytes compared with neurons: A multiphoton study of hippocampal

and cerebellar tissue slices. Cerebral Cortex, 24, 222–231.

Jares-Erijman, E. A., & Jovin, T. M. (2003). FRET imaging. Nature Biotech-

nology, 21, 1387–1395.

Jolivet, R., Allaman, I., Pellerin, L., Magistretti, P. J., & Weber, B. (2010).

Comment on recent modeling studies of astrocyte-neuron metabolic

interactions. Journal of Cerebral Blood Flow and Metabolism, 30,

1982–1986.

Jolivet, R., Coggan, J. S., Allaman, I., & Magistretti, P. J. (2015). Multi-time-

scale modeling of activity-dependent metabolic coupling in the neuron-

glia-vasculature ensemble. PLoS Computational Biology, 11, e1004036.

Kaboord, B., & Perr, M. (2008). Isolation of proteins and protein com-

plexes by immunoprecipitation. Methods in Molecular Biology, 424,

349–364.

Kaplan, N., & Colowick, N. (1955). Preparation and Assay of Enzymes.

New York: Academic Press.

Karagiannis, A., Sylantyev, S., Hadjihambi, A., Hosford, P. S., Kasparov, S.,

& Gourine, A. V. (2016). Hemichannel-mediated release of lactate.

Journal of Cerebral Blood Flow and Metabolism, 36, 1202–1211.

Kasischke, K. A., Vishwasrao, H. D., Fisher, P. J., Zipfel, W. R., & Webb,

W. W. (2004). Neural activity triggers neuronal oxidative metabolism

followed by astrocytic glycolysis. Science, 305, 99–103.

1156 | BARROS ET AL.

https://www.ncbi.nlm.nih.gov/books/NBK91991/


Kelleher, J. K., & Nickol, G. B. (2015). Isotopomer spectral analysis: Utiliz-

ing nonlinear models in isotopic flux studies. Methods in Enzymology,

561, 303–330.

Kovar, J. L., Volcheck, W., Sevick-Muraca, E., Simpson, M. A., & Olive, D.

M. (2009). Characterization and performance of a near-infrared 2-

deoxyglucose optical imaging agent for mouse cancer models. Analyt-

ical Biochemistry, 384, 254–262.

Kurczy, M. E., Zhu, Z. J., Ivanisevic, J., Schuyler, A. M., Lalwani, K., Santi-

drian, A. F., . . . Siuzdak, G. (2015). Comprehensive bioimaging with

fluorinated nanoparticles using breathable liquids. Nature Communica-

tions, 6, 5998.

Kyung, T., Lee, S., Kim, J. E., Cho, T., Park, H., Jeong, Y. M., . . . Heo, W.

D. (2015). Optogenetic control of endogenous Ca(21) channels in

vivo. Nature Biotechnology, 33, 1092–1096.

Lalo, U., Pankratov, Y., Wichert, S. P., Rossner, M. J., North, R. A., Kirchh-

off, F., & Verkhratsky, A. (2008). P2X1 and P2X5 subunits form the

functional P2X receptor in mouse cortical astrocytes. Journal of Neu-

roscience, 28, 5473–5480.

Le Maire, M., Champeil, P., & Moller, J. V. (2000). Interaction of mem-

brane proteins and lipids with solubilizing detergents. Biochimica et

Biophysica Acta, 1508, 86–111.

Le Masson, G., Przedborski, S., & Abbott, L. F. (2014). A computational

model of motor neuron degeneration. Neuron, 83, 975–988.

Lecoq, J., Parpaleix, A., Roussakis, E., Ducros, M., Houssen, Y. G., Vinog-

radov, S. A., & Charpak, S. (2011). Simultaneous two-photon imaging

of oxygen and blood flow in deep cerebral vessels. Nature Medicine,

17, 893–898.

Lee, Y., Morrison, B. M., Li, Y., Lengacher, S., Farah, M. H., Hoffman, P.

N., . . . Rothstein, J. D. (2012). Oligodendroglia metabolically support

axons and contribute to neurodegeneration. Nature, 487, 443–448.

Lefevre, P. G. (1948). Evidence of active transfer of certain non-

electrolytes across the human red cell membrane. Journal of General

Physiology, 31, 505–527.

Lehre, K. P., Levy, L. M., Ottersen, O. P., Storm-Mathisen, J., & Danbolt,

N. C. (1995). Differential expression of two glial glutamate transport-

ers in the rat brain: Quantitative and immunocytochemical observa-

tions. Journal of Neuroscience, 15, 1835–1853.

Lerchundi, R., Fernandez-Moncada, I., Contreras-Baeza, Y., Sotelo-Hitsch-

feld, T., Machler, P., Wyss, M. T., . . . Barros, L. F. (2015). NH41 trig-

gers the release of astrocytic lactate via mitochondrial pyruvate

shunting. Proceedings of the National Academy of Science USA, 112,

11090–11095.

Li, Q., Lau, A., Morris, T. J., Guo, L., Fordyce, C. B., & Stanley, E. F.

(2004). A syntaxin 1, Galpha(o), and N-type calcium channel complex

at a presynaptic nerve terminal: Analysis by quantitative immunoco-

localization. Journal of Neuroscience, 24, 4070–4081.

Li-Byarlay, H., Rittschof, C. C., Massey, J. H., Pittendrigh, B. R., & Robin-

son, G. E. (2014). Socially responsive effects of brain oxidative

metabolism on aggression. Proceedings of the National Academy of Sci-

ence USA, 111, 12533–12537.

Loaiza, A., Porras, O. H., & Barros, L. F. (2003). Glutamate triggers rapid

glucose transport stimulation in astrocytes as evidenced by real-time

confocal microscopy. Journal of Neuroscience, 23, 7337–7342.

Lopez-Fabuel, I., Le, D. J., Logan, A., James, A. M., Bonvento, G., Murphy,

M. P., . . . Bolanos, J. P. (2016). Complex I assembly into supercom-

plexes determines differential mitochondrial ROS production in neu-

rons and astrocytes. Proceedings of the National Academy of Science

USA, 113, 13063–13068.

Lorsch, J. R. (2015). Preface. Laboratory methods in enzymology: Protein

part D. Methods in Enzymology, 559, xi.

Lundgaard, I., Li, B., Xie, L., Kang, H., Sanggaard, S., Haswell, J. D., . . .

Nedergaard, M. (2015). Direct neuronal glucose uptake heralds

activity-dependent increases in cerebral metabolism. Nature Commu-

nications, 6, 6807.

Lyons, D. G., Parpaleix, A., Roche, M., & Charpak, S. (2016). Mapping

oxygen concentration in the awake mouse brain. Elife, 5, e12024.

Machler, P., Wyss, M. T., Elsayed, M., Stobart, J., Gutierrez, R., von

Faber-Castell, A., . . . Weber, B. (2016). In vivo evidence for a lactate

gradient from astrocytes to neurons. Cell Metabolism, 23, 94–102.

Madisen, L., Garner, A. R., Shimaoka, D., Chuong, A. S., Klapoetke, N. C.,

Li, L., . . . Zeng, H. (2015). Transgenic mice for intersectional targeting

of neural sensors and effectors with high specificity and perform-

ance. Neuron, 85, 942–958.

Malatesta, P., Hack, M. A., Hartfuss, E., Kettenmann, H., Klinkert, W.,

Kirchhoff, F., & Gotz, M. (2003). Neuronal or glial progeny: Regional

differences in radial glia fate. Neuron, 37, 751–764.

Malonek, D., & Grinvald, A. (1996). Interactions between electrical activ-

ity and cortical microcirculation revealed by imaging spectroscopy:

Implications for functional brain mapping. Science, 272, 551–554.

Mamczur, P., Borsuk, B., Paszko, J., Sas, Z., Mozrzymas, J., Wisniewski, J.

R., . . . Rakus, D. (2015). Astrocyte-neuron crosstalk regulates the

expression and subcellular localization of carbohydrate metabolism

enzymes. Glia, 63, 328–340.

Mangia, S., Simpson, I. A., Vannucci, S. J., & Carruthers, A. (2009). The in

vivo neuron-to-astrocyte lactate shuttle in human brain: Evidence

from modeling of measured lactate levels during visual stimulation.

Journal of Neurochemistry, 109(Suppl 1), 55–62.

Martinez-Hernandez, A., Bell, K. P., & Norenberg, M. D. (1977). Gluta-

mine synthetase: Glial localization in brain. Science, 195, 1356–1358.

Mayevsky, A., & Chance, B. (1975). Metabolic responses of the awake

cerebral cortex to anoxia hypoxia spreading depression and epilepti-

form activity. Brain Research, 98, 149–165.

Miyawaki, A., Griesbeck, O., Heim, R., & Tsien, R. Y. (1999). Dynamic and

quantitative Ca21 measurements using improved cameleons. Pro-

ceedings of the National Academy of Science USA, 96, 2135–2140.

Mookerjee, S. A., Gerencser, A. A., Nicholls, D. G., & Brand, M. D.

(2017). Quantifying intracellular rates of glycolytic and oxidative atp

production and consumption using extracellular flux measurements.

Journal of Biological Chemistry, 292, 7189–7207.

Mookerjee, S. A., Goncalves, R. L., Gerencser, A. A., Nicholls, D. G., &

Brand, M. D. (2015). The contributions of respiration and glycolysis

to extracellular acid production. Biochimica et Biophysica Acta, 1847,

171–181.

Murphy, A. N., & Chan, D. (2014). Mitochondrial Function. 1 ed. New

York: Academic Press.

Nagel, G., Szellas, T., Huhn, W., Kateriya, S., Adeishvili, N., Berthold, P.,

. . . Bamberg, E. (2003). Channelrhodopsin-2, a directly light-gated

cation-selective membrane channel. Proceedings of the National Acad-

emy of Science USA, 100, 13940–13945.

Nagelhus, E. A., & Ottersen, O. P. (2013). Physiological roles of

aquaporin-4 in brain. Physiological Review, 93, 1543–1562.

Newman, L. A., Korol, D. L., & Gold, P. E. (2011). Lactate produced by

glycogenolysis in astrocytes regulates memory processing. PLoS One,

6, e28427.

Nimmerjahn, A., Kirchhoff, F., & Helmchen, F. (2005). Resting microglial

cells are highly dynamic surveillants of brain parenchyma in vivo. Sci-

ence, 308, 1314–1318.

Ogawa, S., Lee, T. M., Kay, A. R., & Tank, D. W. (1990). Brain magnetic

resonance imaging with contrast dependent on blood oxygenation.

Proceedings of the National Academy of Science USA, 87, 9868–9872.

BARROS ET AL. | 1157



Oz, G., Alger, J. R., Barker, P. B., Bartha, R., Bizzi, A., Boesch, C., . . .

Kauppinen, R. A. (2014). Clinical proton MR spectroscopy in central

nervous system disorders. Radiology, 270, 658–679.

Palygin, O., Lalo, U., & Pankratov, Y. (2011). Distinct pharmacological and

functional properties of NMDA receptors in mouse cortical astro-

cytes. British Journal of Pharmacology, 163, 1755–1766.

Parpaleix, A., Goulam, H. Y., & Charpak, S. (2013). Imaging local neuronal

activity by monitoring PO(2) transients in capillaries. Nature Medicine,

19, 241–246.

Paukert, M., Agarwal, A., Cha, J., Doze, V. A., Kang, J. U., & Bergles, D. E.

(2014). Norepinephrine controls astroglial responsiveness to local cir-

cuit activity. Neuron, 82, 1263–1270.

Pendin, D., Greotti, E., Lefkimmiatis, K., & Pozzan, T. (2017). Exploring cells

with targeted biosensors. Journal of General Physiology, 149, 1–36.

Perea, G., Yang, A., Boyden, E. S., & Sur, M. (2014). Optogenetic astro-

cyte activation modulates response selectivity of visual cortex neu-

rons in vivo. Nature Communications, 5, 3262.

Phizicky, E. M., & Fields, S. (1995). Protein–protein interactions: Methods

for detection and analysis. Microbiology Review, 59, 94–123.

Pierre, K., Chatton, J. Y., Parent, A., Repond, C., Gardoni, F., Di, L. M., &

Pellerin, L. (2009). Linking supply to demand: the neuronal monocar-
boxylate transporter MCT2 and the alpha-amino-3-hydroxyl-5-

methyl-4-isoxazole-propionic acid receptor GluR2/3 subunit are asso-
ciated in a common trafficking process. European Journal of Neuro-

science, 29, 1951–1963.

Pierre, K., Magistretti, P. J., & Pellerin, L. (2002). MCT2 is a major neuro-

nal monocarboxylate transporter in the adult mouse brain. Journal of

Cerebral Blood Flow and Metabolism, 22, 586–595.

Pietraszewska-Bogiel, A., & Gadella, T. W. (2011). FRET microscopy:

From principle to routine technology in cell biology. Journal of Micros-

copy, 241, 111–118.

Pike, G. B. (2012). Quantitative functional MRI: Concepts, issues and

future challenges. Neuroimage, 62, 1234–1240.

Plaçais, P. Y., de Tredern, E., Scheunamann, L., Trannoy, S., Goguel, V.,

Han, K. A., . . . Preat, T. (2017). Upregulated energy metabolism in the
Drosophila mushroom body is the trigger for long-term memory. Nature

Communications, 8, 15510. https://doi.org/10.1038/ncomms15510.

Porras, O. H., Loaiza, A., & Barros, L. F. (2004). Glutamate mediates acute

glucose transport inhibition in hippocampal neurons. Journal of Neuro-

science, 24, 9669–9673.

Porras, O. H., Ruminot, I., Loaiza, A., & Barros, L. F. (2008). Na(1)-Ca(21)

cosignaling in the stimulation of the glucose transporter GLUT1 in

cultured astrocytes. Glia, 56, 59–68.

Poskanzer, K. E., & Yuste, R. (2016). Astrocytes regulate cortical state

switching in vivo. Proceedings of the National Academy of Science USA,

113, E2675–E2684.

Purich, D. (1979). Enzyme Kinetics and Mechanism, Part A: Initial Rate and

Inhibitor Methods. New York: Academic Press.

Purich, D. (1980). Enzyme Kinetics and Mechanism, Part B: Isotopic Probes

and Complex Enzyme Systems. New York: Academic Press.

Purich, D. (1982). Enzyme Kinetics and Mechanism, Part C: Intermediates,

Stereochemistry, and Rate Studies. New York: Academic Press.

Ransom, B. (2009). The neuronal microenvironment. In: W. F. Boron, E.

L. Boulpaep, (Eds.). Medical Physiology (pp. 289–309). Philadelphia:

Saunders Elsevier.

Reinert, K. C., Gao, W., Chen, G., Wang, X., Peng, Y. P., & Ebner, T. J.

(2011). Cellular and metabolic origins of flavoprotein autofluores-

cence in the cerebellar cortex in vivo. Cerebellum, 10, 585–599.

Reivich, M., Kuhl, D., Wolf, A., Greenberg, J., Phelps, M., Ido, T., . . .

Sokoloff, L. (1979). The [18F]fluorodeoxyglucose method for the

measurement of local cerebral glucose utilization in man. Circ Res, 44,

127–137.

Robinson, M. B., & Jackson, J. G. (2016). Astroglial glutamate transport-

ers coordinate excitatory signaling and brain energetics. Neurochemis-

try International, 98, 56–71.

Rodrigues, T. B., Valette, J., & Bouzier-Sore, A. K. (2013). (13)C NMR

spectroscopy applications to brain energy metabolism. Frontiers in

Neuroenergetics, 5, 9.

Rogers, G. W., Brand, M. D., Petrosyan, S., Ashok, D., Elorza, A. A., Fer-

rick, D. A., & Murphy, A. N. (2011). High throughput microplate respi-

ratory measurements using minimal quantities of isolated

mitochondria. PLoS One, 6, e21746.

Rose, E. M., Koo, J. C., Antflick, J. E., Ahmed, S. M., Angers, S., & Hamp-

son, D. R. (2009). Glutamate transporter coupling to Na, K-ATPase.

Journal of Neuroscience, 29, 8143–8155.

Rothman, D. L., Sibson, N. R., Hyder, F., Shen, J., Behar, K. L., & Shulman,

R. G. (1999). In vivo nuclear magnetic resonance spectroscopy studies

of the relationship between the glutamate-glutamine neurotransmitter

cycle and functional neuroenergetics. Philosophical Transactions of the

Royal Society of London. Series B: Biological Sciences, 354, 1165–1177.

Ruminot, I., Guti�errez, R., Pe~na-Munzenmeyer, G., A~nazco, C., Sotelo-

Hitschfeld, T., Lerchundi, R., . . . Barros, L. F. (2011). NBCe1 mediates

the acute stimulation of astrocytic glycolysis by extracellular K1. Jour-

nal of Neuroscience, 31, 14264–14271.

Sakadzic, S., Roussakis, E., Yaseen, M. A., Mandeville, E. T., Srinivasan, V.

J., Arai, K., . . . Boas, D. A. (2010). Two-photon high-resolution mea-

surement of partial pressure of oxygen in cerebral vasculature and

tissue. Nature Methods, 7, 755–759.

Sakadzic, S., Roussakis, E., Yaseen, M. A., Mandeville, E. T., Srinivasan, V.

J., Arai, K., Ruvinskaya, S., Wu, W., Devor, A., Lo, E. H., Vinogradov,

S. A., & Boas, D. A. (2011). Cerebral blood oxygenation measurement

based on oxygen-dependent quenching of phosphorescence. Journal

of Visualized Experiments. 51, 1694.

San Martín, A., Ceballo, S., Baeza-Lehnert, F., Lerchundi, R., Valdebenito,

R., Contreras-Baeza, Y., . . . Barros, L. F. (2014a). Imaging mitochon-

drial flux in single cells with a FRET sensor for pyruvate. PLoS ONE,

9, e85780.

San Martín, A., Ceballo, S., Ruminot, I., Lerchundi, R., Frommer, W. B., & Bar-

ros, L. F. (2013). A genetically encoded FRET lactate sensor and its use

to detect the Warburg effect in single cancer cells. PLoS ONE, 8, e57712.

San Martín, A., Sotelo-Hitschfeld, T., Lerchundi, R., Fenandez-

Moncada, I., Ceballo, S., Valdebenito, R., . . . Barros, L. F. (2014b).

Single-cell imaging tools for brain energy metabolism: A review.

Neurophotonics, 1, 011004.

Schousboe, A., Svenneby, G., & Hertz, L. (1977). Uptake and metabolism

of glutamate in astrocytes cultured from dissociated mouse brain

hemispheres. Journal of Neurochemistry, 29, 999–1005.

Seddon, A. M., Curnow, P., & Booth, P. J. (2004). Membrane proteins,

lipids and detergents: Not just a soap opera. Biochimica et Biophysica

Acta, 1666, 105–117.

Sekar, R. B., & Periasamy, A. (2003). Fluorescence resonance energy

transfer (FRET) microscopy imaging of live cell protein localizations.

Journal of Cell Biology, 160, 629–633.

Shibuki, K., Hishida, R., Murakami, H., Kudoh, M., Kawaguchi, T., Wata-

nabe, M., . . . Tanaka, R. (2003). Dynamic imaging of somatosensory

cortical activity in the rat visualized by flavoprotein autofluorescence.

Journal of Physiology, 549, 919–927.

Shuttleworth, C. W. (2010). Use of NAD(P)H and flavoprotein autofluor-

escence transients to probe neuron and astrocyte responses to syn-

aptic activation. Neurochemistry International, 56, 379–386.

1158 | BARROS ET AL.

https://doi.org/10.1038/ncomms15510


Simeonov, A., & Davis, M. I. (2004). Interference with Fluorescence and

Absorbance. https://www.ncbi.nlm.nih.gov/books/NBK343429/

Simon, H. A. (1962). The architecture of complexity. Proceedings of the

American Philosophical Society, 106, 467–482.

Sokoloff, L., Reivich, M., Kennedy, C., Des Rosiers, M. H., Patlak, C. S.,

Pettigrew, K. D., . . . Shinohara, M. (1977). The [14C]deoxyglucose

method for the measurement of local cerebral glucose utilization:

theory, procedure, and normal values in the conscious and anesthe-

tized albino rat. Journal of Neurochemistry, 28, 897–916.

Sotelo-Hitschfeld, T., Fern�andez-Moncada, I., & Barros, L. F. (2012).

Acute feedback control of astrocytic glycolysis by lactate. Glia, 60,

674–680.

Sotelo-Hitschfeld, T., Niemeyer, M. I., Machler, P., Ruminot, I., Lerchundi, R.,

Wyss, M. T., . . . Barros, L. F. (2015). Channel-mediated lactate release

by k1-stimulated astrocytes. Journal of Neuroscience, 35, 4168–4178.

Speizer, L., Haugland, R., & Kutchai, H. (1985). Asymmetric transport of a

fluorescent glucose analogue by human erythrocytes. Biochimica et

Biophysica Acta, 815, 75–84.

Stagg, A., & Rothman, D. (2014). Magnetic Resonance Spectroscopy: Tools

for Neuroscience Research and Emerging Clinical Applications. New

York: Academic Press.

Stridh, M. H., Alt, M. D., Wittmann, S., Heidtmann, H., Aggarwal, M., Rie-

derer, B., . . . Becker, H. M. (2012). Lactate flux in astrocytes is

enhanced by a non-catalytic action of carbonic anhydrase II. Journal

of Physiology, 590, 2333–2351.

Stys, P. K., Ransom, B. R., & Waxman, S. G. (1991). Compound action

potential of nerve recorded by suction electrode: A theoretical and

experimental analysis. Brain Research, 546, 18–32.

Tang, F., Lane, S., Korsak, A., Paton, J. F. R., Gourine, A. V., Kasparov, S.,

& Teschemacher, A. (2014). Lactate-mediated glia-neuronal signalling

in the mammalian brain. Nature Communications, 5,

Tchaoussoff, J., Meric, P., Borredon, J., Fedeli, O., Gillet, B., Berenger, G.,

. . . Seylaz, J. (1991). Value of in vivo NMR spectroscopy in the study

of cerebral metabolism under inhalation anesthesia. Agressologie, 32,

333–338.

Tekkok, S. B., Brown, A. M., Westenbroek, R., Pellerin, L., & Ransom, B.

R. (2005). Transfer of glycogen-derived lactate from astrocytes to

axons via specific monocarboxylate transporters supports mouse

optic nerve activity. Journal of Neuroscience Research, 81, 644–652.

Tian, Y. S., Lee, H. Y., Lim, C. S., Park, J., Kim, H. M., Shin, Y. N., . . . Cho,

B. R. (2009). A two-photon tracer for glucose uptake. Angewandte

Chemie International Edition in English, 48, 8027–8031.

Trevisiol, A., Saab, A. S., Winkler, U., Marx, G., Imamura, H., Mobius, W.,

. . . Hirrlinger, J. (2017). Monitoring ATP dynamics in electrically

active white matter tracts. Elife, 6,

Tsien, R. Y. (2009). Indicators based on fluorescence resonance energy

transfer (FRET). Cold Spring Harbor Protocols, 2009, db.

Tsuyama, T., Kishikawa, J., Han, Y. W., Harada, Y., Tsubouchi, A., Noji,

H., . . . Imamura, H. (2013). In vivo fluorescent adenosine 5’-
triphosphate (ATP) imaging of Drosophila melanogaster and Caeno-

rhabditis elegans by using a genetically encoded fluorescent ATP bio-

sensor optimized for low temperatures. Analytical Chemistry, 2085,

7889–7896.

Vannucci, S. J., Maher, F., & Simpson, I. A. (1997). Glucose transporter pro-

teins in brain: Delivery of glucose to neurons and glia. Glia, 21, 2–21.

Volkenhoff, A., Hirrlinger, J., Kappel, J. M., Klämbt, C., & Schirmeier, S.

(2017). Live imaging using a FRET glucose sensor reveals glucose

delivery to all cell types in the Drosophila brain. Journal of Insect

Physiology, 18, S0022–1910(17)30082–30083. https://doi.org/10.

1016/j.jinsphys.2017.07.010. [Epub ahead of print]

Wilson, J. E. (2003). Isozymes of mammalian hexokinase: Structure, sub-

cellular localization and metabolic function. Journal of Experimental

Biology, 206, 2049–2057.

Wang, H., Yang, H., Shivalila, C. S., Dawlaty, M. M., Cheng, A. W., Zhang,

F., & Jaenisch, R. (2013). One-step generation of mice carrying muta-

tions in multiple genes by CRISPR/Cas-mediated genome engineer-

ing. Cell, 153, 910–918.

Warburg, O. (1928). The chemical constitution of the respiration fer-

ment. Science, 68, 437–443.

Weber, B., Burger, C., Wyss, M. T., von Schulthess, G. K., Scheffold, F., &

Buck, A. (2004). Optical imaging of the spatiotemporal dynamics of

cerebral blood flow and oxidative metabolism in the rat barrel cortex.

European Journal of Neuroscience, 20, 2664–2670.

Widdas, W. F. (1954). Facilitated transfer of hexoses across the human

erythrocyte membrane. Journal of Physiology, 125, 163–180.

Widder, K., & Green, R. (1985). Drug and Enzyme Targeting, Part A. New

York: Academic Press.

Wong-Riley, M. T. (1989). Cytochrome oxidase: An endogenous metabolic

marker for neuronal activity. Trends in Neuroscience, 12, 94–101.

Yang, C., Ko, B., Hensley, C. T., Jiang, L., Wasti, A. T., Kim, J., . . . DeBer-

ardinis, R. J. (2014a). Glutamine oxidation maintains the TCA cycle

and cell survival during impaired mitochondrial pyruvate transport.

Molecular Cell, 56, 414–424.

Yang, X., Hamner, M. A., Brown, A. M., Evans, R. D., Ye, Z. C., Chen, S.,

& Ransom, B. R. (2014b). Novel hypoglycemic injury mechanism: N-

methyl-D-aspartate receptor-mediated white matter damage. Annals

Neurology, 75, 492–507.

Yoshioka, K., Takahashi, H., Homma, T., Saito, M., Oh, K. B., Nemoto, Y.,

& Matsuoka, H. (1996). A novel fluorescent derivative of glucose

applicable to the assessment of glucose uptake activity of Escherichia

coli. Biochimica et Biophysica Acta, 1289, 5–9.

Yu, A. C., Drejer, J., Hertz, L., & Schousboe, A. (1983). Pyruvate carboxyl-

ase activity in primary cultures of astrocytes and neurons. Journal of

Neurochemistry, 41, 1484–1487.

Yudilevich, D. L., & Sepulveda, F. V. (1976). The specificity of amino acid and

sugar carriers in the capillaries of the dog brain studied in vivo by rapid indi-

cator dilution. Advances in Experimental Medicine and Biology, 69, 77–87.

Zhang, J., Nuebel, E., Wisidagama, D. R., Setoguchi, K., Hong, J. S., Van

Horn, C. M., . . . Teitell, M. A. (2012). Measuring energy metabolism

in cultured cells, including human pluripotent stem cells and differen-

tiated cells. Nature Protocols, 7, 1068–1085.

Zhang, R. W. K. (2017). High performance enzyme kinetics of turnover,

activation and inhibition for translational drug discovery. Expert Opin-

ion in Drug Discovery, 12, 17–37.

Zhang, Y., Chen, K., Sloan, S. A., Bennett, M. L., Scholze, A. R., O’keeffe,
S., . . . Wu, J. Q. (2014). An RNA-sequencing transcriptome and

splicing database of glia, neurons, and vascular cells of the cerebral

cortex. Journal of Neuroscience, 34, 11929–11947.

Zimmer, E. R., Parent, M. J., Souza, D. G., Leuzy, A., Lecrux, C., Kim, H. I.,

. . . Rosa-Neto, P. (2017). [18F]FDG PET signal is driven by astroglial

glutamate transport. Nature Neuroscience, 20, 393–395.

Zipfel, W. R., Williams, R. M., & Webb, W. W. (2003). Nonlinear magic:

Multiphoton microscopy in the biosciences. Nature Biotechnology, 21,

1369–1377.

How to cite this article: Barros LF, Bola~nos JP, Bonvento G,

et al. Current technical approaches to brain energy metabolism.

Glia. 2018;66:1138–1159. https://doi.org/10.1002/glia.23248

BARROS ET AL. | 1159

https://www.ncbi.nlm.nih.gov/books/NBK343429/
https://doi.org/10.1016/j.jinsphys.2017.07.010
https://doi.org/10.1016/j.jinsphys.2017.07.010
https://doi.org/10.1002/glia.23248

