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Abstract. Particle-in-cell (PIC) codes are used since the early 1960s for calculating self-consistently the motion of 
charged particles in plasmas, taking into account external electric and magnetic fields as well as the fields created by the 
particles itself. Due to the used very small time steps (in the order of the inverse plasma frequency) and mesh size the 
computational requirements can be very high and they drastically increase with increasing plasma density and size of the 
calculation domain. Thus, usually small computational domains and/or reduced dimensionality are used. In the last years 
the available CPU power strongly increased. Together with a massive parallelization of the codes it is now possible to 
describe in 3D the extraction of charged particles from a plasma, using calculation domains with an edge length of 
several centimeters, consisting of one extraction aperture, the plasma in direct vicinity of the aperture and a part of the 
extraction system. 
Large negative hydrogen or deuterium ion sources are essential parts of the neutral beam injection (NBI) system in future 
fusion devices like the international experiment ITER and the demonstration reactor DEMO. For ITER NBI RF driven 
sources with a source area of 0.9 × 1.9 m2 and 1280 extraction apertures will be used. Extraction of negative ions is 
accompanied by co-extraction of electrons which are deflected onto an electron dump. Typically, the maximum negative 
extracted ion current is limited by the amount and the temporal instability of the co-extracted electrons, especially for 
operation in deuterium. Different PIC codes are available for the extraction region of large driven negative ion sources 
for fusion. Additionally, some effort is ongoing in developing codes that describe in a simplified manner (coarser mesh or 
reduced dimensionality) the plasma of the whole ion source. 
The presentation first gives a brief overview of the current status of the ion source development for ITER NBI and of the 
PIC method. Different PIC codes for the extraction region are introduced as well as the coupling to codes describing the 
whole source (PIC codes or fluid codes). Presented and discussed are different physical and numerical aspects of 
applying PIC codes to negative hydrogen ion sources for fusion as well as selected code results. Main focus of future 
calculations will be the meniscus formation and identifying measures for reducing the co-extracted electrons, in particular 
for deuterium operation. Recent results of the 3D PIC code ONIX (calculation domain: one extraction aperture and its 
vicinity) for the ITER prototype source (1/8 size of the ITER NBI source) are presented. 

INTRODUCTION 

Aim of this paper is to give an overview of the current status of Particle-in-Cell (PIC) codes for the extraction 
region of large negative hydrogen ion sources for fusion. The paper splits up in three parts: i) the introduction 
motivates the application of negative hydrogen ion sources for fusion and summarizes the main issues and the 
current status, focused on the RF driven sources for neutral beam injection (NBI) at the international fusion 
experiment ITER. Additionally, the PIC method is introduced. ii) The second section introduces different PIC codes 
available for the extraction region of negative hydrogen ion sources for fusion, gives an overview of different 
physical and numerical aspects of applying such codes and presents selected results. iii) The third and final section 
focuses on the 3D PIC code ONIX, being applied to the RF driven ITER prototype ion source and the half-ITER-
size ion source of the ELISE test facility. The current status of the code and current results are presented. 



The ion sources are operated in hydrogen or deuterium. ITER will finally be operated with deuterium and tritium 
and thus the NBI has to be based on negative deuterium ions. However, most theoretical investigations performed up 
to now have been done for hydrogen only. For the sake of simplicity, throughout the paper the term ‘hydrogen’ 
means either hydrogen or deuterium, unless otherwise specifically mentioned 

Negative hydrogen ion sources for fusion 

Neutral beam injection (NBI) systems based on the production, extraction, acceleration and neutralization of 
negative hydrogen ions are used at the Stellarator experiment LHD [1] at NIFS, have been used at the Tokamak JT-
60U [2] at JAEA, currently being upgraded to JT60-SA [3] and are foreseen for the international Tokamak project 
ITER [4,5]. Since the working principle of the different used negative hydrogen ion sources is in principle similar, 
the following description of the experiment will focus on the ion sources for ITER. The overview on the different 
available PIC codes, however, will consider codes applied to all these ion sources and/or the respective test 
facilities. 

For ITER, two NBI systems with 33 MW total power at a beam energy of 1 MeV are foreseen. In order to 
deliver these parameters, a large area (width: 0.9 m, height: 1.9 m) negative hydrogen ion source is necessary, 
capable of delivering an extracted current of 57 A for 3600 s in deuterium operation and 66 A for 1000 s in 
hydrogen (corresponding to current densities of 28.5 mA/cm2 and 33.0 mA/cm2, respectively). 

In order to minimize stripping losses of negative ions in the accelerator, the source has to be operated at a filling 
pressure of 0.3 Pa. Additionally, to limit the power loads in the extraction system, the co-extracted electron current 
has to be equal or smaller compared to the extracted negative ion current. For a good transmission the beam needs to 
have a homogeneity better than 90% with a divergence of better than 7 mrad. 

Up to now, these parameters have not been achieved simultaneously. A stepwise development process for the 
neutral beam heating systems was defined by the European domestic agency F4E in a R&D roadmap [6,7]. First step 
of this process is the RF driven negative ion source prototype (width: 0.3 m, height: 0.6 m) developed at IPP 
Garching [8,9], followed by the ELISE (Extraction from a large ion source experiment) test facility [10,11] with its 
half-ITER-size ion source (width: 0.9 m, height: 1.0 m). The ion sources used at the SPIDER and MITICA test 
facilities under construction at the neutral beam test facility PRIMA in Padova, Italy [12,13] represent the final 
development step as they are in principal identical with the ion source of the ITER NBI system. A schematic view of 
the ELISE ion source is shown in figure 1. 

  

 
FIGURE 1. Schematic view of the ELISE ion source, together with the used coordinate system. 

 
In these RF driven ion sources the plasma is generated in cylindrical drivers by inductive RF coupling (PRF=up 

to 100 kW/driver, fRF=1 MHz). The main advantage of the driver concept is the modularity, which enables the 
extension to large sources by adding several drivers to one common expansion chamber. While the prototype source 



is based on one single driver, the ELISE source uses four drivers, powered by two RF generators (each generator 
powers to two neighboring drivers which are connected in series) and the ITER source uses eight drivers. 

Negative ions are produced predominantly [14,15] via the surface conversion process [16] of neutral atoms on 
the surface of the first grid (plasma grid, PG, consisting of molybdenum-coated copper) of the multi-aperture 
extraction system. This process can be enhanced significantly (and favored over the volume process [16]) by 
evaporating caesium into the source and depositing it on the PG surface to reduce its work function. A caesium 
redistribution process, called caesium conditioning, is necessary in order to obtain a good source performance [17], 
i.e. a high extracted negative ion current and simultaneously a low current of co-extracted electrons. Starting from a 
clean source, i.e. without caesium, this caesium conditioning procedure can last up to several operational days. 

A magnetic filter field in front of the PG (Bhorizontal a few mT, sufficient for magnetizing the electrons) is applied 
for minimizing the destruction of negative ions by electron collisions and for reducing the amount of co-extracted 
electrons. The magnetic filter field is generated in the prototype source by rods of permanent magnets, attached to 
the vertical side walls of the ion source [18]. In the ELISE source and the future ITER sources the filter field is 
generated by a current of several kA flowing in vertical direction through the PG [19]. 

A bias plate (BP), in principle an extension of the source walls, covers the part of the PG without extraction 
apertures. By applying a positive voltage (typically ≈20 V) to the PG with respect to the bias plate the plasma in 
front of PG can be influenced in a way that further reduces the current of co-extracted electrons [9]. 

In ELISE the extraction system consists of the PG, the extraction grid (EG) and the grounded grid (GG). The 
ITER system consists of the PG, the EG, four acceleration grids (AG) and the GG [20]. The apertures of the PG are 
chamfered in order to enhance the extraction probability for negative ions [8]. The diameter of the apertures is 
14 mm. In ELISE the superposition of 640 individual beamlets results in a beam of about 1 m×1 m while in the 
ITER system 1280 apertures create a beam of 1 m×2 m. At ELISE the total available high voltage (up to 60 kV) is 
significantly smaller compared to the up to 1 MV of ITER and beam divergences down to 1° are obtained in 
perveance matched conditions. 

The boundary between quasi-neutral plasma and the beamlets is called meniscus. The shape of the meniscus 
plays a crucial role for the quality (characterized mostly by the divergence) of the individual beamlets [21]. It is the 
result of the interplay of charged particle fluxes towards the extraction aperture, the geometry of the extraction 
system and the extraction potential [22]. 

Permanent magnets embedded into the EG generate the deflection field, bending the co-extracted electrons out of 
the beam at low energies and dumping them onto the surface of the EG. Depending on the caesium conditioning 
status and the source parameters the co-extracted electron current can show a pronounced increase during pulses [9]. 
It can also be strongly non-uniform between the top and bottom grid segment [23]. If the power deposited onto the 
EG is too high, beam extraction is stopped by a safety interlock. Thus, a high co-extracted electron current can 
prevent increasing the extraction voltage or the RF power in order to increase the extracted negative ion current. If 
the co-extracted electron current strongly increases during a pulse it can limit the length of the pulse. Typically, in 
deuterium plasmas the co-extracted electron current is larger and their temporal instability is more pronounced than 
in hydrogen [24]. The reason for these effects is currently not known. 

The extraction region is the plasma volume close to the PG in that almost all physical aspects relevant for 
producing a uniform and stable negative hydrogen ion beam with a sufficiently low number of co-extracted 
electrons take place, including the formation of the meniscus. The interplay of different plasma drifts (mainly an 
E×B drift and a diamagnetic drift [25,26]) can result in a strong three-dimensional character of the plasma in the 
extraction region. A typical value of the plasma density in this region is 1017 m-3. 

Dedicated caesium distribution techniques [27], modifying the filter field topology [28] and inserting vertical 
potential rods [29] resulted in a remarkable progress towards fulfilling at ELISE the physical ITER requirements [9]. 
Extracted current densities of 30.4 mA/cm2 (hydrogen) and 25.0 mA/cm2 (deuterium) have been demonstrated for 
short pulses (20 s plasma with 10 s beam). During long pulses densities of 21.8 mA/cm2 (hydrogen, 1160 s plasma) 
and 19.1 mA/cm2 (deuterium, 2740 s plasma) have been obtained using pulsed extraction (10 s beam each 180 s). 
The limitation for a further increase of the ion current is given by the amount and temporal stability of the co-
extracted electron current. These effects are closely linked to the caesium re-distribution inside the source. 

Final aim should be to modify the caesium re-distribution in a way that ensures a stable low PG work function 
for one hour pulses with high PRF, i.e. for a high extracted negative ion current. Application of computational 
models can be extremely useful in this context: models allow predicting the effect of parameter changes in a wide 
range and investigating basic physical effects not accessible by diagnostics. Additionally, models seem to be the 
only approach towards understanding the reason for the strong observed isotope effect between hydrogen and 



deuterium. Another open question to be answered by models is if the currently used design of the PG can be further 
optimized in order to increase the extracted ion current. 

Due to their self-consistent character, PIC codes may be the appropriate tool for opening the door to answering 
these still open questions in operating large negative hydrogen ion sources for fusion. 

Particle in Cell models 

Particle-in-Cell (PIC) models self-consistently calculate the trajectories of individual charged particles and the 
spatial density distributions of different charged particle species in plasmas [30,31,32]. Taken into account are 
external magnetic and electrostatic fields as well as the fields generated by the plasma particles themselves.  

Starting with a set of initial conditions (geometry, particle positions, particle velocities) PIC codes track the 
trajectories of individual charged particles over a certain period of time, divided in small time steps Δt. Typically 
macroparticles, consisting of up to several thousands of real particles, are used. The charge to mass ratio of these 
macroparticles is identical to the one of real particles and their trajectories, described by the Lorentz force, are 
identical to the trajectories of real particles. 

The history of PIC codes started in the late 1950s and early 1960s. In the first codes the electrostatic forces 
between the charged particles were calculated by solving the Coulomb equation for each particle [33], resulting in a 
computational effort of N2 with N the number of macroparticles. The breakthrough came when a computational grid 
was introduced, resulting in a drastic reduction of the computational effort. This grid is typically based on either the 
finite difference method (FDM) or the finite element method (FEM). 

For each time step the following procedure is done: the charge of the macroparticles is projected onto the grid 
nodes and the following steps are performed on the grid knots: i) solve Poisson’s equation in order to obtain the 
electrostatic potential and ii) determine the electric field by differentiating the potential (and adding externally 
applied fields). Finally, the electric field is projected back onto the positions of the individual macroparticles. 

The calculated electric field then is used for calculating a new velocity and position of the macroparticles. This 
can be done by using either explicit [30] or implicit [34,35] methods. Explicit methods use the particle position and 
velocity from the previous time step and update them using the calculated electric field. Such methods are very 
simple and fast but the time step has to be smaller than for implicit methods. Widely used explicit schemes for 
implicit PIC codes are the leapfrog [30] method and the Boris scheme [36]. The latter conserves the volume of the 
phase space and thus is has excellent long term accuracy. In implicit methods determining the electric field of a time 
step requires pre-knowledge of the new particle positions and velocities and vice versa. Solving this problem exactly 
would be too time-consuming and usually approximate methods, for example based on a Taylor expansion are used. 
Implicit methods have the advantage of allowing larger time steps but they are significantly more complex to 
implement. 

 

 
FIGURE 2. Basic solution scheme of PIC codes. 

 
After the new positions of the macroparticles have been calculated, it is checked if macroparticles did collide 

with a surface or left the calculation domain. In case of surface collisions the code takes the appropriate action, e.g. 
reflect the particle at the wall or produce a secondary particle or change the charge of the surface. The boundaries of 



the calculation domain can represent either a surface or the transition to a larger plasma volume. In the first case 
leaving the domain is treated like a surface collision. In the second case the macroparticle is either removed from the 
calculation or – in the case of periodic boundary conditions [30] – re-injected at the opposite domain boundary. If 
necessary, the velocity of the macroparticle is adjusted before re-injection. 

Collisions processes (Coulomb collisions, elastic or inelastic collisions) can be implemented by dedicated Monte 
Carlo (MC) modules. A widely used method for treating Coulomb collisions is the binary collision method [37,38] 
where particles in the individual cells of the computational grid are randomly paired and then collided. The 
treatment of elastic or inelastic collisions can be significantly accelerated by the null collision method [39], 
introducing a virtual collision process resulting in a total collision cross section that is constant over the (relative) 
particle energy. In order to model complex plasma chemistry, is not unusual to couple PIC-MC codes with MC 
codes for the neutral particles in the plasma. 

The described procedure is repeated until stable conditions have been reached. The solution scheme is illustrated 
in figure 2. 

As one prerequisite for producing stable and accurate results, PIC codes have to fulfill several conditions, mainly 
regarding the size of the time steps and the grid cells. Both have to be chosen in a way that the time and length scale 
phenomena of interest are resolved: i) Δt<0.2ωp

-1 where ωp is the plasma frequency [40]. ii) In order to avoid grid 
instabilities that can result in numerical heating of the particles, usually the grid cell size Δx is chosen to be similar 
to or smaller than the Debye length λD [40]. Numerical investigations show that depending on the specific 
application case numerically stable results can also be obtained using cells larger than λD and that the maximum 
possible grid cell size depends on the scheme used for particle and field projection onto and from the computational 
grid [41,42]. In [43] it has been demonstrated empirically that using grid calls up to three times larger than λD can 
result in stable results if time steps significantly smaller than ωp

-1 are used. It has to be kept in mind that even if a 
PIC code is numerically stable, effects taking place on length scales smaller than Δx are neglected. iii) Δt<Δx/vmax 
where vmax is the velocity of the fastest macroparticle. This criterion is called Courant–Friedrichs–Lewy condition 
[44,30]. iv) The number of macroparticles in each of the cells of the computational grid has to be sufficiently high in 
order to result in a low temporal oscillation of the electromagnetic field generated be these particles. Although this 
rule cannot be expressed by a specific formula it can be stated that the local amplitude of oscillations is proportional 
to 1

√𝑁�  with N being the number of macroparticles present in a specific grid cell. 

Since implicit methods allow using larger time steps, larger grid cells are possible without violating the Courant–
Friedrichs–Lewy condition. This in turn results in a smaller number of macroparticles necessary for obtaining small 
field oscillations. Overall, the required computational effort can be significantly reduced by using PIC codes based 
on implicit methods. 

The main advantage of PIC codes over other computational methods is their self-consistent character regarding 
for example the magnetic and electrostatic fields generated by the plasma particles and the energy distribution 
functions of the modelled particle species. Their main disadvantage is the high needed computational effort. In order 
to reduce this effort the calculation domain of PIC codes often is restricted to small plasma volumes and reduced 
plasma densities are used. Often, PIC codes are parallelized; some PIC codes also exploit the strongly parallel 
character of Graphic Processing Units (GPU). 

PARTICLE IN CELL MODELLING OF NEGATIVE ION SOURCES FOR FUSION 

Due to the complex 3D structure of the electric and magnetic fields in large negative ion sources for fusion, 
desirable are PIC codes reproducing the full ion source in 3D. Even using the largest available supercomputers such 
codes are not even in sight when fulfilling the stability rules regarding the time step and the grid cell size. 

The application of PIC codes to such ion sources started using 1D [45,46] and 2D [47,48] models on reduced 
computational domains describing a small plasma volume in the extraction region close to one extraction aperture. 
At this time also first 3D calculations have been performed but using grid cells much larger than the Debye length 
[49,50]. However, these 3D investigations were the very first calculations modeling the circular shape of the 
extraction aperture (as a matter of principle in 2D the aperture is approximated by a slit and in 1D by a point). 

Since then, the increasing available computational resources and parallelization of the codes enabled increasing 
both the dimensionality and the size of the calculation domain. Currently, mainly 2D, 2.5D and 3D codes are used. 
However, most of these codes still are restricted to reduced computational domains. Some also use reduced plasma 
parameters (e.g. a reduced plasma density) or scaled physical constants (e.g. an increased vacuum permittivity ε0) in 
order to allow using larger grid cells and thus reduce the computational effort. 



The applied reduced calculation domain typically has an edge length of a few cm and it consists of the plasma 
region in close vicinity of one extraction aperture (in the PG), the aperture itself (i.e. including the meniscus) and 
some part of the extraction system. Reducing the domain mainly implies issues regarding the coupling of the 
computational domain to the bulk plasma (see below). Scaling plasma parameters or physical constants may imply 
the necessity of scaling other parameters and/or properties of the ion source. If the latter is not done appropriately, 
scaling can result in a reduced applicability of code results to the experiment. 

At present, different 2D codes are available: the code package of Keio University, Japan [51,52], using a reduced 
domain, has been lastly applied for investigating the formation of the meniscus. Available at CNR-Nanotec, Bari, 
Italy is a 2.5D PIC model simulating (using a scaled value of ε0) the full region between the driver exit plane of the 
RF driven prototype source to the entrance of the EG [53]. At LAPLACE, Université de Toulouse, 2D and 2.5D 
codes are applied for basic investigations [54,55], using a reduced domain or the full ITER prototype source as 
domain; in both cases the plasma density is strongly reduced. 

Four different groups are working on 3D codes with reduced domains: the code developed at Keio University, 
Japan (“Keio-BFX”) is applied mainly for investigating the formation of the ion-ion plasma [56] close to the 
extraction system as well as for investigations on the meniscus formation [57,58]. The 3D code by CNR-Nanotec, 
Bari, Italy (“Bari-Ex”), has been lately applied [59] for modelling the extraction system of the small ion source test 
bed NIO1 [60,61]. At LAPLACE, Université de Toulouse, a 3D PIC code is applied for modeling the plasma 
transport in RF driven negative ion sources [55]. These calculations are again based on a strongly reduced value of 
the plasma density. The ONIX code [62,63] has been initially developed at LPGP, Université Paris, France and is 
now being advanced in close cooperation by LPGP and IPP Garching in order to investigate the formation of the 
meniscus and mechanisms responsible for the co-extraction of electrons from the RF driven prototype source and 
the ELISE source and the isotope effect hydrogen-deuterium.  

In the following a brief overview is given on different physical and numerical aspects of applying PIC codes to 
negative hydrogen ion sources for fusion as well as on selected code results. 

Validation of the codes 

Validation of PIC codes should be done – if possible – against general physical laws, other codes and 
experimental results. General physical laws that can be used are the dependence of the depth and the width of the 
plasma sheath on the electron temperature and the electron density. Simple equations for these properties exist 
[64,65] for electropositive plasmas (consisting only of electrons and positive ions) in the collisionless case, without 
external electric or magnetic fields. Comparing as first validation step calculation results for such plasma conditions 
with the theory is mandatory for each PIC code. As next step, the surface production of electrons can be added and 
the impact of the additional electrons on the sheath depth can be compared with the theory [66,64]. The full 
validation procedure is described in detail for ONIX in [67]. Two of the results are shown in figures 3a and 3b, 
comparing the dependence of the sheath depth and width on the electron temperature and the electron density, 
respectively, from ONIX with results of the 1D PIC code used in [46], the result of a simple analytic model based on 
[68] and the theoretical result from [64]. The latter is derived from a fluid model treatment of the ion flow. It has 
been demonstrated in [69] that different analytical approaches can produce slightly different results for the sheath 
depth vs. the electron temperature. The agreement between ONIX and the other results is very good. 

A thorough code-to-code benchmark of three 3D codes (Keio-BFX, Bari-Ex and ONIX) has been initiated and is 
still ongoing [43]. First aim was to validate the basic modules of the codes (mainly particle and field projection onto 
and from the computational grid, Poisson solver). Two test cases have been finished up to now, comparing for the 
three codes: i) the potential profile for vacuum conditions (i.e. the solution of Laplace’s equation). ii) for an 
electropositive plasma the potential profile and the extracted electron current density. 

For vacuum conditions the agreement between the potential profiles calculated by the different codes is good; the 
discrepancies are below 5 %. For electron extraction from electropositive plasmas, however, larger discrepancies 
occur: the extracted electron current density estimated by the codes is between 350 and 420 mA/cm2. The reason for 
this difference will be investigated in the future. 

The last step of validating PIC codes is the comparison of code results with measured experimental values. Due 
to limited accessibility it is almost impossible to measure directly plasma parameters in the extraction region in close 
vicinity of the PG. Either indirect measurements have to be used or results of measurements taken in larger distance 
to the PG. For example, the shape of the meniscus is a very suited benchmark property since it reacts very 
sensitively on parameters like the fluxes of charged particles towards the aperture. It cannot be measured directly but 



the following indirect technique was proposed and applied in [70]: use the measured emittance (i.e. divergence vs. 
radius) of one individual beamlet as input for a backward calculation with a particle tracking code (like e.g. IBSimu 
[71] or Kobra3D [72]). In [70] the beamlet shape was measured using a CFC tile and an IR camera and the beamlet 
divergence was determined from the beamlet shape by applying an estimation procedure. Estimating the divergence 
in combination with performing a backward calculation procedure poses the risk of large error bars. An alternative 
procedure based on forward calculations (i.e. a parametric study) with a particle tracking code is in preparation at 
the CERN LINAC4 negative ion source [73,74]. Although first measurements of the beamlet emittance have been 
successfully done [75] with a slit-grid emittance meter, the accuracy of the measurements is still too low. It is 
planned to increase the accuracy of the measurements, e.g. by using an aperture-grid emittance meter. 

An example for experimental results taken in some distance to the PG is the negative ion flow pattern measured 
in the NIFS negative ion source test facility in around 1.5 cm distance to the PG [76] that allows for a general 
comparison with negative ion trajectories from PIC codes. 

 

  
(a) (b) 

FIGURE 3. Successful benchmark of ONIX for an electropositive plasma. a) Depth of the plasma sheath vs. the electron 
temperature calculated by ONIX, a 1D PIC code, by a simple analytical model and the theoretical result from [64]. b) Width of 

the plasma sheath vs. the electron density from ONIX, a 1D PIC code and a simple analytical model. 
 
It has to be kept in mind that most published PIC code results are based on calculation domains that include only 

the PG and the upstream surface of the EG, i.e. only the extraction of negative ions and the co-extraction of 
electrons from the plasma is treated but the acceleration of the ions is neglected. A comparison of code results with 
beamlet properties from the experiment – typically measured after full beam acceleration – is not feasible when such 
a short calculation domain is used. Instead of prolonging the calculation domain up to the last grid also coupling the 
PIC code to a second code for the transport of the beamlet particles is possible, as demonstrated in [58]. Due to the 
large Debye length in the beam and the high kinetic energy of the particles the second code can use much larger grid 
cells. 

Concluding, in the last years significant progress has been made in benchmarking and validating the PIC codes 
against general physical laws and other codes. However, still a tremendous amount of work has to be done, 
especially regarding the continuation of the ongoing code-to-code benchmark and the benchmark vs. the experiment. 

Coupling to the bulk plasma 

As stated above, all current 3D PIC codes for negative hydrogen ions for fusion use a reduced calculation 
domain describing a small plasma volume close to one extraction aperture. Correct coupling of this reduced domain 
to the bulk plasma (i.e. the plasma volume between the driver exit plane and the domain) is mandatory, both in a 
numerical and a physical sense.  



Numerical aspects 

The best possible approach for modeling the plasma flux into the reduced domain is injecting fluxes of charged 
particles at the transition between the bulk plasma and the domain, i.e. at the domain edge, using flux velocity 
distribution functions [77] for the injected particle species. The different velocities of injected positive and negative 
species can result in the formation of a plasma sheath at the location of injection, the source sheath (Δϕsource≈0.5∙Te) 
[68]. Numerical techniques are available to mitigate the source sheath [78]. 

While some 1D [46] and 2D codes [47,48] applied for negative ion sources for fusion use particle injection at the 
domain edge, all current 2D and 3D codes use an injection volume inside the calculation domain. Particles are 
injected into the injection volume each time step with fixed injection rates and/or are re-injected when they are lost 
by hitting a wall. Most widely used is the re-injection scheme where a positive ion being lost at a wall results in the 
re-injection of an electron and a positive ion. If a different re-injection scheme is to be used, a critical validation is 
mandatory in order to avoid non-physical results [54,63]. Using an injection volume and re-injecting lost particles 
reduces the needed computational time and additionally has the advantage of being relatively easy and intuitive to 
implement. The different loss times of fast and slow particles from the injection volume can result in non-physical 
effects like heating or cooling that has to be counteracted by appropriate measures, e.g. an artificial thermalization 
process [79,63].  

In both cases (injection at the domain edge and using an injection volume) Neumann boundary conditions for the 
potential (typically δϕ/δx=0) best represent the transition from the domain to the bulk plasma. The reason is that 
usually the edge of the calculation domain is located in a plasma volume with flat electrostatic potential. Using non-
realistic potential profiles can result in a too high or too low loss of charged particles from the domain and 
consequently too high or too low particle densities in the calculation domain. Additionally, the spatial distance has 
to be sufficiently large between particle injection and the region in which relevant physical effects take place. For 
example, the transport of electrons from a field free region into the magnetic filter cannot be simulated correctly 
when the electrons are (re)-injected directly into the filter. 

Physical aspects 

Since a full PIC model of the whole ion source is not in reach, a more complete modelling approach could be 
based on the following two-step approach: i) Apply a global code for obtaining on a coarse spatial grid the particle 
densities and fluxes in the ion source. ii) Use these particle densities and fluxes as input for a PIC code using a 
reduced calculation domain and a fine grid. 

The choice of a coarse grid in the first step implies that PIC codes are not the appropriate choice. Up to now, 
fluid codes are the best alternative. These models can do calculations on the scale of large negative ion sources for 
fusion, using realistic plasma parameters. The principal disadvantages of fluid codes compared to PIC codes (e.g. 
the particle energy distribution functions are not self-consistent results of the model but necessary input parameters) 
do not pose an issue. Up to now no 3D fluid model exists for these ion sources. Efforts have been done some while 
ago at Université de Toulouse to establish 2D models for the prototype source [80,81]. The most recent fluid model 
approach is in 2D and available for the prototype source and the ELISE source [26,82], taking into account the 
different filter field topologies of the two test facilities. The profiles shown in figure 4a were calculated using this 
model. The fluid model self-consistently determines the RF coupling into the plasma and treats the losses of 
particles along the magnetic field lines. A coupling of this 2D fluid code to ONIX is planned, based on the 
procedure described above. 

Recently, some efforts have been done to describe the global behavior of the ion source plasma also with 2.5D 
PIC codes [53,55]. These codes use a scaled value for the vacuum permittivity ε0 (scaling factor 25) or a drastically 
reduced electron density (scaling factor 400), respectively. As mentioned above, such scaling may result in a 
reduced applicability of the code results to the experiment. Additionally, a 2D treatment is not sufficient for fully 
describing the 3D behavior of the plasma drifts. However, the results from these PIC codes may give in future 
additional insight in the behavior of the plasma of the extraction region. 

Figure 4a shows a 2D profile of the electron density and electron flux (symbolized by arrows) calculated using 
the fluid code from [26,82] for the ITER prototype source. Symbolized by the red box is the typical size of a reduced 
calculation domain used by 3D PIC codes. A schematic diagram of a reduced calculation domain, including one 
chamfered aperture of the PG and the meniscus, is shown in figure 4b. Up to now, 2D and 3D PIC codes based on 
such reduced domains use temporally constant and isotropic particle injection rates. The particle (re)-injection 
volume is indicated in figure 4b by the orange box. Particles leaving the plasma in horizontal or vertical direction 



are re-injected using periodic boundary conditions [30], particles leaving the domain downstream the PG are 
removed. 

As discussed in [53], this choice of particle injection and boundary conditions may not be always appropriate 
since it neglects important properties of the electron density and electron flow profile shown in Figure 4a: i) For 
small or large vertical coordinates (i.e. close to the side walls) the electron flux towards the PG is not perpendicular 
to the grid. ii) Close to the PG a wedge-shaped volume exists with increased electron density; this increased electron 
density is the result of the interplay of the different plasma drifts. Additionally, the choice of a reduced calculation 
domain and periodic boundary conditions – representing the sequential arrangement of an infinite number of 
apertures – is not capable of correctly describing effects taking place on length scales larger than the reduced 
domain. Examples are the production of negative hydrogen ions on the surface of the bias plate (the bias plate 
encompasses not individual apertures but groups of apertures [83]) and the changing strength of the magnetic filter 
field over the ion source [18,19]. 

However, the standard approach should be OK for basic investigations and parameter dependency studies, for 
example on the co-extraction of electrons. 

 

      
FIGURE 4. a) 2D profile of the electron density calculated for the ITER prototype source using a fluid code [26,82]. Symbolized 
by the red box is the size and position of a typical reduced calculation domain used by 3D PIC codes. Indicated by the arrows is 

the electron flux. b) Detailed view of the reduced domain with the particle (re)-injection volume, the boundary conditions and the 
meniscus. 

 

Virtual cathode 

The conversion of hydrogen atoms into negative ions at the PG surface adds a non-negligible amount of negative 
space charge into the plasma sheath. This situation is similar to the emission of secondary electrons, treated e.g. in 
[66,64], where emission coefficients higher than a critical emission coefficient result in the formation of a virtual 
cathode: the space charge carried by the secondary electrons creates a potential well that reflects low energy 
secondaries back to the wall. The emission of secondary particles is space charge limited. 

Using a 1D PIC code it was demonstrated that in negative hydrogen ion sources a similar virtual cathode can 
evolve [46]. For typical parameters of the ion sources (n(H)=1019 m-3, determining the atomic flux impinging the 
PG) and a well caesium conditioned PG surface the depth of the virtual cathode was determined to be about 0.5 eV, 
For T(H–)≈0.6 eV (using T(H)=0.8 eV [84] and the energy reflection coefficient of atoms at the metallic surface of 
the PG [85]) and an 1D Maxwell distribution function of the atoms, 54 % of the surface produced ion have a kinetic 
energy smaller than 0.5 eV and are reflected back to the surface. The density of negative hydrogen ions in the 

calculation domain (≈1017 m-3) and the electronegativity α of the plasma (𝛼 = 𝑛(H–)
𝑛e
� ≈ 1) predicted by the code 



are in very good agreement with results of cavity-ringdown spectroscopy [86,17] and laser photodetachment [87], 
taken a few centimeters upstream the PG. 

Figure 5a shows profiles of the H– density in the plasma for different values of the atomic density n(H). The zero 
point in axial direction is the plasma facing surface of the PG. The atomic density is proportional to the rate of H– 
generated by conversion of atoms. For atomic densities smaller than 1019 m-3 the negative ion density in the plasma 
increases with n(H), for higher atomic densities the virtual cathode results in space charge limited transport of 
negative ions from the PG towards the plasma. Figure 5b shows the dependence of the virtual cathode depth on the 
atomic density: for values of n(H) higher than 1019 m-3 increasing the atomic density increases the depth of the 
virtual cathode. 

Later, the existence of the virtual cathode was confirmed by 2D and 3D PIC codes [88,89,54,56] and analytic 
investigations [90]. The depth of the virtual cathode predicted by PIC codes is correlated not only to the plasma 
parameters but also on how accurate the rules for the time step and the grid cell size are fulfilled by the code [54]. 
This is the most probable explanation for 3D code calculation results showing virtual cathodes with a depth of more 
than 20 V [89,91]. 

When the rules for the time step and the grid cell size are fulfilled, the structure of the virtual cathode and the 
emission of negative ions into the plasma depend on the dimensionality of the code and on how the plasma 
parameters or physical constants have been scaled: The 2.5D code used in [53] (calculation domain is the full region 
between the driver exit plane of the RF driven prototype source to the entrance of the EG, ε0 is increased by a factor 
of 25) shows that the depth of the virtual cathode depends on the location at the PG surface: along the connection 
line between two adjacent apertures the depth reaches 1.5 V at the one side and it is absent on the other side. 
Nevertheless, the negative ion density in the plasma is too low compared to the experiment. In contrast, the 2.5D 
results presented in [55] (calculation domain is the full prototype source, electron density reduced by a factor of 400) 
show a depth of the virtual cathode of around 1 V but negative ion and electron densities around 1017 m-3 are 
observed in the vicinity of the PG. 

All recent 3D calculations predict a cathode depth of about 1 V or higher [54,63,67,56]. For T(H–)=0.6 eV a 
virtual cathode depth of 1 eV means that more than 80 % of the negative ions are reflected back to the surface. 
Compared to the 1D code and to the measurements a significantly lower electronegativity is predicted for the plasma 
volume. 

 

 
FIGURE 5. Formation of the virtual cathode close to the PG by surface produced negative hydrogen ions [46]. a) Profile of the 
H– density close to the PG surface for different values of the atomic density (negative ion conversion rate). b) Potential profile 

demonstrating the formation of the virtual cathode for high atomic densities. 
 

Further reducing in the 3D models the depth of the virtual cathode may be possible by adding positive space 
charge; a promising candidate is the caesium ion. Caesium is ionized to a large degree in the experiment [92] but the 
Cs+ ions are neglected in almost all current PIC code calculations. Investigations on this topic are ongoing. 

Solving the described issues is a prerequisite for using 3D PIC codes for self-consistent investigations on the 
extraction of surface produced H–, as discussed in the following sections. 



Transport of charged particles through the magnetic filter 

Understanding the mechanisms involved in the transport of charged particles through the magnetic filter is of 
essential importance in order to find measures stabilizing or even reducing the amount of co-extracted electrons, in 
particular when operating the sources in deuterium. The following two general statements describe the physical 
situation: 

i) The coefficient for diffusion of the magnetized electrons perpendicular to the magnetic filter is small, resulting 
in a strongly reduced electron transport through the filter [93]. The electrons can move much faster parallel to the 
field lines than perpendicular to it. The fluxes of positive and negative particles impinging the wall do not have to 
compensate each other mutually on each point of the wall. The electrons may follow the magnetic field lines while 
the positive ions are not affected by the filter and continue their initial trajectories. Seen on a global scale, quasi-
neutrality is still fulfilled. This effect is called Simon short circuit [94].  

ii) Surface produced negative hydrogen ions with sufficient energy to overcome the virtual cathode are 
accelerated by the sheath into the plasma, resulting in an additional negative space charge. Usually it is assumed that 
these negative ions push back the much lighter electrons towards the direction of the bulk plasma. In the experiment, 
a high electronegativity of the plasma is measured a few centimeters upstream the PG [87,17,76]. 

Theoretical considerations on the transport of charged particles through magnetic filters of negative ion sources 
have been done some while ago [95,96,97], but only on 1D and not using a self-consistent model. 

In [98] it was demonstrated using a PIC code that in 1D the transport of magnetized electrons through a 
transverse magnetic filter is governed purely by collisions and thus the electron density is strongly reduced by the 
filter. The collision process most relevant for the electron transport in the filter is elastic collisions. Due to the low 
perpendicular diffusion coefficient the residence time of the electrons inside the filter is high. Electron cooling 
occurs by a combination of electron-ion coulomb collisions (the collision frequency of this process increases for low 
electron velocities [99] and the favored transport of slow electrons results in an effective electron cooling) and 
sudden energy loss caused by inelastic collisions. 

Similar results were obtained using a 1D code in [100] but in this publication also results of a 2D code with a 
small calculation domain and periodic boundary conditions were presented. The 2D code results indicate that in the 
magnetic filter temporal instabilities are likely to occur and that these instabilities may play a role in the transport of 
electrons through the magnetic filter. The same authors published results of a 2D code for the full prototype source, 
using a strong scaling of the plasma density [25]. These results demonstrate, in agreement with the fluid code results 
discussed above, the strong role of different plasma drifts for the electron transport through the magnetic filter. In 
principle comparable results have been presented later using a 2.5D code for the full source [53], using a scaled 
value of ε0. 

 

   
 
FIGURE 6. Electronegativity α close to the PG calculated by the 3D version of Keio-BFX [56]. a) Taking into account the 

transport of electrons parallel to field lines of the magnetic filter. b) Neglecting the electron transport parallel to the field lines. 



 
First investigations on the impact of the negative ions from the PG surface on the plasma were done using 2D 

codes and a reduced calculation domain. It was demonstrated, that electrons are not only pushed back, but also very 
effectively lost parallel to the field lines towards the side walls of the ion source. Among various physical 
parameters, the electron loss time parallel to the magnetic field line (τ∥) is one of the key parameters for this process 
[101,102]. For a sufficiently low value of τ∥, the electron density in the plasma is strongly reduced (by more than 
order of magnitude) and an ion-ion plasma forms [47,48,103,104]. The 2D version of Keio-BFX predicts an axial 
extent of the ion-ion plasma of several centimeters [104], being in agreement with the experimental results. In [103] 
additionally the influence of the PG bias potential was discussed: as known experimentally (see e.g. [87]) the 
positive PG bias can reduce the depth of the sheath at the PG, consequently increase the electron flux towards the 
PG and reduce the amount of co-extracted electrons.  

Investigations on the ion-ion plasma have been continued using the 3D version of Keio-BFX on a reduced 
domain [56]. The ratio of the electron loss times parallel and perpendicular (τ⊥) to the magnetic field lines used as 
input by this code (�𝜏∥/𝜏⊥ = 0.08) is the result of a rough estimation, taking into account the magnetic mirror 
resulting from the permanent magnets used to generate magnetic filter in the ion source under investigation, the 
negative ion source for JT-60U. Figure 6 shows the calculated electronegativity α of the plasma for �𝜏∥/𝜏⊥ = 0.08 
(Figure 6a) and for �𝜏∥/𝜏⊥ = 1 (figure 6b), the latter representing no electron loss along the field lines. The axial 
extension of the ion-ion plasma predicted is only about 1.5 mm for �𝜏∥/𝜏⊥ = 0.08 and when neglecting the electron 
losses almost no ion-ion plasma is present. The short extent of the ion-ion plasma for both cases is in disagreement 
with the experiment and the results obtained using the 2D version of Keio-BFX. In [56] as possible reason for the 
latter result the different axial extent of the calculation domain used by the code is discussed (9 mm between the 
plasma facing PG surface and the end of the domain in the 3D case instead of 20 mm for 2D). The same as for Keio-
BFX holds also for ONIX and for Bari-Ex: only a small amount of surface produced negative ions reaches the 
plasma and the H– density in the plasma is much smaller than in the experiment. 

Presented in [54] are 2D code results for a reduced domain and reduced electron density (scaled by a factor of 
20) with negative ion densities that are in the whole calculation domain (distance to the PG: up to 2 cm) comparable 
to the electron density. But non-realistic boundary conditions have been used (strongly negative potential at the 
domain edge with respect to the plasma potential), resulting in an artificial accumulation of negative ions in the 
domain. When reducing the potential drop, also the negative ion density strongly decreases to values by a factor of 5 
to 10 smaller than ne [54] and thus is in disagreement with the experiment. The same group presented in [55] results 
of a 2.5D code for the whole prototype source and a much stronger scaling of the plasma density (factor 400) where 
even a few cm downstream the PG an ion-ion plasma is present, although the plasma parameters and the depth of the 
virtual cathode is similar to the other codes. It is not known yet if this discrepancy to the results of [54] and the other 
codes is caused by the heavy plasma density scaling or by physical reasons (the code of [55] is up to now the only 
one including the positive PG bias potential on a non-reduced calculation domain). 

These results demonstrate that although current 2D, 2.5D and 3D codes are appropriate and very useful tools for 
calculating the electron transport through the magnetic filter, obviously most of the current codes do not correctly 
calculate the transport of surface produced negative ions towards the plasma. The latter seems to be correlated to the 
dimensionality of the code (none of the 3D codes predicts the correct H– density in the plasma) and implies also 
issues when applying the codes for investigating the negative ion transport and extraction. 

Extraction probability of negative ions  

Initial investigations using particle tracking codes [105,106,107] demonstrated that the probability of negative 
ions generated at the PG to reach an extraction aperture depends on parameters like the starting energy of the ions, 
their initial direction, the depth of the virtual cathode and the local magnetic field strength. Although these codes are 
based on a set of assumptions, e.g. the electrostatic field is not the result of a self-consistent calculation but an input 
parameter, they gave an explanation – namely more advantageous starting angles of the negative ions and a larger 
negative ion conversion area – for the observed higher extracted negative ion current when chamfered aperture 
edges are used. 

In principle, 3D PIC codes are the best tool available for determining self-consistently the extraction probability 
over the surface of the PG. Results of such calculations can give valuable indications, for example on how to further 



improve the PG geometry. However, the inability of current 3D codes to correctly calculate the transport of surface 
produced negative ions into the plasma strongly reduces the applicability of these codes. 

For example, ONIX predicts a large fraction of negative ions to be extracted directly, i.e. these ions do not 
traverse the plasma before being accelerated by the extraction potential: the meniscus covers some part of the 
chamfered PG aperture edge. The major part of the extracted ions is generated at a position of the aperture edge that 
lies downstream the meniscus (see Figures 7a and 7c). Only a small fraction of negative ions produced on the PG 
surface upstream the meniscus reaches the plasma. Although using a flat grid, the results of Bari-Ex are similar 
[91,59]. 

A first step towards improving the applicability of the 3D PIC codes for calculations on the extraction 
probability of negative ions may be a comparison of PIC code calculations for flat and chamfered grid geometries 
with the respective experimental results. Although such comparisons have been reported earlier (see e.g. [91]), these 
calculations are based on codes that predict a far deeper virtual cathode than the current codes. Consequently, 
relevant physical aspects may not have been described correctly. Comparing calculations for flat and chamfered grid 
geometries using the latest version of ONIX (i.e. fulfilling the rules for the time step and the grid cell size) are in 
preparation. 

Formation of the meniscus  

In order to provide a good transmission through the NBI beamline, a low divergence of the accelerated H– beam 
is mandatory. If a beam halo is present, the amount of particles in this halo should be as small as possible. A halo, a 
component of the beam with increased divergence, usually is caused by optical aberrations [108]. In [109,110] the 
presence of a halo in negative hydrogen ion beams was additionally explained by the presence of caesium on the 
downstream side of the PG and thus the generation of negative ions with a disadvantageous starting angle. 

The divergence of the beam and aberrations are determined mostly by the meniscus shape of the individual 
beamlets [21]. Better understanding the basic physical mechanisms responsible for the formation of the meniscus in 
negative ion sources is essential for optimizing the operation of large negative ion sources towards application in 
future fusion experiments. While for positive ion extraction the meniscus can be described by simple particle 
tracking codes, up to now no final answer exists for the question how the meniscus for negative ion extraction looks 
like. 

As check for the general applicability of PIC codes to this topic, in [111] it was shown that the meniscus 
calculated by ONIX for electropositive plasmas is identical with the result from Kobra3D. In combination with the 
ongoing code-to-code benchmark this result represents a successful validation of the parts of the codes responsible 
for determining the meniscus. 

Numerous basic investigations on the meniscus formation have been done using the 2D and 3D versions of Keio-
BFX: shown by the 2D code was a correlation between the meniscus curvature and the existence of a halo [51]. A 
large amount of H– being extracted near the edge of the meniscus can result in a significant beamlet broadening [51]. 
The latter is an interesting result taking into account that ONIX predicts a high relevance of direct excitation, i.e. the 
amount of H– being extracted near the edge of the meniscus is quite large. 

The fraction of beam halo increases when the beam is over-focused [52]. An attempt of benchmarking the code 
results against experimental results was done using the 3D version of the code: demonstrated was a rough agreement 
of the power deposited by the halo on different beamline components predicted by the code and measured values 
[58]. This rough agreement seems to disprove the theory of the beam halo originating at the downstream side of the 
PG. One possible explanation for the remaining disagreement between code result and the experiment are secondary 
electrons (neglected by the code) [58]. 

The meniscus curvature is larger in the 2D model than in the 3D version of Keio-BFX, resulting in a much larger 
halo [57]. The fraction of the halo compared to the whole beam predicted by the 3D model is in significantly better 
agreement to measurements than the 2D results, indicating that 3D models can describe better the complex three-
dimensional plasma structure of the extraction region. 

Recent results of Keio-BFX indicate that implementing Coulomb collisions between H– and H+ to the code 
results in a significantly improved beamlet quality, namely a reduced halo [112]. This effect is currently under 
investigation; most possible explanation is that the Coulomb collisions reduce the horizontal and vertical velocity 
components of the negative ions, similar to the effect discussed in [113]. 



ONIX RESULTS FOR THE PROTOTYPE SOURCE 

The performed benchmark against general physical laws and other codes as well as the availability of a 
massively parallelized version of the code [63] enables the application of ONIX to the prototype source and the 
ELISE source, using the real geometry of the extraction systems, the real 3D magnetic field topology and without 
scaling of plasma parameters or physical constants. Planned are the first ever done predictive calculations of 
negative ion extraction and electron co-extraction. These calculations – focused on general measures for suppressing 
the co-extracted electrons, the isotope effect hydrogen/deuterium and the grid geometry – may have a strong impact 
on the development of negative hydrogen ion sources towards the application at ITER. 

Shown here are results of the very first of these calculations for the prototype source, done for hydrogen. 
Emphasis was laid on ensuring on the one hand applicability of the code results to the experiment (e.g. avoid 
artificial scaling) and on the other hand ensuring numerically correct results (i.e. fulfilling the rules for stable and 
accurate results). Thus, a second-order projection scheme is used for projecting plasma properties to and from the 
computational grid. The size of the calculation domain is 14 mm (horizontal) × 14 mm (vertical) × 26.5 mm (axial), 
divided up in grid cells with Δx=Δy=Δz=3.5∙10-5 m. The domain includes a small volume of the plasma (axial 
extent: 19 mm), one extraction aperture of the PG (diameter: 8 mm) and the extraction system up to the EG surface 
(axial extent: 3.5 mm). For determining the electrostatic potential, the shape of the EG aperture (diameter: 6.4 mm) 
is taken into account. The time step is 10-11 s. Negative ions are produced on the PG surface with a temperature of 
0.6 eV and extracted by an potential of 10 kV; the latter being equivalent to the highest extraction potential used in 
the experiment. 

Stable conditions regarding the particle density profiles, the potential and the extracted currents have been 
reached after about 1.4 μs simulated time. In order to check the stability, the calculation was continued up to 1.9 μs. 
Calculation time was about 196 hours using 4096 cores (Intel Sandy Bridge) of the HYDRA supercomputer at the 
Max Planck Computing and Data Facility (MPCDF), Garching, Germany. 

Figure 7a shows a 2D profile (in the vertical-axial plane) of the electrostatic potential Φ. The two grey wedges 
represent a small part of the PG and the chamfered area of the PG around the simulated aperture. The zero point in 
axial direction is the plasma facing surface of the PG. The plasma potential is about 2.5 eV. This value agrees 
perfectly with the theoretically expected value from [64] for Te=1 eV. The plasma the potential profile is flat; the 
amplitude of noise and oscillations is around 0.1 V, emphasizing that the amount of particles per grid cell (≈40) is 
sufficient in order to ensure a small numerical noise 

 

   
FIGURE 7. a) 2D profiles calculated using ONIX for the ITER prototype source. The grey wedges represent one chamfered 

aperture of the PG. a) Electrostatic potential. b) Electron density. c) Negative hydrogen ion density. Indicated in b) and c) is the 
meniscus. 

 
Figure 7b shows the respective 2D profile of the electron density ne. Values of up to 1.1∙1017 m-3 are reached. A 

strong drop of the electron density, representing the transition from the plasma in the (re)-injection volume to a 



strongly electronegative ion-ion plasma in the vicinity of the PG can be seen. Figure 8 shows the axial profile of the 
electron density, the negative ion density and the electronegativity α along the line indicated in orange in Figures 7b 
and 7c. The onset of the transition to an electronegative plasma is at about 6 mm axial distance to the PG. Thus, the 
extent of the ion-ion plasma is in between the results of the 2D and 3D version of Keio-BFX. 

The drop of the electron density does not occur isotropically along the vertical dimension. Volumes with almost 
constant electron density extend towards the flat parts of the PG left and right of the aperture. In these areas 
electrons follow the field lines of the deflection field generated by the permanent magnets embedded into the EG. 
The main component of the deflection field is perpendicular to the main component of the filter field [9], this is one 
reason why using 3D codes for a full theoretical description of the source plasma is mandatory. 

Figure 7c shows the 2D profile of the negative hydrogen ion density. The highest negative ion densities 
(≈1017 m-3) occur in a very small volume close to the PG surface (barely to be seen in the figure) and are caused by 
the virtual cathode. 

From the maximum values of the electron and negative ion densities the electron and negative ion Debye length 
in the plasma and close to the PG can be deduced to 2.2∙10-5 m and 1.8∙10-5 m respectively. This means that the grid 
cells are by ≈56 % larger than the Debye length in the plasma and by ≈92 % at the virtual cathode. A dedicated 
benchmark calculation was done using a simplified calculation domain for the used grid cell size and for Δx smaller 
than λD. The benchmark results for basic physical effects (sheath depth and width) are identical for the grid cell size 
of the present calculation, for Δx<λD and using analytic textbook equations. Thus, it can be stated that the stability 
criterion regarding the grid cell size is be fulfilled. It has to be kept in mind that using advanced projection methods 
increases the allowed grid cell size [41,42] and that ONIX uses a second-order projection scheme. The stability 
criterion regarding the time step is fulfilled: the inverse plasma frequency is around 5.3∙10-11 s, by a factor of 5.3 
larger than the time step. 

 

 
FIGURE 8. Formation of an ion-ion plasma close to the PG. Shown are the electron density, the negative ion density and the 
electronegativity α along the line indicated in orange in Figures 7b and 7c. The plasma is strongly electronegative in the last 

millimeters of the plasma upstream the meniscus. 
 
The depth of the virtual cathode is about 1.1 eV and thus in good agreement with the other 2D, 2.5D and 3D 

codes. Consequently, the density of negative ions transported from the PG surface into the plasma is too low and 
direct extraction is the most relevant production process of extracted negative hydrogen ions. In order to 
approximate the measured density of negative ions in the plasma coming from the PG, additional production of H– 
in the (re)-injection volume is introduced. Main aim of future calculations, however, should be to self-consistently 
increase the H– transport from the PG to the plasma. Although ONIX includes positive caesium ions, the simulated 
time is not sufficient for these slow ions to cover the distance between the (re)-injection volume and the virtual 
cathode. In order to include the effect of Cs+ on the virtual cathode, future calculations will use a two-step 
procedure, calculating the density of the caesium ions using larger time steps. 



The extracted negative ion current density is about 25.3 mA/cm2 and the current density of the co-extracted 
current density is about 11.2 mA/cm2, resulting in an electron-to-ion ratio of 0.44. These values are in very good 
agreement with typical results for a well caesium conditioned source. 

The extracted negative ions and co-extracted electrons are treated by the same code routines as the plasma 
particles. Due to their high velocity the Courant–Friedrichs–Lewy condition is not fulfilled for the beamlet particles 
and downstream the meniscus the error bar for the particle trajectories (and thus also for the beam properties as the 
divergence) is high. Since the aim of the code is to investigate physical effects taking place in the plasma volume 
this is not an issue. Nevertheless, the beamlet particles show the expected general behavior: the electrons are 
deflected helically onto the EG (not to be seen in the figures) and the negative ions are almost not affected by the 
filter field and the deflection field. Figure 7c also shows that the directly extracted negative ions strongly contribute 
to the beamlet current; they are focused about 6.5 mm downstream the meniscus.  

In order to improve the accuracy of the trajectories of the beamlet particles, a subcycling scheme could be 
implemented, following all macroparticles downstream the meniscus with significantly smaller time steps. However, 
for dedicated investigations on the beamlet properties coupling of the 3D PIC code results to a particle tracking code 
describing the beamlet is the more appropriate choice. 

The strong contribution of directly extracted negative ions can have a strong impact on the divergence. 
Continuative investigations on this topic are a must for the future, especially with regard to the beam divergence of 
better than 7 mrad required for ITER. These investigations will have to solve mainly two already mentioned issues: 
first, the question has to be answered why none of the existing 3D codes correctly predicts the transport of surface 
produced negative ions into the plasma, which can result in an overestimation of direct extraction. And second, the 
high fraction of direct excitation has to be proved or disproved experimentally, for example by performing a 
benchmark, based on measured beamlet emittances, of the calculated meniscus shape. 

The present result is the first step of a parametric study. Calculations are planned for hydrogen and deuterium, 
based on the grid systems used in BATMAN and in ELISE, for different configurations of the magnetic filter and 
the deflection magnets. These calculations will be performed on the EUROfusion High Performance Computer 
(Marconi-Fusion) at CINECA, Bologna, Italy. 

SUMMARY 

Although in the last years the development of the large negative hydrogen ion sources for ITER NBI has made 
remarkable progress, fulfilling simultaneously all physical ITER requirements still is a challenge. Computational 
models, for example PIC codes, are a promising tool for identifying measures for reducing the co-extracted electron 
current and for improving its temporal stability, in particular in deuterium operation. 

In the last years PIC codes for the extraction region of negative ion sources for fusion were applied in order to 
investigate individual physical aspects like the electron transport and the formation of the meniscus and a beamlet 
halo. The dimensionality of the codes was extended from 1D to 2D and even to 3D. However, when benchmarking 
code results vs. the experiment, all current codes exhibit some issues, mainly related to the transport of surface 
produced negative ions towards the plasma (governed by the depth of the virtual cathode).  

As a first step towards solving these issues, a thorough code-to-code benchmark of some of the current 3D codes 
has been initiated. The first steps of this benchmark have been finished very successfully; now further steps into the 
direction of more realistic benchmark scenarios are necessary. 

Coupling of 3D codes for a reduced calculation domain in close vicinity of the PG with codes predicting on a 
coarser mesh the plasma behavior on the scale of the whole source may be the only way for correctly describing the 
interplay of the three-dimensional particle drifts with the physics of the extraction region. Promising candidates for 
treating the whole source are fluid codes; PIC codes can only applied using scaling of physical properties. 

The ONIX code is up to now the only 3D PIC code implementing the grid geometry of the test facilities for 
ITER NBI (the prototype source being operated at BATMAN and the ELISE source) as well as the corresponding 
magnetic field topology. Using massive parallelization, the code is available performing calculations for a reduced 
domain and the real plasma density of the ion sources without scaling physical constants. The rules for stable PIC 
codes are fulfilled and the code has been validated vs. basic physical laws. First results of this version of ONIX for 
the ITER prototype ion source are presented; these results represent the first step of predictive investigations on 
general measures for suppressing the co-extracted electrons and on the isotope effect hydrogen/deuterium. These 
investigations may have a strong impact on the development of NBI ion sources towards application at ITER and 
DEMO. 
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