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Abstract

We develop a simple, globally uniform model of CO; exchange between the
atmosphere and the terrestrial biosphere by coupling the model with a three-
dimensional atmospheric tracer transport model using observed winds, and
checking results against observed concentrations of C02 at various monitoring
sites. C02 fluxes are derived from observed greenness using satellite-derived
Global Vegetation Index data, combined with observations of temperature,
radiation. and precipitation. We explore a range of C02 flux formulations
together with some modifications of the modelled atmospheric transport. It
appears that the seasonality of net C02 fluxes in the tropics, which would
be expected to be driven by water availability, is remarkably small, because
C02 uptake and release are reduced simultaneously during the dry season.
Consequently, tropical vegetation contributes only very little to the seaonal
cycle of atmospheric C102, which is dominated by northern temperate and
boreal vegetation, where seasonality is mostly temperature determined. We
find some evidence that there is still considerable C02 release from soils during
the northem—hemisphere winter. An exponential air temperature dependence
of soil release with a QM) of 1.5 is found to be most appropriate, with no cutoff
at low freezing temperatures. This result is independent of the year from which
observed winds were taken. This is remarkable insofar as year-to-year changes
in modelled C702 concentrations caused by changes in the wind data clearly
outweigh those caused by year-to—year variability in the climate and vegetation
index data.





1 Introduction

During recent years there has been a growing perception of the role the terrestrial
biosphere plays in global carbon cycling. An increasing need is felt to understand
seasonal as well as interannual changes in biospheric carbon cycling, and in particular
how they are related to climate fluctuations. One approach to modelling these pro-
cesses is to start at the plant physiological level and eventually extend the model to
the global scale (Running 1992). Such global models can then be tested by coupling
model-predicted C02 fluxes to an atmospheric tracer transport model and comparing
the seasonal cycle of simulated and observed C02 concentrations at various monitor—
ing sites, because plant activity introduces by far the largest seasonal variation found
in atmospheric C02 concentrations (Keeling et al. 1989).

In this study we explore in how far atmospheric C02 records can provide a
constraint on global vegetation modelling. Instead of applying a detailed model with
a multidude of parameters, though presumably more accurate, we choose a number
of simple, globally uniform formulations of biosphere—atmosphere C02 exchange that
reflect basic physiological concepts, thereby reducing the number of parameters to a
minimum. We test modifications in input data and a variety of model formulations
and parameter settings against the observed seasonal cycle of atmospheric C02 con—
centration. The results of this study can also serve as an independent test for global
mechanistic ecosystem models (e.g. Melillo et al. 1993, Janacek et al. 1991, Running
and Hunt 1993, Raich et al. 1991).

2 Basic concepts
As explained above, we seek a formulation of biosphere-atmosphere C02 exchange
based on observational data that with maximum simplicity is still able to accommo-
date fundamental ecophysiological concepts. Consequently, we reduce the number
of carbon fluxes to two, i.e. to Net Primary Productivity (NPP) and Soil Release
(SR). For the moment, we consider NPP to be that part of photosynthesised carbon
that remains in living plant matter and is not lost through autotroph maintenance
or growth respiration. This definition will be reconsidered in Section 6.2. We further
assume that all vegetation is in a steady state, so that there is no net gain of biomass
after one year and the net ecosystem production equals zero. Therefore, NPP is ex—
actly balanced by SR, under which we subsume all heterotroph respiration from soils
and plant litter. In order to reduce the number of parameters to a minimum, we seek
a globally uniform formulation of both fluxes and do not introduce any biospheric
carbon pools.

As input data we use climate observations, and the satellite—derived Normalized
Difference Vegetation Index (NDVI) to monitor photosynthetic activity of vegetation.
It has been demonstrated that the NDVI7 defined as the difference of the reflectivities
in the near-infrared minus red divided by their sum, is a reasonable measure of light
interception of vegetation formations, und thus an indicator of photosynthetic rate per
incidident radiation under non-stress conditions (Kumar and Monteith 1981, Tucker



and Sellers 1986, Myneni et al. 1992, Asrar et al. 1992).
We choose a spatial resolution of 0.5“, thus reflecting the high variability found

in vegetation formations, and a time step of one month for the calculation of NPP
and SR. Biospheric C102 fluxes are fed into a three—dimensional atmospheric tracer
transport model, TM2, a modified version of the one developed by Heimann and
Keeling (1989) with 7.83 by 10.00 degrees spatial resolution and 9 layers in the vertical
(Heimann 1994). Eventually, we compare the observed seasonal cycle at various
monitoring stations to the simulated seasonal cycle in the corresponding grid boxes
of the TM2.

3 Data

As observed climate data we take monthly means of precipitation, surface temper-
ature, shortwave, and thermal radiation from short—range weather forecasts by the
European Centre for Medium-Range Weather Forecasts (ECMVVF) from May 1985
to April 1989. The four—year period lies between two major changes of the forecast
model (Arpe, 1991). We use the mean annual course of NDVI data from the same
period as given by the Global Vegetation Index data set based on measurements on
board NOAA-9 and NOAA-11 satellites with the Advanced Very High Resolution Ra—
diometer (Gallo 1992). The data set accounts for the different pre-flight calibrations
of the two satellites, however, we do not correct for temporal evolution of calibration.
Monthly composites are formed by taking the highest NDVI value within each month
in order to minimize the effect of cloud contamination. The data are then brought
to a common spatial resolution of 0.5 degrees, by averaging the original Mercator
projected NDVI data with 10.4 minutes resolution at the equator, and the ECMWF
data by selecting the nearest 1.125 degree grid cell of the forecast model. A more
appropriate method would have been to average the single channels before forming
the NDVI. However. the data set used does not contain such information, and the
difference between the two calculations should be small and insignificant for a global
sensitivity study.

The TM‘Z is run with observed winds of both 1986 and 1987 from ECMWF anal—
yses, which gives an indication of the uncertainties induced by changes in atmospheric
transport patterns. Observed C02 concentrations were taken from the NOAA Cli»
mate Monitoring and Diagnostic Laboratory’s flask sampling program (Conway and
Tans 1990, CDIAC 1991). The mean seasonal cycle and the variance of the monthly
values are computed from data records of 1980 to 1990, as far as they are available,
by subtracting the long—term trend, which itself is fitted to the annual means of the
data records using Hermite cubics.



4 Model development and simulations

4.1 Strategy
In this study we execute the following main steps: First, we simulate the seasonal
cycle of land biosphere CO? fluxes with the mean annual course of the ECMVVF
climate data and the NDVI. Second, the fluxes are fed to the TM2, which is run over
four years with the same annual course of C02 fluxes until a steady state is reached.
Third, we write out the seasonal cycle during the last year of the simulation from the
TM2 boxes corresponding to various monitoring sites (cf. Table l), and compare this
to the observed mean seasonal cycle (cf. Section 3). The aim is to test the sensitivity
of the model against modifications in input data and varying formulations of NPP
and SR. In order to assess the effect of year—to-year changes of vegetation activity. We
also perform simulations based on climate and NDVI data from only 1986 and 1987,
respectively, thereby running the TM? with the wind data from the same year.

A significant problem in assessing how well the model reproduces global
biosphere-atmosphere C02 exchange lies in the uncertainties concerning non-
biospheric seasonal C02 fluxes. For the northern hemisphere, as a result of the
large land masses and the effective barrier provided by the intertropical convergence
zone, the situation is much more favourable than for the southern hemisphere, be-
cause the seasonal cycle is far more pronounced, and almost entirely of biospheric
origin (Heimann et al. 1989, Nakazawa et al. 1993). In contrast, for tropical and
southern—hemisphere stations the seasonal cycle is about equally influenced by bio—
spheric and non—biospheric effects, which are mainly oceanic COg exchange and, at
tropical stations, C02 from fossil fuel burning that is advected seasonally by the
monsoon circulation. An additional contribution could come from biomass burning,
not captured in our model. There is still too little known about the seasonality of
oceanic C702 fluxes to attempt incorporating them into this study. Therefore, we
devise two different test criteria for the two hemispheres.

One test criterion is provided by a cost function, J, using observations from a
number stations at northern latitudes:
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i runs over 12 months times 5 stations as listed in Table 2, cmbs and chm,
are observed and simulated C702 concentration of the mean seasonal cycle with the
convention that the sum over one year equals zero. 312,01” is the variance of the mean
seasonal cycle of a particular station and month. In Equation 1 we do not account
for correlations between different stations. Instead, we have tried to choose a set
of stations that is spread out fairly evenly across the northern hemisphere to avoid
groups of highly correlated stations, since this would introduce a bias towards regions
with high coverage.

For the southern hemisphere, we only take the difference in amplitude between
the modelled and observed seasonal cycle as a test criterion. In the simulations
by Heimann et al. (1989) it was shown for stations south of the equator that the



Table 1: Monitoring stations used for computing the cost function, J, from north to
south.

Station Code Latitude Longitude Height [111] Period
Point Barrow BRW 71.30N 156.6OW' 11 1980—1990
Ocean Station “M” STM 66.00N 2.0013 6 1982—1990
Cold Bay CBA 55.20N 162.70VV 11 1980-1990
Terceira Island, Azores AZR 38.80N 27.1013 30 1980—1990
Cape Kumukahi, Hawaii KUM 19.50N 154.80VV 3 1980-1990

biospheric signal alone has about the same amplitude as the total signal comprising
biospheric, oceanic and anthropogenic C02 sources. We further assume that biomass
burning, not included into the study by Heimann et al., will not significantly affect.
the amplitude of the observed signal. We can therefore assume that if a simulated
biospheric seasonal cycle has an amplitude considerably larger than observed, the
difference could not be made up by fluxes from other sources.

4.2 Carbon uptake
When developing a formulation for NPP we follow Monteith (1977) who suggested a
model for crops that relates annual NPP to the sum of absorbed Photosynthetically
Active Radiation (PAR). Furthermore, it has been noted that several vegetation in-
dices calculated from reflectances of red and near-infrared radiation, including the
NDVI, are approximately linearly related to the percentage of PAR intercepted by
the plant canopy (Kumar and Monteith 1981, Asrar et al. 1984, Myneni et al. 1992).
Asrar et al. (1992) also showed for the NDVI that this still holds for strongly het-
erogeneous vegetation distributions, such as desert shrubland. The two assumptions
were combined by Goward et al. (1985) who found a good linear relationship be-
tween the annual sum of NDVI and annual NPP for a variety of North American
biomes. Additionally, Tucker and Sellers (1986) developed a leaf physiological model
that again showed a reasonably linear relationship between the Simple Ratio Vege-
tation Index and photosynthetic rate per unit of PAR. All these models suggest a
functional form for NPP that is proportional to NDVI times PAR, which is itself a.
constant proportion of incoming shortwave radiation. However, they assume that the
vegetation is not water, nutrient 01' temperature limited.

“We believe that nutrient limitation as a long—term effect will largely be reflected
by a low NDVI, so that it does not have to be accounted for explicitly. As to tem—
perature limitation, we find that setting NPP to zero whenever monthly means of
temperature fall below 0°C has only a small effect, despite the large areas of boreal
and temperate evergreen forest. This is partly a result of low PAR during winter in
those areas, and partly an artifact of the data. processing procedure for the NDVI,
dropping all values whenever solar elevation is low (Gallo 1992), which coincides
reasonably well with freezing temperatures during winter. We decide to ignore any
temperature dependence of NPP, and expect the most significant effect to come from



water limitation.
This effect is illustrated in a study by Running and Nemani (1988), who used

a regional, process—oriented forest model (Forest—BGC) to calculate photosynthesis
of various forest sites, and compared this to NDVI measurements. They found that
though both follow closely throughout the year when the model is run for sites with
sufficient water availability, photosynthesis can almost cease while NDVI stays high
in forests under substantial water stress. This demonstrates an important ability
of trees: to control their water balance actively, without withering. In contrast,
grasslands were found to react to sinking moisture availability by falling NDVI (Gao
et al. 1992). This different behaviour of grass- and tree-like vegetation has important
consequences for modelling seasonal NPP based on NDVI globally.

We do not consider differentiating between the two vegetation types, e.g. using
an existing vegetation map, in order to keep to our initial concept of global uniformity
of the model. Instead we consider two alternative formulations:

NPP = A*NDVI*AET/PET*RS (2a.)
NPP = A*NDVI*RS (2b)

In Equation 2a we take as a measure of water stress the ratio of actual evapotranspira-
tion (AET) divided by potential evapotranspiration (PET) calculated with a bucket
model developed by Prentice et al. (1993). The bucket model uses monthly means
of incoming solar and thermal radiation and precipitation, which are interpolated
linearly to daily values, and has a constant field capacity of 150 mm. R5 stands for
solar radiation, and A is a globally uniform efficiency constant that has to be fitted
to the observed seasonal cycle of 00;. (A is not the same for both formulations.)

4.3 Carbon release

In formulating SR, we follow Bonan (1991) and Norman et al. (1992) who both used,
apart from minor additional factors, soil moisture times an exponential function of soil
temperature. The study by Norman et al. was over a grassland site, whereas Bonan’s
was on Alaskan boreal forests. Bonan assumes that his exponentiall temperature
dependence is also valid during winter, with no cutoff at low temperatures to account
for freezing conditions. His assumption was based on previous measurements (Vogt et
al. 1980, Moore 1983, Stohlgren 1988, Taylor and Jones 1990). In our study, we use
surface air temperature instead of soil temperature, and soil moisture is replaced by
ART/PET, which follows soil moisture closely in the one—layer bucket model used.
This seems reasonable. since annual AET was found to be correlated with litter
decomposition (Meentemeyer 1978).

However, the processes governing soil release are immensely complicated, and it
is not clear how water availability relates quantitatively to microbial activity. There-
fore we also consider a formulation without a water stress factor. Furthermore, other
studies (e.g. Heimann and Keeling 1989) have assumed that when the temperature
falls below a certain threshold the soil can be regarded as completely frozen, bringing
soil respiration to a halt. We combine these different assumptions, and obtain four



Table 2: Results of the simulations to test the various formulations of NPP and SR,
and a range of values for Q10 . In each line we give the value of the cost function
J after optimizing global photosynthetic efficiency, A, which is given in units of gC
per MJ of PAR. The value for global annual NPP (gINPP) is also displayed in GtC.
Bold numbers indicate an optimal value for QM). The error in A resulting from
uncertainties in the observed C02 concentration is generally around 1.1%.

Formulation NPP Equ. SR liqu. Q10 I winds I J A glNPP
I 2a 3a 1.2 1987 3.94 0.39 45

AET/PET AET/PET 1.5 3.00 0.55 63
1.9 5.89 0.79 91
2.4 21.14 0.94 108
1.2 1986 4.36 0.39 44
1.5 3.39 0.54 62
1.9 5.86 0.79 91

II 2a 31‘.) 1.0 1987 2.67 0.53 61
AET/PET AET/PET 1.1 2.87 0.58 67

cutoff 1.2 3.32 0.64 73
1.5 6.69 0.81 93
1.9 17.91 0.94 108

III 2a 3c 1.0 1987 4.91 0.32 37
AET/PET 1.2 3.44 0.42 47

1.5 2.88 0.59 68
1.9 8.15 0.83 96

IV 2a 3d not used
AET/PET cutoff

V 2b 3a 1.2 1987 4.92 0.32 47
AET/PET 1.5 3.58 0.45 66

1.9 4.79 0.66 96
VI 2b 3b —1.0 1987 2.71 0.42 62

AET/PET 1.2 2.67 0.52 76
cutoff 1.5 4.25 0.67 98

1.9 11.85 0.84 123
VII 2b 3c 1.2 1987 3.79 0.37 54

1.5 2.76 0.53 78
1.9 8.06 0.76 112
1.2 1986 4.17 0.36 53
1.5 3.14 0.52 77
1.9 7.92 0.76 112

VIII 2b 3d 1.0 1987 2.40 0.48 70
cutoff 1.2 2.91 0.59 87

1.5 7.55 0.76 112
1.9 23.76 0.80 118



alternative formulations:

SR = 3* {glomsr/PET (3a)
_ B*Qfo/10*AET/PET for 12—1000
‘ 0 for T<—10°C

SE = 3* {0/10 (BC)
SR 2 {bog/1° for T2—1000 (3d)

SR (3b)

0 for T < —10°C

T is the surface temperature, Q10 an empirical constant, and B is determined by the
condition that SR and NPP balance over one year in each grid cell. (Unlike A, B
is not globally constant.) Values for Q10 found in the literature vary between 1.3
and 3.3 (Raich and Schlesinger 1992), Bonan (1991) uses 1.91 for boreal forests, and
Norman et al. (1992) 1.44 for a grassland site under warm conditions. These values
are, however, related to soil temperature. In this study, we leave the size of Q10 open
and take it as another fitting parameter.

4.4 Simulations

We run a variety of simulations with differing combinations of the Equations 2 and
3 for NPP and SR, with values for Q10 varying between 1.0 and 2.4, as displayed in
Table 2. With B determined by the condition of local flux balance over one year,
the remaining undetermined parameter is the global photosynthetic efficiency, A.
Since tracer transport can be assumed linear, A only serves as a scaling factor for
the simulated concentrations 6mm in Equation 1. Therefore, we fit A after each run
analytically by minimizing J at a fixed value of Q10. The optimum of each formulation
can then be estimated by taking the Q10 that achieves the lowest value of J, and the
corresponding optimal value of A.

5 Results

5.1 Major tests
We show the results of various seasonal-cycle simulations in Table 2 and Figure 1.
Table 2 shows the results gained from applying the first test criterion of Section 4.1,
indicating the NPP and SR formulation chosen, Q10, the optimized value of the cost
function J, the corresponding value of A, and the global annual NPP (glNPP). Not
that the ratio of A to glNPP is constant for a given formulation of NPP. The error in
A at fixed Q10 that results from the uncertainty, Sims, in the observed values, Ci‚obs‚
is about 1.1% for all cases.

Figure 1 shows the observed and simulated seasonal cycle for all formulations not
using a low—temperature cutoff for two southern-hemisphere stations. (This cutoff has
virtually no effect at these stations.) The first station, Cape Grim, Tasmania (CGO,
41°S, 1450B). represents the C02 signal in the southern temperate zone, whereas the



CGO (41°S, 145°E) ASC (8°S, 14°W)
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Figure 1: Simulated and observed seasonal cycle at two southern—hemisphere stations,
Cape Grim (CGO, 4108, 145°E) and Ascension Island (ASC, 8 OS, 14 0W) for all for—
mulations not using a low-temperature cutoff. Error bars for observed values indicate
Sims. Simulations cannot be expected to match observations exactly because of the
additional seasonality resulting from other C02 sources, mainly oceanic. Although
the seasonal behaviour of oceanic sources is still disputed, we know that adding the
resulting oceanic signal to the simulated biospheric signal would not markedly change
the simulated amplitude.



second station, Ascension Island (ASC, 80S, 140W), is ideally situated to receive the
COg signal from the tropical and subtropical vegetation of southern Africa.

Comparing the amplitudes of the observed and simulated signals in Figure 1,
we find that both Formulation III and V clearly fail the second test criterion. It is
interesting that III does not fail at CGO, but all the more clearly at ASC, whereas V
fails at both stations. At ASC, this behaviour demonstrates the opposite seasonality
of tropical drought-seasonal vegetation in the two formulations, as we will see in
Section 6.3. For comparison, in the model of Heimann et al. (1989), oceanic fluxes
account for a signal of around 1 ppmv amplitude, and industrial C02 for less than
0.3 ppmv at Baring Head, New Zealand, at 41°S, 175°E, which is the nearest station
to CGO used in that study. This makes it clear that even without further knowledge
about the seasonality of oceanic 002 fluxes, we can evidently reject Formulations III
and V, and with them IV (not used) and VI, since the low-temperature cutoff has
almost no effect in the latitudes concerned.

Looking at the results in Table 2, and considering that most estimates of glNPP
lie between 50 and 60 GtC (see Section 6.2), it appears that whenever Q10 is larger
than 1.5, the value for glNPP after optimizing A comes out rather high and at the
same time the cost function deteriorates in all simulations. With Formulations I,
III, V and VII, all using no cutoff, we find a clear optimum with a Q10 close to
1.5 and NPP in the range that was expected, or slightly higher. This picture does
not change when going from 1987 to 1986 wind data, although fits appear to be
generally somewhat inferior. In contrast, values for Q10 cited in the literature are
typically higher than 1.5. We attribute this to the fact that we derive our fluxes
from air temperature, not from soil temperature. Among’these four cases, we find
that Formulations V and VII achieve the best fits, whereas Formulations I, III and
V have a glNPP somewhat closer to commonly assumed values. It is interesting to
note that very close values for A are found in both I and VII, whereas glNPP is
significantly higher in VII. This illustrates that the simultanious reduction of NPP
and SR, through the drought—stress factor has only a small effect on net COg fluxes
as “seen” by the atmosphere (see Section 63).

No clear optimum appears with Formulations II, VI and VIII, where SR was
set to zero for monthly mean temperatures below -10"CHere, the optimal Q10 shifts
to unreasonably low values, lies below 1.0 for II and VIII. This leads to a functional
form where the seasonality of SR. is dominated by the —10°C criterion, which clearly is
not observed in the field. If we therefore, reject the idea of a low-temperature cutoff
~ this will be further discussed in Section 6.4 — we are left with Formulations I and
VII, which both have a clear optimum at Q10 : 1.5, regardless of the wind data used.

Figure 2 shows the observed and simulated seasonal cycle of C02 concentration
at the stations used for defining the costfunction, J (cf. Table 1), derived from
Formulations I and VII with the optimized value for A, and thus glNPP, according
to Table 2, but with varying values of Q10. In all cases, 1987 wind data is used.
For comparison, results for Cape Grim (CGO) are also shown. At most stations the
maximum depletion of C02 during summer is poorly matched in the model. We
suppose, for CBA and BRW in particular, that this can at least partly be explained
by the presence of local vegetation that cannot be adequately represented at the
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Figure 2: Simulated and observed seasonal cycle at those stations used for calculating
the cost function, J, plus Cape Grim (CGO, 4108, 145°E), for Formulations I (full
curve), III (dotted) and VII (dashed) with the respective best-fit values for Q10 (all
1.5), using 1987 winds. Observations, gobs, are shown with error bars indicating
313053. The first half of the annual cycle is repeated for display purposes.
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coarse resolution of the TM2. (Although the biosphere model works at 0.50, fluxes
are always aggregated to TM2 resolution.) Simulations generally lead observations
by up to one month during the spring depletion of C02. In part, this is an effect of
the monthly NDVI maximization, that has a bias towards choosing values from later
in the month when grenness is increasing. However, an additional reason could be
high maintanance respiration during spring build-up of vegetation (cf. Section 6.2).
In general, differences between the various formulations are small and the curves are
often indiscernible.

In addition to simulating the seasonal cycle of 002 fluxes, we assess year-to—year
variability Within the model. Such variability results from changes in the wind data
as well as from changes in the NDVI and climate data used to drive the vegetation
model. We perform two tests for the years 1986 and 1987, simulating both winds and
vegetation activity for that particular year, using Formulation I and Q10 = 1.5. The
results are shown in Figure 3. We have added two runs where the vegetation is driven
by the mean climate in order to allow separation of the effect of changing winds alone.
In all cases we use the same value for the global photosynthetic efficiency, A, as it
was optimized with 1987 winds (0.55 gC/MJ, see below). We find that, in general,
observed and simulated year—to—year variability are of roughly the same size. The
results suggest that changes in in vegetation activity play a lesser role than changes
in atmospheric transport patterns, except for BRVV during late summer, probably
because of the proximity to local vegetation. The same effects might also cause the
year—to-year variability at BRW to be larger than simulated. For comparison we show
results for another arctic North American station, Alert on Ellesmere Island (ALT,
620W, 83°N), where local vegetation is almost absent.

The optimized global photosynthetic efficiency, A, for the two best-fit cases is
0.55 gC/MJ (Formulation I, Q10 Z 1.5) and 0.53 gC/MJ (Formulation VII, same
Q10; 1 gC : 10‘3 kg of carbon). Light-use efficience, 6, is normally defined through
NPP : 6 * IPAR where IPAR is that part of PAR that is intercepted by the canopy.
The ratio IPAR/PAR is usually denoted FPAR, i.e. fraction of intercepted PAR.
According to a theoretical study by Asrar et al. (1992), FPAR is approximately
linearly related to NDVI, even for heterogeneous vegetation cover, and complete
absorption should occur at a NDVI value of approximately one, i.e. FPAR % NDVI.
However, despite the monthly maximization that was carried out 011 the original
daily NDVI data, there is still considerable atmospheric contamination reducing the
highest values in the data set, assumed to represent complete vegetation cover, to
around 0.60. Therefore. we take FPAR, : NDVI/0.60. Assuming that PAR is one
half of solar radiation, R5, (Prince 1991) we obtain:

NP'P = e*NDVI/0.60*R5/2 (4)

Comparing that to Equations 2a and 2b allows us to translate A into 6,
and thus we obtain 6 = 0.66 gC/MJ PAR * AET/PET for Formulation I, and
6 : 0.64 gC/MJ PAR for Formulation VII. Cited values for natural vegetation range
from 0.4 to 3.0 g dry matter/MJ PAR (Running and Hunt 1993), and for crops from
0.8 to 4.8 g dry matter/MJ PAR (Prince 1991), which translates to 0.2 to 1.4 gC/MJ
PAR and 0.4 to 2.2 gC/MJ PAR, respectively, assuming 45% carbon content of dry
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matter.
For further discussion, it is important to note that most of the seasonal cycle

at the stations in Table 1 comes from vegetation north of 23.50N. The amplitude
caused by fluxes from the tropical belt (23.5°N to 23.508) only reaches 2.2% of the
full simulated seasonal cycle at the southernmost of these stations, Cape Kumukahi,
with Formulation I, Q1o = 1.5. For Formulation VII, same Q10, the figure is 3.7%.

Summarizing, we reject including AET/PET only into NPP (III), or only into
SR (V and VI), on the grounds that the amplitude either in southern—temperate or
011 southern—tropical latitudes is much larger than observed, and a SR cutoff at -10°C
(II, VI and VIII), because the optimized functional form defies common experience
in the field. The two best fits include AET/PET either into both fluxes (I), or into
none of the two (VII). The results appear to be independent of year—to-year changes
in atmospheric transport and vegetation activity.

5.2 Additional checks

Prior to the main simulations described in the previous section, we perform a number
of data consistency checks. Apart from changing between 1986 and 1987 wind fields,
which we have already discussed, they include using monthly vs. biweekly NDVI
maxima, monthly vs. interpolated daily flux updates in the TM‘Z, and NDVI vs.
Simple Ratio Vegetation Index (i.e. near-infrared divided by red reflectivity). The
most significant effect is found when changing from 1987 to 1986 winds (cf. Table
2), with the remaining three tests leading only to small changes in the output data
compared to the uncertainty resulting from the choice of the wind data. Therefore,
we keep monthly flux updates to the TM? and monthly maxima of NDVI.

We also test changing the scaling factors for convection and for vertical diffusion
both from 1.0 (standard case) to 0.25 (cf. Keeling et al. 1989, Heimann 1994). The
effect on vertical transport can be assessed by comparing seasonal cycles at Mauna
Loa (MLO), at 3397 m height, to Cape Kumukahi (KUM), at sea level, both on
Hawaii. The observed seasonal amplitude at MLO is about 15 :I: 5% smaller than at
KUM. In the standard case this difference is 22%, i.e. it is slightly overstressed. How—
ever, the difference increases markedly to 36% when the scaling factors are reduced.

6 Discussion

6.1 Model sensitivity
In this systematic exploration of functional forms of atmosphere-biosphere CO; ex—
change we have found a. number of good fits to the observed seasonal cycle of atmo-
spheric C02. They compare well those achieved in Heimann et al. (1989), and are
superior to those in an earlier study be Fung et al. (1987). A good fit is achieved
by a range of formulations, which illustrates how underdetermined the inversion of
atmospheric transport is, even with the highly constrained model used in this study.
Limiting factors are fluctuations in the observed seasonal cycle, changes in the wind
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data, and uncertainties about non-biospheric contributions. The latter limitation
makes it difficult to test assumptions about vegetation activity in the large tropical
biomes. Apart from an accurate resolution of the monsoon circulation, accurate data
on the ratio of 13C02 to 12C02 could resolve this problem, because this ratio allows
the determination of the biospheric contribution to changes in the C02 concentration
(Keeling et al. 1989). Local—vegetation effects also seem to contribute to discrepan-
cies between observations and simulations. This problem might be hard to overcome,
since an adequate resolution of the boundary layer is probably not feasible.

Despite these limitations, however, the simple models developed in this study
can be tested and parameters can be tuned accurately enough to draw some cautious
conclusions about the physiology of global vegetation (see following subsections). We
also find that the year—to-year variability of the seasonal cycle at sufficiently remote
stations is roughly of the observed magnitude, and that such variability appears to
be dominated by changes in the wind data. This suggests that we could possibly
improve the simulation method by running the TM2 over several consecutive years
with the actual observed winds.

6.2 Definition of biospheric fluxes
Before discussing physiological conclusions, a closer look at the definition of NPP and
SR is appropriate. NPP is commonly defined as total photosynthesis, called Gross
Primary Productivity (GPP), minus all autotroph respiration, Ra: NPP = GPP—Ra.
We have thus far assumed this to be true for this study. We have also assumed to a
counterbalancing release of carbon back to the atmosphere, SR, consisting solely of
heterotroph respiration from dead plant material, i.e. SR 2 Rh. Thus we have for
annual means:

W—R—azR—h (5)
This perfect balance between NPP and SR, is a rather strong assumption when consid-
ering a particular test sight (cf. W'ofsy et al. 1993). However, the largest imbalances
will be introduced by management practices and changes in the disturbance regime
(Kurz et al. 1992, VVofsy et al. 1993), and these will be too long—term to have any
significant effect on the seasonal cycle.

Estimates for global annual NPP range from 47 GtC (Whittaker and Likens,
1973, Lieth 1975; 1 GtC = 1012 kg of carbon) to 60 GtC (Ajtay et al. 1979, Olson et
al. 1983). Taking our current definition of NPP given, annual NPP can be equated
with annual plant detritus production. equivalent to R—;,. This was estimated by
lVIeentemeyer et al. (1982) at 55 GtC globally. The term [To in Equation 5 can be
further separated into contributions from aboveground vegetation, s‘we, and roots,
R2001. The latter is hard to separate from Rh when measuring soil release. Therefore,
Raich and Schlesinger (1992) give a global estimate of total soil release, including
root respiration, i.e. of Rh plus R2001, of 68 GtC annually. They also find that this
quantity is, for the major biomes, on average around 24% higher than NPP and thus
arrive at an estimate of 55 GtC for glNPP.

It is important to note that the time step implied in the NPP data cited above
is one year, with the build—up and shedding of leaves and fruits undergoing a yearly

15



cycle, apart from some evergreen tropical vegetation. At this time scale, autotroph
respiration can be excluded from net fluxes. At the other extreme, at a sub-daily time
scale autotroph maintenance respiration would have to be accounted for explicitly in
order to simulate the diurnal cycle of C02 fluxes. In this way the inherent time scale
determines what a net flux is. Consequently, we separate autotroph respiration, Ra,
into a fast, R5, and a slow component, R2. Fast in this context means that resisdence
time of carbon is less or equal to the basic model time step. (Rh is considered entirely
slow.) That leads us to a new, time-scale dependent definition of NPP and SR:
NPP : GPP — R}; and SR 2 Rh + RS. Thus, the annual balance becomes:

GPP’—F:Fh+R—z (6)
Since autotroph respiration that is out of phase with photosynthesis, i.e. R2, will
show up in atmospheric transport, this definition is probably more appropriate for
our model. The difficulty, however, lies in the fact that autotroph and heterotroph
respiration, both now included into SR, have a different functional dependence on
environmental factors. A solution would be to parameterize R]; R: explicitly. In
the context of this study, however, this would unnecessarily complicate the model.
Therefore, the question remains how large the difference between the two definitions
of NPP is for our monthly biosphere model.

In fact, during most of the vegetation period carbon loss through autotroph
respiration will be covered immediately by gains from day—time photosynthesis, so
that the difference will be small. We expect that the main contribution to R: will
come from stem respiration during winter and from the build—up of leaves during
spring, when maintenance respiration exceeds photosynthetic gain. This spring build—
up could also be the reason for the phase lag of observations against simulations
in Figure ‘2 (cf. Section 5.1). In both cases respiration loss of carbon has to be
compensated by the depletion of assimilates that were produced during the previous
vegetation period. With about 10 GtC annual NPP allocated to temperate and
boreal forests and woodlands (Olson et al. 1983), a rough guess for the amount of
stem respiration would be 1 to ‘2 GtC. If we assume 20 GtC for total northern non—
tropical NPP, spring build-up could contribute something of a similar size, so that
we expect that by definition, glNPP in our model will exceed cited values by a few
GtC. However, a detailed study of the effect of time scale on net flux sizes would be
necessary for a proper assessment.

6.3 Impact of: water stress
It is important to note that almost all the signal used for fitting originates from
northern temperate and boreal vegetation. Comparing the three best fits from Table
‘2, shown in Figure 2. reveals no marked differences in the simulated seasonal cycles at
northern—hemisphere stations. Notably, even Formulation III, with a much different
southern—hemisphere seasonality, could pass as a good fit when looking only at the
stations shown in Figure 2, because the simulated signal at CGO has roughly the
same amplitude as the observed one. However, as discussed in Section 5.1, III can be
excluded by considering also CO; measurements from Ascension Island. This shows
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how important it is to have a network of remote monitoring sites that spans much of
the globe, as provided by the NOAA/GMCC flask sampling network (Conway and
Tans, 1990).

At the northern-hemisphere stations used for fitting global parameters the dif-
ference between the three formulations is very small. I11 the case of Formulations I
and VII, the two curves are almost indiscernable. The reason for this is that drought
stress, quantified as AET/PET, has only a relatively small effect on northern vege-
tation, mainly during the summer months. This can be seen in Figure 4 on Graphs
(b) and (d), reprenting tundra and evergreen needle—leaved forest, respectively. (We
have chosen to show Formulation VIII instead of VII to demonstrate the effect of
a low-temperature cutoff as well, cf. next subsection). In addition, Formulation I
reduces both 002 uptake and release simultaneously by the same factor, AET/PET,
so that there is only a small difference in the net flux compared to Formulation VII,
where no drought-stress factor is applied at all. Formulations I and VII are also the
ones that pass the test at the CGO and ASC.

For the tropical belt, the inclusion of a drought-stress factor matters far more
than for the extratropics. This can be seen on Figure 1 for ASC, where much of the
signal comes from tropical vegetation south of the equator. One such area is repre—
sented by Graph c in Figure 4. Both figures show that the simulated net seasonal C02
exchange differs vastly between the different model formulations used. (Evidently, the
low-temperature cutoff has no influence in these areas so that e.g. VII and VIII are
identical.) The easiest to interprete is Formulation VII. Here, C02 release is nearly
constant over the year, whereas C02 uptake declines during the dry season because
of a decline in the NDVI. This decline in NDVI is, however, much less pronounced
than the decline in the drought-stress factor, AET/PET, which goes to near-zero in
the area represented in Figure 4, Graph c. Consequently, for Formulation III, with
the same SR but the additional drought-stress factor in NPP, seasonal 002 exchange
has about the same phase but a markedly larger amplitude. The dominant role of
the factor AET/PET also causes Formulation V to produce a seasonal cycle of just
the opposite orientation as III or VII, because in this case SR declines to almost
zero during the dry season, while NPP is only reduced to around half its peak value,
making the dry season a period of net COg uptake. Finally, with Formulation I we
simulate only a very small seasonal net C02 exchange, because the drought—stress
factor reduces SR and NPP simultaneously.

Comparing simulations with observations (see Figure 4), with all the limitations
mentioned in Section 4.1. it seems that only Formulation I, which produces a very
small seasonal C02 exchange in the tropics, can edaquately represent tropical vege-
tation activity. It appears that even Formulation VII produces too large a seasonal
cycle at ASC. although this is not obvious enough for a rejection. Our conclusion
for tropcial vegetation is that C02 uptake and release happen mostly simultaneously,
reducing net exchange considerably compared to temperate and boreal vegetation.

It is instructive to consider the global values of Growing Season Net Flux
(GSNF), defined as the sum of the monthly net C02 exchange as long as net flux
goes into the vegetation at one particular grid cell. As expected, this value is highest
for III and V (both 14.5 GtC), less for VII (12.5 GtC), and smallest for I (10.2 GtC).
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the figure. Note that the photosynthetic efficiency, A, is not the same for I and VIII.
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The differences come almost entirely from tropical regions, begause drought stress is
only small in areas of temperate or boreal vegetation.

However, it is not only tropical summer—rain, but also subtropical winter—rain
vegetation that experiences large seasonal drought stress. Such areas are abundant in
subtropical Australia, and we suggest that the apparent mismatch at CGO between
observations and simulations with Formulation V can be explained by the fact that
the impact of drought on such vegetation is inadequately represented. In fact, in a
seperate simulation we find that about 80% of the simulated amplitude at CGO comes
from vegetation south of the Tropic of Capricorn when using Formulation V. In this
case, SR dominates during the humid winter, whereas NPP is overestimated during
the mainly dry summer because drought stress of plants is neglected. The resulting
net C02 flux has the same seasonality as the flux from temperate vegetation, so that
the two signals largely add up. This causes the simulated amplitude at CGO to be
much too large. It seems that, as in the case of tropical summer-rain vegetation, both
CO; uptake and release largely happen simultaneously so that both Formulation I
and VII produce satisfactory results.

Apparently, although Formulation I seems to be performing somewhat better
at ASC than VII, it is not possible to decide definitely whether to include AET/PET
into both NPP and SR or none of the two on the basis of atmospheric transport
and observed C02 alone. Obviously, there must be some dependence on drought
stress of both NPP and SR, but inversion of atmospheric transport will not be able
to determine this dependence. This is because in those areas where drought stress
matters most, net fluxes appear to be small. However, we know from physiology
that forests, contributing most to NPP globally (Olson et al. 1983), respond to water
pressure deficit by stomatal closure. Since this is not visible in the NDVI, it would be
necessary to account for the response of forests to drought stress explicitly in NPP,
as it is done in Formulation I. In fact, independent estimates of global NPP seem
to favour Formulation I, although it is hard to quantify whether the more 7realistic7
NPP value outweighs the inferior cost function. We therefore compare annual NPP
for Formulations I and VII with a global NPP map by Fung et al. (1983) on the
same 7.83 by 10.00 degree grid of the TMZ, based on the global vegetation map by
Matthews (1983). The comparison, restricted to grid cells with at least 50% land
cover, is displayed in Figure 5. The global total for the Fung et al. data (45 GtC)
is significanctly smaller than the corresponding values in our study (63 and 78 GtC,
cf. Table 2). Nontheless, the correlation of all displayed data points is considerable
(I: 0.88; VII: 0.86, number of data points: 201).

This good agreement is encouraging, because both data sets were generated
using complementary concepts. \Vhereas our study assumes that NPP is solely con—
trolled by environmental factors, the Fung et al. data have been generated by assign-
ing the same annual NPP to each vegetation type, based on field studies, and then
using a global vegetation map (Matthews 1983). In particular, there is no system-
atic overestimate of NPP in the tropics, although We have ignored any temperature
dependence of NPP. (Higher temperatures usually imply higher maintenance respi—
ration, thus reducing NPP and therewith the photosynthetic efficiency, A, which we
have assumed globally constant.)
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However, for the tropical latitudes (15.6508 to 15.650N, represented by the larger
black dots in Figure 5), the agreement is visibly superior for Formulation I against
Formulation VII (correlation coefficient, I: 0.86; VII: 0.68; number of data points:
28). This is because Formulation VII assigns broadly the same annual NPP (around
1000 gC/m2) to large areas of the tropics, whereas the same areas show a much larger
variability in annual NPP both with Formulation I and in the Fung et al. data. In
the Matthews vegetation map, these areas are assigned to tropical rainforest, tropical
drought~deciduous woodland, grassland with 10 to 40% tree cover, and xeromorphic
forest/woodland. There are no significant differences in the annual mean NDVI, hence
the uniformity of annual NPP with Formulation VII. In contrast, Fung et al. assume
945 gC/m2 for tropical rainforest, and values around 300 gC/m2 for the remaining
vegetation classes. Such a decline in productivity when going from the equatorial rain
forest to the adjacent drought affected regions can also be seen in the data produced
with Formulation I, which additionally accounts for variations in rainfall; hence the
good agreement between Formulation I and the Fung et al. data. On the other hand,
around the Tropic of Cancer we find a number of grid points where Formulation
I derives annual NPP below 1010 kgC per TM2 grid cell, whereas Matthews—based
values are significantly higher (see the plus signs in Figure 5, upper graph). For
those arid regions, the agreement is clearly better with Formulation VII. Possible
explanations include insufficient precipiation data, and inadequate representation of
sparse desert vegetation in the Matthews—Fung model, where Sahel grasslands are
assigned the same annual NPP as e.g. grasslands in southern Brazil.

As stated in Section 4.2, we expect Equation 2a to be more appropriate for
forests, and Equation 2b to be better suited for grasslands and arid regions, where
vegetation quickly responds to rainfall. This assumption is supported by the compar—
isons made in the preceding paragraph. Given that globally forests and woodlands
contribute much more to NPP than grasslands (Olson et al. 1983), we find that For-
mulation I is more suited for a global—scale model. We also find some evidence that
the seasonal cycle of C02 exchange in the tropics is more adequately represented by I
than by VII. Furthermore, Formulation VII appears to overestimate global NPP be-
cause it fails to reproduce the reduction in NPP of drought stressed forests. Since the
global photosynthetic efficiency, A, comes out roughly the same in both formulations,
we might thus interpret the difference in glNPP, 16 GtC, mainly in the tropics, as the
size of the decline in NPP globally resulting from water deficit. This value increases
to 18 GtC if we use the same value for A in VII as in I, 0.55 gC/MJ. We therefore
conclude that Formulation I is probably most adequate for a. globally uniform model
of vegetation functioning.

6.4 Winter-time C02 release
In contrast to the preceding subsection, it is much easier to decide against setting
Q10 to zero at low freezing temperatures from C02 observations and atmospheric
transport modelling alone. Our results suggest that there is considerable release of
carbon from vegetation out of phase with NPP, i.e. during the winter months. A
low-temperature cutoff reduces those fluxes to early spring and early winter, requiring
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either an unreasonably high NPP, or an unreasonably low Q10, since temperatures are
still low at that time. In the study by Fung et al. (1987) SR was assumed to increase
linearly with temperature, and to cease below a value of —14.3“C for temperate or
boreal needle-leaved vegetation, and -6.25°C for temperate or boreal broad-leaved
vegetation. In Figure 4 we show fluxes from various grid boxes identical to those
used in the Fun'g et al. study for Formulation I (Q10 2 1.5) and VIII (Q10 2 1.2).
The latter corresponds to the one used in Heimann et al. (1989), except that they use
a Q10 of 1.5. Fluxes for Formulation VIII are also similar to those derived by Fung
et al., where the Q10 implied in going from 0°C to 10°C is 1.9 and 2.4, respectively,
i.e. much larger than the optimal value found in our study when using a cutoff. In
fact, in the study be Fung et al. the simulated seasonal COg concentration at Point
Barrow, Alaska, is clearly too low during winter, which could well be attributed to
missing winter-time C02 release.

We therefore conclude that there must be a considerable amount of C02 re—
leased from soils during the winter. This is supported by the results of a number
of field studies, where litter decomposition proceeded with no significant slowdown
under snow cover (Moore 1983, Stohlgren 1988, Taylor and Jones 1990). The heat
insulating property of snow left the soil relatively warm at 0 to —3°C compared to air
temperatures down to —35°C (Moore 1983). The C02 produced during litter decay
probably escapes fast enough to show up in atmospheric transport as winter—time
release. This was found by Solomon and Cerling (1987) who measured C02 concen-
trations within soil and snowpack in a montane environment in Utah. However, the
field studies mentioned are from sites with a large amount of snowfall compared to
the more continental climates of e.g. the Siberian boreal forest areas. Nonetheless,
a smaller amount of snow cover in those latter regions might still be a sufficient in—
sulator to favour bacterial activity, but be even better at letting CO; escape to the
atmosphere.

7 Conclusions

In this study we have investigated what insights can be gained from testing a bio-
sphere model by coupling C102 fluxes to an atmospheric tracer transport model and
checking results against observations. The overall picture is that such an inversion
is highly underdetermined with regard to the functional dependence of biosphere—
atmosphere C702 exchange. This is largely because uptake and release of C02 often
happen in phase, so that the net flux to the atmosphere is small compared to the
amount of carbon cycled locally. Year-to-year changes in atmospheric transport in—
troduce a further difficulty. However, when constraining the biosphere model to a
small number of parameters, some clear trends are Visible. We have found a number
of indications of the importance of including water availability, and the results point
strongly towards a considerable carbon release from soils during northem—hemisphere
winter.

By deliberately simplifying our biosphere model to a minimum number of pa-
rameters, we have been able to explore systematically a. wide range of model formu-
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lations and parameter settings. Thus we have found a formulation that goes beyond
those used previously in similar studies (Fung et al. 1983, 1987; Heimann and Keel-
ing 1989) by taking account of water availability. However, the method can equally
be used to test more complex, mechanistic terrestrial ecosystem models. This study
should give an idea of the scope as well as the limitations of such a test.

It would be a. significant step forward to simulate interannual fluctuations of
atmospheric C02 in the same way as it has been done for the seasonal cycle. Such
fluctuations appear to be linked to the El Nifio—Southern Oscillation (Keeling et al.
1989), and possibly to violent volcanic eruptions, such as the recent one of Mount
Pinatubo (Sarmiento 1993). This requires extremely accurate measurements of the
carbon isotope ratio of atmospheric C02 to extract the biospheric contribution to
C02 variations. Such data are not yet available for longer periods. Further, both the
vegetation index and the meteorological data we have used contain inhomogeneities
and trends that, because of the delicate balance between carbon uptake and release,
dominate interannual carbon flux variations when we run our model interannually.
Significant improvements concerning data quality are therefore needed. With such
improvements, however, it would be most instructive to compare interannual fluctu—
ations in atmospheric C02 derived taking a range of model formulations used in this
study with those calculated with a number of existing terrestrial ecosystem models.
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