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Engineering effective electronic parameters is a major focus in condensed matter physics. Their
dynamical modulation opens the possibility of creating and controlling physical properties in systems
driven out of equilibrium. In this Letter, we demonstrate that the Hubbard U, the widely used on-site
Coulomb repulsion in strongly correlated materials, can be modified on femtosecond timescales by a strong
nonresonant laser pulse excitation in the prototypical charge-transfer insulator NiO. Using our recently
developed time-dependent density-functional theory plus self-consistent U method, we demonstrate the
importance of a dynamically modulated U in the description of the high-harmonic generation of NiO. Our
study opens the door to novel ways of modifying effective interactions in strongly correlated materials via
laser driving, which may lead to new control paradigms for field-induced phase transitions and perhaps
laser-induced Mott insulation in charge-transfer materials.
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The interaction of strong subresonant driving fields with
solids just below their damage threshold leads to very
interesting phenomena, such as high-harmonic generation
(HHG) [1–9]. HHG has, so far, mainly been interpreted in a
pure single-particle band-structure picture, assuming that
electrons behave as independent particles during the
interaction with the laser pulse. In this simplified view,
only the electronic occupations of the bands change and the
band structure of a solid remains frozen during the light-
matter interaction, allowing for an interpretation in terms of
inter- and intraband mechanisms within the single-particle
band structure of the solid.
However, we know that laser driving can modify both the

band structure and its topology [10–15] and the effective
interactions [16–27] in solids, rendering the frozen-band
and frozen-interaction scenarios questionable in many
cases, in particular, in the context of light-induced metal
insulator transitions [28–30], magnetic systems [31–36],
and superconductivity [37–40], among others.
The usual argument for neglecting dynamical changes of

the electron-electron interaction in strong field physics is
that the strong excitation induced by the intense driving
field completely dominates over these effects [41]. For
atoms in strong fields, the correlation effects are usually
small, even if they can be relevant in specific cases [42].
In solids, it was recently shown that assuming indepen-

dent electrons is a perfectly valid approximation for HHG
from bulk silicon [43], and that it performs also very well
for bulk MgO [44]. However, the general validity of the
frozen-band-structure approximation in strong driving

fields must be questioned in correlated materials such as
transition metal oxides. It has already been shown using
time-dependent Hartree-Fock calculations that excitonic
effects modify the HHG spectrum of a one-dimensional
chain of H atoms [45].
In this Letter, we investigate dynamical effects originat-

ing from the electron-electron interaction in the context of
strong field physics in solids, namely, in the HHG emission
spectra. To do so, we focus on a class of strongly correlated
materials, the transition metal oxides, which exhibit a
wealth of interesting physical properties, covering super-
conductivity, magnetic materials, and Mott or charge-
transfer insulators [46–49]. Those physical properties are
governed by the localized and partially occupied 3d orbitals
of the transition metal atoms. The electron-electron inter-
action in these orbitals is typically described by an effective
on-site repulsion, referred to as HubbardU. SinceU plays a
crucial role for the insulating behavior in charge-transfer
and Mott insulators, these materials offer a test bed to
challenge the general validity of the independent-particle
approximation in strong field physics.
Assuming that electrons remain independent during the

interaction with an ultrafast driving field directly implies that
any effective parameter describing the solid can be seen as
constant during the interaction. To challenge this approxi-
mation, one therefore needs a theoretical framework capable
of capturing the time evolution of U. One possible approach
to access this dynamics is to extend state-of-the-art methods,
such as the constrained random-phase approximation
(CRPA) [50–54], to the time-dependent case. However,
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these methods have a prohibitive computational cost, and
dynamical screening in Mott insulators without considering
changes of U has been studied in a model system only so
far [55]. In equilibrium, these methods have already high-
lighted the impact of dynamical-U effects both on dynamical
response functions and thermodynamic phases in strongly
correlated materials (see, for instance, Ref. [54]). In out-of-
equilibrium settings such as strongly driven materials, the
dynamical renormalization ofU is therefore expected to lead
to similarly important consequences.
Here we use the recently proposed ACBN0 functional

[56], based on earlier work of Refs. [57], which can be seen
as a pseudohybrid reformulation of the density-functional
theory plus HubbardU (DFTþ U) method. This functional
directly allows, by solving generalized Kohn-Sham equa-
tions, us to compute the Hubbard U and Hund’s J ab initio
and self-consistently, without the need of a supercell, where
U and J have to be understood as the intra-atomic values
averaged over the localized orbitals. The time-dependent
generalized Kohn-Sham equations within the adiabatic
approximation reads (in atomic units) [58]

i
∂
∂t jψ

σ
i ðtÞi ¼

�
−
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2
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where jψσ
n;ki is a Bloch state with a band index n, at the

point k in the Brillouin zone and with the spin index σ, vext
is the external potential containing both the driving laser
field and the ionic potential, vH is the Hartree potential, vxc
is the exchange-correlation potential, and V̂σ

U is the plus U
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Here P̂mm0 ¼ jϕσ
mihϕσ

m0 j is the projector over the localized
subspace defined by the localized orbitals fϕσ

mg, and nσ is
the density matrix of the localized subspace. The expres-
sions ofU and J in terms of the occupations are given in the
Supplemental Material [59].
This method has been recently extended by some of us

to the real-time case [65], within the framework of time-
dependent density-functional theory (TDDFT) [66,67].
TDDFTþ U is in practice a computationally efficient
method to simulate the electronic response of systems
driven out of equilibrium without relying on perturbation
theory. It has been shown to yield accurate electronic band
gaps, effective U, and surprisingly good linear absorption
spectra of the charge-transfer insulators NiO andMnO [65].
Motivated by these promising results, we propose here to

employ this method to access the time evolution of U of
systems driven out of equilibrium.
Using this fully ab initio TDDFTþ U framework, we

study HHG in bulk charge-transfer insulators, taking nickel
oxide as a prototypical material. We show that, in the
nonperturbative regime required to obtain HHG, U is
strongly modified on the timescale of the laser pulse. We
find that neglecting the dynamics of U leads to a modified
HHG spectrum, showing that dynamical effects originating
from the electron-electron interaction can strongly affect the
nonlinear properties of solids driven by strong laser fields.
All the calculations presented here were performed for

bulk NiO, which is a type-II antiferromagnetic material
below its Néel temperature (TN ¼ 523 K [68]) [69]. The
driving field is taken along the [001] crystallographic
direction in all the calculations. We consider a laser pulse
of 25 fs duration (FWHM), with a sin-square envelope for
the vector potential. The carrier wavelength λ is 3000 nm,
corresponding to a carrier photon energy of 0.43 eV. The
time-dependent wave functions, current, and Ueff are
computed by propagating generalized Kohn-Sham equa-
tions within TDDFTþ U, as provided by the Octopus
package [70]. We employed the Perdew-Burke-Ernzerhof
(PBE) functional [71] for describing the semilocal DFT
part, and we computed the effective Ueff ¼ U − J for the
O 2p (U2p

eff ) for one of the Ni 3d orbitals (U3d
eff ), using

localized atomic orbitals from the corresponding pseudo-
potentials [65]. Our ground-state values for U and J are
consistent with other publications [56,65].
From Fig. 1, we find that the effective Hubbard U is

strongly modified by the applied laser, and that it decreases
for both the O 2p and Ni 3d orbitals. Moreover, increasing
the driving field intensity [72] leads to a stronger decrease
ofU. The reduction ofU is understood as follows. Dividing
the Hilbert space into a localized subspace and the rest, as
commonly done in CRPA [50–53], it is clear that the
screening, originating from the polarization associated with
the rest of the system, increases as electrons are pumped
from the localized subspace to the delocalized rest. This
enhanced screening leads to a dynamical decrease of U.
The time-dependent U exhibits oscillations at twice the

frequency of the laser field, in agreement with the proposed
mechanism, as each extrema of the electric field corre-
sponds to the excitation of carriers to the conduction bands
(see the Supplemental Material [59] for the direct com-
parison to the population of the localized orbitals).
It is worth noting that, at higher intensities, the variation

of U is faster and then saturates to the same final value (see
red lines in Fig. 1). This saturation is expected, as the
localized states only have a finite number of electrons to be
excited, and therefore the decrease ofU must saturate as the
intensity increases. However, a more thorough analysis
(cf. Supplemental Material [59]) reveals that the saturation
originates from the rapid change of the effective on-site
screening.
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The final depletion of U, as taken from the long-time
limit in Fig. 1, is shown in Fig. 2. We observe that, at
moderate field strengths, the variation of U is proportional
to the electric field strength, as expected from the linear
response of the polarization, and then deviates from linear
scaling, demonstrating a transition from linear to non-
linear reduction of U. We found that, for moderate field
strength, −ΔU3d

eff ≈ 3.28E and −ΔU2p
eff ≈ 2.15E, where E

is the electric field strength. The dynamics of U not only
depends on the intensity of the driving pulse, but also
depends on the shape and the length of the applied laser
pulse. From these results, it is clear that it is not possible to
assume that the Hubbard U remains constant during the
interaction with the strong driving field, thus indicating, in
principle, a breakdown of the widely assumed indepen-
dent-particle or frozen-band-structure approximation for
strongly correlated materials.
In order to confirm that the Hubbard U reduction comes

from the promotion of localized electrons to conduction
bands, we also compute the magnetization of the system,
spherically averaged around the Ni atoms. As shown in
Fig. 3, the Ni magnetization decreases together with

Hubbard U, thus confirming our physical interpretation.
Interestingly, we do not observe a saturation of the
demagnetization of the Ni atoms, as opposed to the final
decrease of U, which is saturated for the corresponding
laser intensities. This is compatible with the fact that the
saturation observed in Fig. 1 originates mainly from the
fast change of the on-site screening. This interpretation
is independently verified by performing ground-state
DFTþ U calculations using constrained occupations,

FIG. 2. Calculated change of U at the end of the laser pulse
versus the peak driving field strength, for the Ni 3d orbitals (red
curve) and the O 2p orbitals (blue curve). The dashed lines
indicate a linear scaling in electric field strength, as expected from
linear response theory. The calculated ground-state value of Ueff
is 6.93 eV.

FIG. 1. Self-consistent dynamics of Hubbard U for the Ni 3d
orbitals (middle) and the oxygen 2p orbitals (bottom) for pump
intensities as indicated. (Top) Represents the time-dependent
vector potential, and the vertical dashed lines indicate the
extrema of the vector potential, i.e., the minima of the driving
electric field.

FIG. 3. Time evolution of the magnetization integrated around
the Ni atoms for different driving intensities. We only report the
magnetization computed around one of the Ni atoms, as the two
atoms are found to have exactly opposite magnetization, as
expected for the antiferromagnetic phase considered here. The
magnetization is calculated by averaging over a sphere of radius
1.97 bohr around the Ni atom.
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which confirm that the change in U is directly linked
to the change in population on the localized orbitals
(cf. Supplemental Material [59]). It is interesting to note
the analogy between our results and LDAþ DMFT cal-
culations [73], in which it was found that doping NiO with
holes leads to a reduction of the band gap and of the
magnetic moment of the Ni atoms (from 1.85 μB up to
1.45 μB depending on the hole doping). The fact that the
band gap and the magnetization change with the occupa-
tions of the localized orbitals reflects the multiorbital
correlated character of NiO, which is captured by our
time-dependent approach.
To get more insight about the relevance of the dynamical

Hubbard U for describing the strong field response of NiO,
we compute its HHG spectrum with dynamical and staticU
(Fig. 4). From Fig. 4, it is clear that neglecting the dynamics
of U in NiO leads to a strongly modified HHG spectrum
(see the Supplemental Material [59] for different intensities
and a comparison with PBE). Indeed, freezing Ueff to its
ground-state value of 6.93 eV implies that the band
structure, and, in particular, the band gap of the material,
remains constant during laser irradiation. The light-induced
reduction of U (by about 10%) implies that the band gap of
the material becomes “dynamically” smaller during the
laser pulse. As a direct consequence, the required excitation
energy for Zener tunneling or multiphoton ionization
decreases. Indeed, this energy depends directly on the
number of photons needed to reach the band gap, thus
reducing the band gap leads to a stronger excitation of
electrons and therefore to stronger harmonic emission.
Another important implication is that a dynamical U
introduces a novel dimension that in the strong field
response of solids, i.e., time. Indeed, in usual semicon-
ductors, changing the length of the driving pulse only

results in a change of the width of the harmonic peaks,
as long as a pulse contains more than few optical
cycles [74,75]. Effects such as the Stark effect [76] or
the renormalization of the bands due to the coupling to the
laser pulse [15] are usually quite small for the laser
parameters considered in HHG from solids. The band
structure of these solids remains unchanged on the time-
scale of the optical pulse [43], and two consecutive non-
overlapping pulses result in the same harmonic emission.
However, for the case of NiO, a longer (shorter) pulse will
lead to a more (less) important decrease of U, and a
subsequent delayed pulse would feel a modify band
structure, due to the reduction of U by the first pulse,
resulting in a modified harmonic emission. In addition to
HHG, we checked that our method reproduces well
available experimental values for the low-energy third-
order susceptibility χ3 (see Supplemental Material [59]).
In summary, we investigated the HHG spectra of the

prototypical charge-transfer insulator NiO driven by a
strong below gap laser pulse excitation. We showed that
the strong laser intensity needed to generate high-order
harmonics in NiO induces a significant change of Hubbard
U as a result of the increase of the screening from the
photoexcited itinerant electrons. Neglecting the change in
U strongly affects the solid HHG spectrum, demonstrating
the measurable importance of the time dependence of U in
the nonlinear response of the material to a strong laser field.
Our results demonstrate that dynamical modification of

the electronic parameters in correlated materials is indeed
possible by purely electronic means without involving the
crystal lattice. This should be contrasted with other
dynamical perturbations, such as, for instance, the concept
of nonlinear phononics [77,78], in which direct excitations
of optical phonons are used to induce such changes and
trigger light-induced phase transitions. The timescales for
phononic modifications of parameters are typically in the
picosecond range, whereas here we showed that a much
faster modification on femtosecond timescales is possible
with our suggested mechanism, which might bear practical
relevance for ultrafast switching processes. Conceptually,
this faster mechanism may also allow us to disentangle
electronic and phononic dynamics and also study cases in
which such a decoupling is not possible, for instance, when
the Born-Oppenheimer approximation breaks down [79].
The proposed effect could be detected experimentally
using pump-probe spectroscopy. One could measure
band-structure renormalizations in time-, angle-resolved
photoemission spectroscopy, or one could detect the
changes in terahertz conductivity or optical reflectivity in
the time domain. Finally, we note that coupling to phonons
and impurities, not considered in this Letter, is expected to
revert the laser-induced changes on hundreds of femto-
second to picosecond timescales by relaxing back to
thermal equilibrium the nonequilibrium occupations
responsible for the modified screening.

FIG. 4. Effect of the time evolution of U (from Fig. 1) on the
HHG spectrum of NiO. The HHG spectrum obtained from the full
time evolution is shown in black, whereas the spectrum obtained
for frozen U is shown in red. The red vertical line indicates the
calculated ground-state band gap of NiO. The intensity is taken
here as I0 ¼ 1012 W cm−2.
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From a methodological point of view, the developed
TDDFTþ U formalism allows for practical calculations
from first principles of dynamically modulated U and other
relevant couplings in real materials. In order to be efficient
in controlling the dynamical properties of correlated
materials, further studies should address the effect of the
renormalization of U due to other excitations, such as, for
instance, phonon dynamics, magnetic spin waves, and heat
fluctuations, and compare it with the present effect. We
expect that this work will pave the way for predicting and
modeling interesting and potentially technologically rel-
evant correlated materials for applications in ultrafast
optoelectronics, magnetism, or spintronics.
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