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Abstract

Laser-Plasma Accelerators (LPAs) combine a multitude of unique features, which
makes them very attractive as drivers for next generation brilliant light sources in-
cluding compact X-ray free-electron lasers. They provide high accelerating gradients,
thereby drastically shrinking the accelerator size, while at the same time the produced
electron bunches are intrinsically as short as a few femtoseconds and carry high peak
currents. LPA are subject of very active research, yet, the field currently faces the chal-
lenge of improving the beam quality, and achieving stable and well-controlled injection
and acceleration. This thesis tackles this issue from three different sides. A novel lon-
gitudinal phase space diagnostics is proposed that employs the strong fields present in
plasma wakefields to streak ultrashort electron bunches. This allows for a temporal
resolution down to the attosecond range, enabling direct determination to the cur-
rent profile and the slice energy spread, both crucial quantities for the performance of
free-electron lasers. Furthermore, adiabatic matching sections at the plasma-vacuum
boundary are investigated. These can drastically reduce the beam divergence and
thereby relax the constraints on the subsequent beam optics. For externally injected
beams, the matching sections could even provide the key technology that permits
emittance conservation by increasing the matched beam size to a level achievable with
currently available magnetic optics. Finally, a new method is studied that allows to
modify the wakefield shape. To this end, the plasma density is periodically modulated.
One possible application can be to remove the linearly correlated energy spread, or
chirp, from the accelerated bunch, which is suspected of being responsible for the main
part of the often large energy spread of plasma accelerated beams.
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Zusammenfassung
Mehrere ihrer Eigenschaften machen Laser-Plasma Beschleuniger zu attraktiven Kan-
didaten, um die nächste Generation brillanter Lichtquellen, einschließlich kompakter
Freie-Elektronen Laser zur Erzeugung hochintensiver Röntgenstrahlung, zu treiben.
Sie können extrem große Beschleunigungsgradienten erzeugen, weshalb die Beschleu-
nigerlänge teils um Größenordnungen verkürzt werden kann. Des Weiteren sind die
erzeugten Elektronenbunche typischerweise nur einige Femtosekunden lang und weisen
hohe Spitzenströme auf. Das Forschungsfeld rund um Laser-Plasma Beschleuniger ist
zur Zeit mit der Herausforderung konfrontiert die Strahlqualität der erzeugten Elektro-
nenbunche, sowie die Kontrolle über und die Stabilität der Injektion und der Beschle-
unigung zu verbessern. Diese Herausforderungen sind Gegenstand der vorliegenden
Dissertation. Mithilfe der starken tansversalen Felder in Laser-Plasma Wakefields
kann der longitudinale Phasenraum ultrakurzer Elektronenbunche diagnostiziert wer-
den. Mit einer zeitlichen Auflösung bis in den Attosekundenbereich kann direkt das
Stromprofil und der Slice Energy Spread gemessen werden, beides Größen, die entschei-
dend dafür sind, ob ein Freie-Elektronen Laser mit solchen Bunchen betrieben werden
kann. Des Weiteren werden adiabatische Rampen an den Plasma-Vakuum-Übergängen
untersucht. Diese reduzieren drastisch die Divergenz des Elektronenstrahls, was die
Anforderungen an die folgenden magnetischen Optiken senkt. Gerade für extern in-
jizierte Elektronenbunche könnten adiabatische Rampen sogar unabdingbar sein, um
die Emittanz des Strahls zu erhalten, da sie die für die Injektion benötigte Strahlgröße
überhaupt erst auf ein Niveau anheben, das mit der verfügbaren Strahloptik erreich-
bar ist. Drittens wird die Möglichkeit untersucht, die Form des Wakefields mittels
periodischer Dichtemodulationen zu beeinflussen. Eine Anwendung hiervon ist die Be-
seitigung der linearen Korrelation des longitudinalen Phasenraums, welche häufig für
den Hauptteil der großen Energiebreite von Laser-Plasma beschleunigten Elektronen-
bunchen verantwortlich gemacht wird.
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1 Introduction

Laser-Plasma Accelerators (LPA) have experienced a surge of popularity over the last
decade, owing to their ability to provide accelerating gradients orders of magnitude
higher than possible with conventional accelerator technology. Furthermore, electron
beams created by LPA intrinsically exhibit bunch lengths of only a few femtoseconds
[1, 2] while providing high peak currents. These features make them attractive as
drivers for next generation brilliant X-ray sources [3–6], promising to shrink both size
and cost of Free-Electron Lasers (FEL) to a scale accessible to universities and smaller
research institutes. The generation of undulator radiation of few-nm wavelength from
LPA beams has already been demonstrated [7, 8].

In an LPA, a high power laser pulse is focused into a plasma target. In the most
simple case the target can be a gas jet or a small volume filled with gas, and typically
a low-Z gas like hydrogen or helium is used. Already the prepulses of the laser or the
rising edge of the main pulse are sufficient to fully ionize these gas species, and the
ponderomotive force of the main pulse pushes aside the plasma electrons. The result-
ing charge separation causes strong electric fields in both longitudinal and transverse
direction. This wakefield, or wake, trails the laser pulse, which moves through the
plasma at almost the speed of light in vacuum. A short introduction into the LPA
physics relevant for this thesis is given in chapter 2.

Typically, electron bunches are created from the plasma background. In order to gain
energy in the strong longitudinal fields of the wake, the bunches have to be fast enough
to co-propagate with the wakefield, i.e., they have to be injected into the wake. The
acceleration of electron bunches to GeV kinetic energies over few cm distances has been
shown in several laboratories [9–11]. However, while the energy gain is indeed orders
of magnitude higher than in conventional accelerators, so far LPA cannot compete
with these in terms of beam quality. Mainly two properties differ significantly – the
energy spread and the divergence. Among the reasons for this are the injection process,
which is often of statistical nature and hard to control experimentally, but also the
small length scale given by the plasma wavelength and the high fields present in the
wakefield.
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1 Introduction

The injection process determines the initial phase space, and many approaches have
been proposed to control this trapping of plasma electrons in the wakefield. In general,
the aim is to trigger injection at a well-defined position in the plasma target, in order to
create a bunch that is much shorter than the plasma wavelength. This can be achieved,
for example, by introducing a density down ramp that reduces the phase velocity of the
wake [12], by optical techniques using several laser pulses that can create a beat wave or
locally enhance the wakefield [13–15], or also by ionization injection, i.e., by doping the
low-Z gas with a high-Z species [16–20]. A different approach are hybrid accelerators
where it is planned to inject ultrashort electron bunches from a conventional machine
into a laser-driven plasma wakefield where they are boosted to higher energy [21–
24]. This substitutes the internal injection process with a well controlled conventional
accelerator, while at the same time retains the most appealing feature of LPA, the high
accelerating gradients. Such an injection mechanism is referred to as external injection,
as the bunch is not created in the plasma itself. Yet, the term external injection also
includes electron beams from a previous LPA stage that are post-accelerated in another
plasma target, like demonstrated recently [25].

The focus of this thesis lies on the improvement of beam quality in laser-plasma accel-
eration. To this end, three different aspects are considered. First, a new diagnostics
concept is proposed to gain access to the longitudinal phase space of femtosecond elec-
tron bunches in order to improve the injection process. Second, adiabatic matching
strategies are examined to increase the beam size and thereby reduce the beam di-
vergence at the plasma to vacuum interfaces. Finally, a new approach to remove the
correlated energy spread with the help of a modulated density target is investigated.

LPA beams typically exhibit a relative energy spread of several percent, although
beams featuring a spread around 1 − 2 % have also been measured using colliding
pulse injection [26] or density down ramp injection [27]. In order to optimize either
the internal injection process or the externally injected bunch, it is essential to gain
information on the longitudinal phase space. For example, from simulations and from
the finite bunch length compared to the plasma wavelength, it can be expected that a
large fraction of the measured projected energy spread is actually a longitudinally cor-
related energy spread. This would be a vital information for the design of LPA-driven
FELs, as the crucial quantity for the FEL mechanism is the slice energy spread. Fur-
thermore, even though the bunch length has been measured to be a few femtoseconds
[1, 2], the peak current – another crucial parameter for the FEL design – is also un-
known. However, gaining direct access to the longitudinal phase space of femtosecond
electron bunches is very challenging. The best resolution achieved so far in a direct
measurement is as low as 1 fs [28] at LCLS, and requires X-band transverse deflecting
cavities of several meters length. Chapter 3 of this thesis presents a new concept how
to achieve femtosecond or even attosecond resolution by applying plasma wakefields.
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The large accelerating gradients present in plasma wakefields are accompanied by
strong transverse fields that focus the trapped electron bunches to extremely small
beam sizes. This causes highly divergent electron beams at the plasma-vacuum bound-
ary, which is not only a challenge for the beam optics that capture the beams, but,
in combination with the typically large energy spread, also leads to fast chromatic
emittance growth in the drift after the plasma [29]. The divergence therefore has to
be reduced before the extraction from the plasma. This is possible by tapering the
focusing forces at the end of the plasma to adiabatically expand the beam size, and is
discussed in chapter 4.

The last part of this thesis is concerned with a new approach to reduce the correlated
energy spread of LPA beams. This is achieved by modulating the plasma density and
thereby changing the effective accelerating field of the wake. The identification of
a parameter set for demonstration and the limitations in terms of bunch charge are
subject of chapter 5.
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2 Introduction to Laser-Plasma
Acceleration

This chapter shall briefly review the field of laser-plasma acceleration and provide
the reader with the mathematical description of plasma wakefields needed for the
subsequent chapters. For the linear wakefield regime, analytical equations describing
the electromagnetic fields present in the wake are given. For the nonlinear regime, no
closed analytical solution exists, and the arising fields are therefore described using
Particle-In-Cell (PIC) simulations.

2.1 Plasma Properties

An ionized gas is called a plasma. The exact degree of ionization that marks the border
between a partly ionized gas and a plasma is not strictly defined, though [30]. In this
thesis, the word is used with the concept of a fully ionized gas in mind.

In this state of matter the electrons are not bound to the atoms and can move freely.
Currents in the plasma or charge separation between electrons and ions can then cause
long-range electromagnetic fields. The characteristic time scale of plasma responses is
determined by the plasma frequency

ωp =

√
ne2

mε0
, (2.1)

where n is the plasma density in units of particles per volume, e the elementary
charge, m the mass of the considered particle kind and ε0 the vacuum permittivity. If
a charge separation is introduced in the plasma the particles will start to oscillate at
this frequency. The length scale associated with it is the plasma period λp = 2πc/ωp.

The plasma frequency connected to electrons is much larger than the one connected to
protons or even to ions of larger atomic number due to the dependence on the particle
mass. The response of the plasma electrons to a perturbation then is roughly a factor
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2 Introduction to Laser-Plasma Acceleration

of 43 faster than the response of protons. For laser-plasma acceleration the ion motion
therefore is usually neglected and a static ion background is assumed.

Experimentally, the plasma for plasma acceleration experiments can be created in
several ways. For laser-driven plasma acceleration, as discussed here, the prepulses of
the driver laser suffice to create a plasma. Typically, these laser systems provide a peak
intensity around or above the intensity where the plasma electron motion becomes
relativistic within one laser oscillation at ∼ 1018 W/cm2. The ionization threshold
of gases, however, is four orders of magnitude below this value at an intensity of
∼ 1014 W/cm2.
Especially in beam driven plasma acceleration, the use of a dedicated ionization laser
is an option, since the driver beam does not sufficiently ionize gas. Plasma can also
be created by an electrical discharge that is pulsed through a gas capillary. This offers
the possibility to form a plasma channel that counteracts laser diffraction (see e.g.
[31, 9]).

2.2 Ponderomotive Force

The origin of the plasma wakefield excitation is the so-called ponderomotive force,
which is present in tightly focused, short, high power laser pulses.
A charged particle in a plane electromagnetic wave of frequency ω is subject to the
Lorentz force and will oscillate around its rest position. If there is a gradient present
in the intensity of the wave, the ponderomotive force arises. In one half-period of the
wave the particle is deflected to a region of lower intensity, and the restoring force is too
small to compensate the complete deflection in the other half-period. Consequently,
the particle drifts towards the region of lower intensity while oscillating. In LPA one
typically is not interested in the particle oscillation. It is then convenient to describe
the interaction of the laser with the plasma not with the exact Lorentz force but with
the ponderomotive force (see e.g. [32])

Fp = − e

4meω
∇E2 = −mec

2∇a
2

2
, (2.2)

that gives the force after averaging over one oscillation period and causes the drift
motion. a is the normalized vector potential a = eA/mec

2 of the wave.

Due to the ponderomotive force the short laser pulse pushes plasma electrons longitu-
dinally and transversely away from their rest position. The induced charge separation
gives rise to large electric fields that cause the electrons to oscillate at the scale of the
plasma period. A wakefield is excited in the plasma.
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2.3 Linear Wakefield Regime

Wakefields can also be driven by particle beams. There, the wakefield is excited not
by the ponderomotive force but directly by the Lorentz force, i.e., by the electric and
magnetic field of the driver bunch.

2.3 Linear Wakefield Regime

In the linear wakefield regime, the peak normalized vector potential of the laser a0
fulfills a20 � 1, and the electrostatic potential of the wake can be derived (see e.g. [32,
33]) using the cold fluid equations. These are the continuity equation, eq. (2.3), that
ensures particle conservation, the fluid momentum equation, eq. (2.4), that accounts
for changes of momentum owed to the electrostatic force and the ponderomotive force,
and Poisson’s equation, eq. (2.5), that describes the electrostatic potential created by
the charge density,

∂

∂t
δn+ n0∇~u = 0, (2.3)

1

c2
∂

∂t
~u = ∇φ−∇a

2

2
, (2.4)

∇2φ = k2p
δn

n0
, (2.5)

with δn/n0 = (n − n0)/n0 the normalized density perturbation, ~u = ~p/(mec) the
normalized momentum, and kp = 2π/λp the plasma wave number. φ = Φe/(mec

2)

is the normalized electrostatic potential of the wake. By eliminating ~u and δn/n0 an
equation for the electrostatic potential of the wakefield is obtained as(

∂2

∂t2
+ ω2

p

)
φ = ω2

p

a2

2
. (2.6)

Assuming the wakefield driver moving in the z-direction, the solution for the normal-
ized electrostatic potential can be found as

φ = kp/2

∫ ζ

ζ0

sin [kp(ζ − ζ ′)]a2(x, y, ζ ′)dζ ′. (2.7)

Here, a transformation to the co-moving frame with ζ = z − ct has been performed.
In the quasi-static approximation the laser pulse is assumed to vary only slowly with
time, so that the derivative with respect to time can be neglected with ∂/∂z = ∂/∂ζ

(see for example [34, 35]). In the integration, ζ0 is a position far in front of the laser
where a2 is still zero.
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2 Introduction to Laser-Plasma Acceleration

For a laser pulse of Gaussian shape in all dimensions a2(x, y, ζ) is given by

a2(x, y, ζ) = a20 exp

(
−2r2

w2
0

)
exp

(
− ζ2

2σ2
z,l

)
, (2.8)

where w0/2 denotes the transverse rms width and σz,l denotes the longitudinal rms
width of the intensity, and r2 = x2 + y2. This expression is valid for a circularly
polarized laser pulse. Since a0 is defined via the vector potential and consequently the
electric field amplitude of the laser, a linearly polarized laser of same a0 as a circularly
polarized laser has only half the intensity. The right hand side of equation (2.8) is
therefore divided by 2 for a linearly polarized laser, which will be done from now on.

For positions ζ where a2 is again zero, that is far behind the laser, the integration in
eq. (2.7) can be performed within the limits from ∞ to −∞ and solved to

Φ = −a
2
0kpmec

2σz,l
2e

√
π

2
exp

(
−
k2pσ

2
z,l

2

)
exp

(
−2r2

w2
0

)
sin (kpζ). (2.9)

The electric fields present in the laser-driven wakefield are given by ~E = −∇Φ as

Ez(x, y, ζ) =
a20k

2
pmec

2σz,l

2e

√
π

2
exp

(
−
k2pσ

2
z,l

2
− 2r2

w2
0

)
cos (kpζ), (2.10)

Ex(x, y, ζ) = −x2a20kpmec
2σz,l

ew2
0

√
π

2
exp

(
−
k2pσ

2
z,l

2
− 2r2

w2
0

)
sin (kpζ), (2.11)

Ey(x, y, ζ) = −y 2a20kpmec
2σz,l

ew2
0

√
π

2
exp

(
−
k2pσ

2
z,l

2
− 2r2

w2
0

)
sin (kpζ). (2.12)

The electric fields in the linear wake scale directly proportional to the laser intensity,
or to a20, since they are caused by the ponderomotive force, which also scales with the
intensity, or a20. A numerical solution of eq. (2.7) showing the electric field components
can be found in fig. 2.1. The accelerating field Ez is shifted by π/2 with respect to
the focusing field ∂rEr. For stable beam transport, however, the beam needs to be
placed in the constant focusing region. This implies positioning the beam at the slope
of the longitudinal field Ez, which leads to a correlated energy spread (chirp) due to
the finite bunch length compared to the plasma wavelength.

The linear regime is valid for a20 � 1. In the quasi-linear regime, i.e., for a20 near 1,
the relativistic correction a20 → a20

(
1 + a20/2

)−1/2 can be used to correct the wakefield
amplitude. The laser-driven linear wakefield is purely electrostatic to order a20. The
magnetic field appears only for fourth order of a0 [36] and is small compared to the
electric fields, as a20 � 1.

14



2.4 Nonlinear Wakefield Regime

a2 [arb. u.]

accelerating

focusing

0-1/2π-π-3/2π-2π-5/2π-3π

∂rEr [arb. u.]

kpζ

Ez [arb. u.]

Figure 2.1 – Electric fields present in a laser-driven linear wakefield, calculated from eq. (2.7).
The accelerating field Ez and the focusing field ∂rEr are given on axis (r = 0).
The focusing area (shaded yellow) overlaps only partially with the accelerating
region in the wake (shaded blue).

Beam-Driven Linear Wakefield

Beam drivers of peak density nb0 lower than the plasma density (nb0/n0 � 1) excite a
wakefield of similar shape as the laser-driven linear wake. The beam shape is defined
analogously to the laser shape as

nb(x, y, z) = nb0 exp

(
− r2

2σ2
r

)
exp

(
− z2

2σ2
z

)
. (2.13)

For a wide (kpσr � 1) Gaussian driver situated at ζ = 0, the wakefield far behind the
driver is given as [37]

Ez(x, y, ζ) =

√
2π nb0k

2
pmec

2σz

en0
exp

(
−k

2
pσ

2
z

2
− r2

2σ2
r

)
cos (kpζ), (2.14)

(Ex − cBy)(x, y, ζ) = −x
√

2π nb0kpmec
2σz

en0σ2
r

exp

(
−k

2
pσ

2
z

2
− r2

2σ2
r

)
sin (kpζ), (2.15)

and Ey + cBx analogously. In contrast to the laser-driven wake, here a significant
magnetic field is present that is excited by the current of the driver beam.

2.4 Nonlinear Wakefield Regime

For high laser intensity, a20 & 1, the wakefield enters the so-called nonlinear regime.
Here, an analytical description exists only in one dimension. In this regime, the plasma
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2 Introduction to Laser-Plasma Acceleration

electrons gain relativistic velocities during their interaction with the laser pulse. The
fluid momentum equation then modifies to [38]

1

c

d(γβz)

dt
=
∂φ

∂z
− 1

γ

∂

∂z

a2

2
, (2.16)

which is nonlinear in the sense that the relativistic Lorentz factor γ appears in the
denominator on the right hand side. βzc is the longitudinal velocity component of the
plasma electrons. One can derive Poisson’s equation [32]

k−2p
∂2φ

∂ζ2
= γ2p

{
βp

[
1− (1 + a2)2

γ2p(1 + φ)2

]−1/2
− 1

}
, (2.17)

where βp = vp/c is the normalized phase velocity of the plasma wake, and γp is the
corresponding relativistic Lorentz factor.

The analytical treatment is purely one-dimensional, which means that it assumes an
infinitely broad uniform plasma density and driver laser. In reality, the driver is a
tightly focused high power laser, and three dimensional effects cannot be neglected.
To analyze this one has to resort to PIC simulations.

In contrast to the linear regime where the plasma wake is a sinusoidal oscillation, the
density maxima are much larger and narrower in the nonlinear regime, which causes a
saw-tooth-like accelerating field. Apart from this steepening of the plasma wake, one
significant difference between the linear and the nonlinear regime is the curvature of
the wave fronts. In the linear regime, the plasma wavelength is everywhere the same
and therefore the wave fronts are flat. In the nonlinear regime the plasma wavelength is
elongated as the plasma electrons gain relativistic energies in the laser. For a Gaussian
laser pulse the intensity is lower off-axis, and therefore also the nonlinear plasma
wavelength is shorter there. This causes a curvature of the wave fronts that increases
further behind the driver.

For sufficiently high laser intensity and small laser spot size (a20/(1 + a20)1/2 ≥ k2pw2
0/4

[32]), the so-called bubble regime is accessed. Here, all plasma electrons are expelled
from the region behind the driver, and a nearly spherical ion cavity is formed. The
electromagnetic fields can then be approximated as those of a homogeneously charged
sphere moving at almost the speed of light, and the longitudinal field Ez is independent
of r and linear in ζ in the bubble, while the focusing fields are independent of ζ and
linear in r [32].

For illustration, a PIC simulation of a nonlinear wakefield using Warp [39] in 2D can
be seen in figure 2.2. The laser parameters are w0 = 18µm, a0 = 2.0, and τ = 25 fs

(fwhm), and the plasma density is n = 3 ·1018 cm−3. The curvature of the wave fronts

16



2.4 Nonlinear Wakefield Regime
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Figure 2.2 – 2D PIC simulation with Warp of a nonlinear laser wakefield. Laser parameters
are w0 = 18µm, a0 = 2.0, τ = 25 fs (fwhm), with a plasma density of n =

3 · 1018 cm−3.
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2 Introduction to Laser-Plasma Acceleration

is clearly visible in the density. Lineouts of the electromagnetic fields along the white
lines indicated in 2.2(a) can be found in (b) and (c). With k2pw

2
0/4 = 8.8 the laser

intensity here is not large enough to access the bubble regime. The fields, however,
already exhibit some features of this regime. The accelerating field is of saw-tooth-like
shape, while the focusing fields are nearly constant along ζ in the first bucket. Also,
as shown in fig. 2.2(c), the accelerating field does not change significantly transversely
near the axis, and the focusing forces are linear there.

2.5 Description of the electron beam

Throughout this thesis, the Courant-Snyder parameters [40] are used to describe the
electron beam, and are therefore defined here for reference. The Courant-Snyder pa-
rameters are given by

αCS = −〈xx
′〉

εtr,x
, βCS =

〈x2〉
εtr,x

, and γCS =
〈x′2〉
εtr,x

, (2.18)

with the geometric trace space emittance εtr,x defined as

εtr,x =
√
〈x2〉〈x′2〉 − 〈xx′〉2 . (2.19)

For an ensemble of discrete particles, the angular brackets to denote the second central
moment according to

〈xx′〉 =

∑n
i=1 xix

′
i

n
−
∑n
i=1 xi

∑n
i=1 x

′
i

n2
, (2.20)

with the sum over all n particles of the bunch.

For simplicity, only the x-coordinate is shown here. The same parameters can of
course also be defined for the y-plane. The beta function βCS is a measure for the
beam size, while αCS correlates the particle coordinates with their slope and is zero
in the electron focus. γCS can be expressed through the other two parameters as
γCS = (1 + α2

CS)β−1CS .

Of particular importance in the context of this work is the phase advance. It can be
calculated from the beta function as (see e.g. [41])

ψ(z) =

∫ z

0

1

βCS(z′)
dz′. (2.21)

In a heuristic way of speaking, the phase advance describes the change of angle a
particle undergoes in the trace space over a propagation distance z. Yet, this can be
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2.5 Description of the electron beam
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Figure 2.3 – Beam in trace space and in transformed coordinates. Initially in focus (blue) the
bunch propagates for 1 m (yellow) in a free drift. The phase advance amounting
to ψ = 78◦ corresponds to the angle described by a particle in Floquet coordi-
nates. The circle of radius 1 (black) includes the particles in ± one standard
deviation in both η and dη/dψ and indicates the beam emittance.

deceiving, as in trace space also the beam ellipse as a whole undergoes shearing or
rotation. In contrast, the phase advance does not refer to the angle of the complete
beam trace space, but to the angle of a single particle or feature in the beam. For
example, after the propagation through a suitable beam optics, the phase space orien-
tation can be the same as before, but a certain particle ends up at a different angle.
In order to eliminate the movement of the complete bunch, the coordinates x and x′

have to be transformed to the so-called Floquet coordinates via

η =
x√

εtr,xβCS
, (2.22)

dη

dψ
= αCS

x√
εtr,xβCS

+

√
βCS
εtr,x

x′. (2.23)

Here, the coordinates are normalized by the square root of the emittance to achieve a
standard deviation of 1 in η and in dη/dψ. The change of angle in these transformed
coordinates then indicates the phase advance. Details can be found for example in
[41]. As an illustration, the simulation of a beam in a free drift is shown in figure 2.3.
Initially, the beam is in focus (blue) with σx = 10µm and σx′ = 50µrad. The drift
is 1 m long, and the phase advance amounts to ψ = 78◦ over this distance. In the
transformed coordinates, the phase advance can be identified as the angle described
by an exemplary particle of the bunch.
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2 Introduction to Laser-Plasma Acceleration

Generally, especially the case of a phase advance of multiples of 90◦ is relevant. For
example in electron diffraction experiments or when streaking the bunch as in chapter
3, the relevant information is encoded in the change of particle momentum. The aim
is therefore to translate the momentum into a pure change of position at the detector.
The transverse phase space then needs to be rotated by 90◦, so that information
previously encoded in the x′ (or momentum) coordinate is transferred to the x (or
space) coordinate.
Another example would be Transmission Electron Microscopy (TEM), where a low
energy electron beam is focused on a very thin sample that absorbs or strongly scatters
part of the electrons. From the amount of particles passing straight through the sample
one can deduce the sample thickness or material at different (transverse) positions in
the sample. Only those electrons are diagnosed that pass the sample unaffected, and
the relevant information therefore is encoded in the space coordinate. The phase
advance between the sample and the detector then needs to be 180◦, so that the x
coordinate is again transferred into x.
In both cases it is also allowed to add multiples of 180◦ to the required phase advance,
as this would only flip the phase space.
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3 Ultrashort Bunch Diagnostics

The characteristic length scale in laser-plasma accelerators is the plasma wavelength.
It determines the length of the phase interval of the plasma wakefield that can be
used to accelerate beams, and consequently it is a measure for the produced bunch
length. In internal injection experiments, λp is typically around 10 to 30µm since a
comparably high plasma density is favorable to trigger internal injection. Electron
bunches that are created from the plasma background, be it by wavebreaking or other
methods such as down ramp or colliding pulse injection, will be a fraction of the plasma
wavelength long. Using coherent transition radiation [1] or Faraday rotation induced
by the bunch in plasma [2] the bunch length has been measured to be around 1.4 fs
and 2.5 fs rms, respectively.

The same condition needs to be fulfilled by an electron bunch injected externally into
a wakefield. In order to minimize the accumulated energy spread from the slope or
curvature of the accelerating field the bunch length needs to be much shorter than the
plasma wavelength.

One major goal in the field of LPA is to drive a Free-Electron Laser (FEL) with
plasma-accelerated electron bunches. These bunches are either created and acceler-
ated directly in the plasma, or they could also be created and pre-accelerated in a
conventional machine and then boosted to higher energy in a plasma stage. This sec-
ond, hybrid option comes at the cost of a challenging synchronization and stabilization
system to lock the driver laser to the conventional accelerator. Yet, it combines the best
of both worlds, a well-controlled and characterized beam from a conventional machine,
and the large accelerating gradients achievable in a plasma wakefield. Whichever the
method of acceleration, the performance of an FEL depends crucially on the electron
bunch parameters, especially on the slice energy spread and on the current profile. It
is therefore of utmost interest to precisely know these parameters in order to optimize
them, for internally injected beams after the plasma or for external injection also the
parameters of the beam at the plasma position before injection.

Measuring the bunch length or even the current profile of ultra-short electron bunches
is extremely challenging. The temporal resolution achievable with electro-optical moni-
tors is limited to around 50 fs [42, 43]. Another established method is the measurement

21



3 Ultrashort Bunch Diagnostics

of coherent transition radiation. Here, the beam passes through a thin foil and emits
radiation. The bunch length can be extracted from the spectrum as it determines the
onset of coherence. The current profile influences the shape of the spectrum. However,
since the phase information is lacking, no unique solution for the bunch shape exists
[1, 44]. Recently, the use of passive corrugated waveguides has been proposed and
demonstrated in a proof of principle experiment [45]. The resolution can theoretically
be in the femto- or even attosecond range, yet this requires meter long structures.

In conventional accelerators, the longitudinal phase space is usually measured with a
Transverse Deflecting Structure (TDS) [46, 47]. The TDS maps the time information
into the easily detectable transverse beam profile. In such a cavity, a mode is excited
that imprints a time-dependent transverse momentum change on the electron bunch.
In an imaging optics or a drift after the TDS, this transverse momentum is translated
into a transverse position change. A resolution down to 1 fs has been demonstrated
[28]. The achievable time resolution depends on the transverse field gradient and on
the structure length. Since the field gradient is ultimately limited by RF technology,
these devices can be several meters long [48, 49].

This chapter is concerned with a new technique that uses the large field gradients
present in a laser-driven plasma wakefield to diagnose the longitudinal phase space of
ultrashort bunches. Similar to the TDS, a transverse momentum change is imprinted
that depends on the longitudinal position within the bunch. However, owed to the
large electric fields and short plasma wavelength, the plasma target can be much
shorter than a TDS structure and provide similar or even better temporal resolution.
The reduced size is of advantage in compact accelerators like LPA, but it also reduces
other detrimental effects inherent to TDS cavities that scale with the structure length,
such as the induced beam offset and the accumulated energy chirp [50]. This technique
requires a high-power laser system and a plasma target, tools that are needed for LPA
in any case. For external injection, it could even provide an on-target bunch diagnostics
without additional experimental equipment needed as the very same laser pulse could
be used that otherwise drives the booster plasma stage.

Parts of this chapter have been published in [51].

3.1 Theory of Transverse Deflecting Structures

The theoretical basics of the transverse deflecting plasma (TDP) stage are similar to
those of the TDS which will therefore be reviewed following refs. [50, 52].
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3.1 Theory of Transverse Deflecting Structures

The transverse momentum change imprinted by the structure can be written as

py(ξ) =
eV

c
sin (kξ + Ψ0), (3.1)

where k is the wave number, Ψ0 is the average phase of the bunch in the field, and ξ
is the longitudinal internal bunch coordinate. The effective voltage V is given by the
integral of the amplitude of the deflecting fields over the length l of the structure,

V =

∫ l

0

Ey0(z) + cBx0(z) dz. (3.2)

It is desirable that the bunch is placed at or near the zero-crossing of the integrated
fields, so that the bunch does not gain a net angle, and that the momentum change is
nearly linear along the internal bunch coordinate ξ. Therefore the phase is chosen as
Ψ0 = 0 in the following.

The slope of the transverse momentum change per unit length normalized to the beam
momentum gives the shear parameter

S =
1

pz

∂py
∂ξ

=
ekV

cpz
, (3.3)

which represents the introduced angle per unit length. A feature in the longitudinal
phase space can be resolved if the introduced angle over the feature size ∆ξ is larger
than the intrinsic divergence of the beam σy′ . The longitudinal resolution ∆ξ therefore
is given by

S∆ξ ≥ σy′ ⇔ ∆ξ ≥ εy
σyS

=
εycpz
σyekV

, (3.4)

with εy = εn,y/(βγ) the geometric emittance. Using pz = γβmec the longitudinal
resolution can be rewritten as

∆ξ ≥ εn,ymec
2

σyekV
. (3.5)

As can be seen from this equation, the longitudinal resolution depends only on the
normalized transverse beam emittance, the beam size in the structure σy and the
voltage, as well as the wave number of the RF- or plasma wave.

In this calculation it is assumed that the phase advance between the streaking position
and the screen is 90◦, so that the introduced angle is translated into a pure position
change, which gives the best resolution. If this condition is not fulfilled the resolution
is reduced to ∆ξ = ∆ξ(ψ = π/2) · |sinψ|−1, where ψ is the phase advance.
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Figure 3.1 – Schematic setup of a current profile measurement with a transverse deflecting
plasma. Top: Color coded transverse field Ey(x = 0, y, ζ) and longitudinal field
Ez(x = 0, y, ζ) in arbitrary units. Transversely, the bunch is injected at the
maximum of the transverse fields, at an offset of y = w0/2, while longitudinally
it is at the zero-crossing of the transverse fields. At this position, the longitudinal
field is maximal longitudinally and exhibits a transverse slope. After the target in
the drift, the momentum change is transferred to a change of transverse position
carrying the time information.

3.2 Transverse Deflecting Plasma

An electron bunch, created by a conventional RF-based accelerator or in a previous
LPA stage, is injected externally into a laser-driven wakefield.
It is possible to find a position in a linear plasma wave (compare eq. (2.12)) where the
fields exhibit the same shape as those in a conventional transverse deflecting structure.
Longitudinally, a zero-crossing of the transverse field is needed. This fixes the distance
ζ between laser driver and witness bunch to multiples of−λp/2. On axis, the transverse
fields Ex(ζ) and Ey(ζ) are zero. However, at an off-axis position of w0/2, which is
one rms of the laser spot size, the transverse fields are maximal. The optimum beam
position for a streak in the y-direction therefore is at x = 0, y = w0/2 and multiples
of ζ = −λp/2. An illustration of the bunch position within the linear wake can be
found in figure 3.1. The longitudinal fields are at a maximum in ζ at this position,
and exhibit a strong slope in y, just like in a TDS cavity [52].

The voltage of the transverse deflecting plasma stage (TDP) is calculated like in eq.
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3.2 Transverse Deflecting Plasma

(3.2) and for a plasma target of uniform density and length l amounts to

V =
a20kpmec

2σz,ll

ew0

√
π

2
exp

(
−1

2

)
exp

(
−
k2pσ

2
z,l

2

)
. (3.6)

3.2.1 Simulations on the Collinear TDP Setup

The discussed setup where laser and witness bunch propagate collinearly is directly ap-
plicable in external injection experiments. For illustration, in this section a Particle-In-
Cell simulation is shown with an externally injected beam from the proposed SINBAD
accelerator [23, 53].

The beam is accelerated and compressed in the conventional LINAC [54] and injected
into a plasma target of 3.5 mm length and a constant density of n = 1 · 1018 cm−3.
The kinetic energy of the beam is 110 MeV with 0.17 % rms relative energy spread,
the transverse emittance amounts to εn,x = εn,y = 0.09 mm mrad. In order to suppress
space charge effects at the gun and to achieve a short bunch length, the bunch charge
is low with 0.5 pC. Here, the phase of one accelerating cavity is deliberately detuned
to create a spiky current profile of 7.5 fs rms length to demonstrate the resolution of
the TDP. The electron beam size at the target position is σx = σy = 17µm.

The laser spot size needs to be significantly larger than the electron beam size in
order to reduce the resolution degradation from the curvature of the streaking field Ey
depending on x and y. Furthermore, the laser intensity has to be in the strictly linear
regime, a20 � 1, to avoid nonlinear wave front curvature. A strong wave front curvature
would introduce a correlation of the streaking signal also with the transverse position,
where only a correlation with the longitudinal coordinate is desired. The parameters
chosen here are a0 = 0.3, λl = 800 nm and w0 = 150µm. The laser pulse length of
41 fs fwhm is resonant with the density, i.e., kpσz,l = 1 [32]. The delay between driver
laser and beam is ζ/c = −λp/c. The bunch propagates collinearly with the laser pulse,
but is displaced by w0/2 = 75µm in the y-direction. A summary of laser, beam, and
plasma parameters can be found in table 3.1.

The bunch is propagated through the LINAC [54] with the space charge tracking code
Astra [55]. It is then imported into the 3D PIC code Warp [39] where the interaction
with the plasma is modeled in the Lorentz boosted frame [56] with γboost = 10. The
plasma is represented by one macroparticle per cell and the simulation box size is
84µm × 750µm × 750µm with 3150 × 375 × 375 cells.

The transverse fields in the plasma in the center of the target together with the bunch
can be seen in fig. 3.2(a). The theoretical peak transverse field amplitude Ey0 =

25



3 Ultrashort Bunch Diagnostics

Driver Laser
spot size w0 150µm

pulse energy 3 J
pulse length (fwhm) 41 fs
normalized vector potential a0 0.3

SINBAD Bunch
kinetic energy Ekin 110 MeV
rms energy spread σE/Ekin 0.17 %
beam size σx = σy 17 µm

transverse emittance εn,x = εn,y 0.09 mmmrad
bunch charge Q 0.5 pC
bunch length σz/c 7.5 fs

Plasma Parameters
density n 1 · 1018 cm−3

target length l 3.5 mm
Bunch Positioning

distance behind laser ζ −34µm ≈ −λp
offset in y-direction 75µm = w0/2

TDP Parameters
voltage V 0.5MV
wave number kp 1.9 · 105 m−1

emittance limited resolution ∆ξ/c ≥ 96 as

Table 3.1 – Laser, bunch and plasma parameters for the collinear plasma-based transverse
deflection simulation.
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Figure 3.2 – Snapshot from the PIC simulation near the center of the target (z = 1.6 mm,
left) and streaking trace after the plasma (right). The slope of the phase space
corresponds to the streaking signal, while the uncorrelated width in py/pz is the
background and is caused by the initial divergence of the beam and by deviations
of the field from the ideal shape, such as curvature of the streaking field Ey in x
and y or beam loading effects.

141 MV/m agrees well with the simulation result of 137 MV/m. The streaking trace
is shown in fig. 3.2(b). The shear parameter determined from this phase space is
S = 762 m−1, which also agrees well with the theoretical value of 760 m−1. A very
small displacement of the phase space from the origin at ξini = 0 and py/pz = 0 is
visible, which amounts to 0.15µm in ξini and stems from the bunch not being perfectly
at the zero-crossing of the streaking field Ey in the PIC simulation.

After the plasma, the phase space is extracted from Warp, propagated along a 1 m
drift, and imaged on a screen. The phase advance over this drift is 50◦. This leads to
a resolution degradation of 23 % compared to the ideal phase advance of 90◦. For a
longer drift, the phase advance would approach 90◦ asymptotically, or the ideal phase
advance could be achieved by introducing more beam optical elements. For the sake
of conceptual simplicity, this is not done here.
The particle distribution on the screen is shown in fig. 3.3. The y-coordinate of the
particles on the screen carries the information on their initial position ξini in the bunch.
Consequently, the current profile is reconstructed by binning the particles to the y-
axis and scaling with the shear parameter. A comparison of the reconstructed current
profile (black) with the original one (dashed yellow) is given on the left axis of the
figure.

Another feature is visible in fig. 3.3. The beam divergence in the x-direction, σx′ , is
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Figure 3.3 – Particle distribution on a screen 1 m downstream of the plasma target. The
y-coordinate correlates to the initial position in the bunch. The current profile
(black line) is reconstructed by binning the distribution to the y axis and scaling
with the shear parameter. For comparison, the initial current profile is given in
dashed yellow. The theoretical temporal resolution amounts to ∆ξ/c ≥ 96 as.

correlated with the y position on the screen, or rather with the initial longitudinal
bunch coordinate, ξini. The optimum ζ position in the wakefield is the zero-crossing
of the streaking field Ey. However, this is also the zero-crossing of the electric field in
the other transverse coordinate, Ex. In contrast to y, the beam is not displaced in the
x-direction in the wakefield. Ex then acts as a focusing or defocusing field. In the case
considered here, the bunch position is chosen as ζ = −λp, and the head of the bunch
is defocused while the tail is focused in x. After the plasma, the bunch tail quickly
undergoes a focus and diverges significantly up to the screen which is the reason why
the distribution seems to be axially symmetric around y = 0.

For this setup, the theoretical temporal resolution according to eq. (3.5) is

∆ξ/c ≥ 96 as, (3.7)

and 1 as = 1 ·10−18 s. One should keep in mind that the resolution also profits from the
low normalized transverse emittance of the simulated SINBAD beam of 0.09 mm mrad,
and that this is a theoretical resolution that does not account for several detrimental
effects discussed in the next section. Nevertheless, so far no other method achieving
attosecond temporal resolution has been shown, especially no direct method featuring
a short, mm-scale structure.
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3.2 Transverse Deflecting Plasma

3.2.2 Detrimental Effects

Several effects could degrade the performance of the TDP. Just like in a conventional
TDS cavity [52], the beam will accumulate an uncorrelated energy spread during the
transition through the plasma which limits the resolvable slice energy spread. The
temporal resolution can be limited by the curvature of the streaking field Ey depending
on x and y. Furthermore, beam loading modifies the streaking field.

Accumulated Energy Spread

At y = w0/2 where the bunch is positioned in the wakefield, the longitudinal electric
field Ez exhibits a slope in y. This can be understood considering that the fields
are derived from the electrostatic potential of the linear wake as ~E = −∇Φ. Since
Ey = −∂yΦ, the transverse maximum of the transverse field Ey, where the bunch
is streaked, is found at the steepest slope of the potential Φ in y. This slope is
transferred directly into the longitudinal field Ez, since for the longitudinal field only
the longitudinal derivative of the potential is taken. For a Gaussian laser pulse, this
position is the turning point of the potential Φ in y at one standard deviation of the
laser intensity, i.e., at y = w0/2. It is however a general effect that cannot be mitigated
for example by transversely shaping the laser pulse.

The same effect occurs in TDS cavities and the derived expression [52] for the accu-
mulated energy spread is valid for both the TDS and the TDP. The energy change of
a particle crossing the plasma is given as

∆Ekin = −e
∫ l

0

Ez(z)dz, (3.8)

which is approximated for simplicity as ∆Ekin = −eEzl assuming a constant longitu-
dinal field over the length l.

A first order series expansion of the longitudinal field Ez(x = 0, y, ζ) from eq. (2.10)
around y = w0/2 gives the slope of this field in y as

Ez(x = 0, y, ζ) ≈ −a
2
0k

2
pmec

2σz,l

ew0

√
π

2
exp

(
−1

2

)
exp

(
−
k2pσ

2
z,l

2

)
y cos (kpζ),

= −V kpy
l

cos (kpζ), (3.9)

while in the following cos (kpζ) = 1 will be assumed. The average energy of the bunch
in the TDP changes by

∆Ēkin = −eV kpw0

2
, (3.10)
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while the accumulated energy spread amounts to

σE,acc = eV kpσy. (3.11)

In the simulation shown above, the central energy of the bunch is reduced from initially
110MeV to 105MeV, and the rms relative energy spread grows from σE/Ēkin = 0.17 %

to σE/Ēkin = 1.4 %. From eqs. (3.5) and (3.11) it follows that a transverse deflecting
structure is limited in terms of the resolvable slice energy spread as

σE,acc∆ξ = εn,y/γ, (3.12)

as an increase in temporal resolution ∆ξ also causes the bunch to accumulate a larger
slice energy spread in the diagnostic device.

Higher Order Correlations of the Streaking Field

In the linear wakefield regime, the longitudinal field amplitude follows the transverse
laser shape, Ez ∝ a2(x, y, ζ), while the transverse field amplitude is determined by
the derivative of the transverse laser shape with respect to the transverse coordinate,
Ey ∝ ∂ya2(x, y, ζ).

For a Gaussian laser pulse, the maximum of the streaking field Ey is consequently
found at the turning point of the Gaussian at y = w0/2. However, this maximum is
not flat but depends on x and y. The sides of the bunch will then experience a lower
streaking signal than the bunch center.

In the next paragraph, the resolution degradation from these higher order correlations
is calculated. The derivation up to eq. (3.18) follows [57].
For a bunch much smaller than the laser spot size (σr � w0/2) the transverse field
can be approximated by a series expansion in x and y to second order around x = 0

and y = w0/2 as

Ey(x, y, ζ) ≈ −V
l

[
1− 1

2

(
2x

w0

)2

−
(

2y − w0

w0

)2
]

sin (kpζ). (3.13)

Neglecting slippage or laser evolution throughout the target, the transverse momentum
change follows as

py =
eV

c

[
1− 1

2

(
2x

w0

)2

−
(

2y − w0

w0

)2
]

sin (kpζ). (3.14)

In the following, a round Gaussian bunch with σx = σy = σr is assumed. However, in
principle it would be beneficial to choose an elliplical beam shape with σx � σy, as
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3.2 Transverse Deflecting Plasma

the beam size in x can be reduced without causing a resolution degradation according
to eq. (3.5). Yet, the effect of this will be limited, as the curvature of the streaking
field is stronger in y than in x.

The average momentum change is reduced by the curvature, which is given by the
average of the transverse momentum py over the bunch,

py =
eV

c

[
1− 3

2

(
2σr
w0

)2
]

sin (kpζ), (3.15)

while the bar is used according to the definition

p =

∫∞
−∞

∫∞
−∞ pnb(x, y, ζ) dxdy∫∞

−∞
∫∞
−∞ nb(x, y, ζ) dxdy

(3.16)

here. The rms spread follows as

σpy,ho =
√
p2y − py2

=

√
10 eV

2c

(
2σr
w0

)2

|sin (kpζ)|. (3.17)

σpy,ho adds to the uncorrelated initial divergence, i.e., to the background of the streak-
ing signal, and therefore reduces the resolution to

∆ξ ≥ σpy,ho
∂ξ

∂py
=

√
10

2

(
2σr
w0

)2

|ξ|, (3.18)

where eq. (3.3) has been used, and the bunch is assumed to be positioned at the
longitudinal zero-crossing of the deflecting field. For the parameter set discussed above,
∆ξ ≥ 0.08 · |ξ|, and at one standard deviation of the beam the resolution is reduced
by ∆ξ/c ≥ 0.6 fs. Note that this effect scales with the absolute value of the internal
bunch coordinae, |ξ|, and reduces the resolution especially at the head and the tail of
the bunch. This can also be seen in fig. 3.4, where the PIC simulation is compared
to the analytical estimation. Near the bunch center, ξini = 0, the background to the
streaking signal is given mainly by the beam emittance, while further away from the
zero-crossing, where also a stronger curvature is visible, the phase space is smeared
out towards smaller angles.

The contribution of σpy,ho to the background increases with increasing electron beam
size, while the initial divergence of the electron beam due to its emittance decreases
for larger beam size. Consequently, an optimum beam size can be found. Since
the divergence caused by the higher order correlations of the deflecting field, σpy,ho,
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Figure 3.4 – Influence of higher order correlations of Ey with x and y. Comparison of the PIC
simulation result (gray phase space) to the analytical estimation from eqs. (3.15)
and (3.17), where the dashed yellow lines give (py ± σpy,ho)/pz. The analytical
estimation is shifted by 0.15µm to positive ξini to coincide with the center of the
phase space, which does not exactly cross the origin of ξini = 0 and py/pz = 0.

depends on the longitudinal position within the bunch, this is only an average optimum
beam size. The divergence averaged over a longitudinally Gaussian electron bunch of
density nb ∝ exp

(
−ξ2/(2σ2

z)
)
is calculated as

σy′,ho =

∫∞
−∞ σpy,honb(ξ)dξ

pz
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−∞ nb(ξ)dξ
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2σr
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(
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)2

. (3.19)

In the second line, the sine function was approximated as | sin(kpξ)| ≈ kp|ξ|. The opti-
mum electron beam size can then be calculated by minimizing the combined divergence
depending on σr as

∂

∂σr
σy′ =

∂

∂σr

√(
εny
γβσr

)2

+ σy′,ho
2 !

= 0,

⇒ σr,opt =
( π

160

) 1
6

(
εnycpzw

2
0

γβeV kpσz

) 1
3

. (3.20)

With σr,opt = 9µm, the optimum beam size for the SINBAD parameter set is smaller
than the beam size σr = 17µm used in the simulations. This beam size, however, is
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determined by the SINBAD LINAC simulations and is therefore not changed. The
option remains to increase the laser spot size to achieve the optimum condition. Yet,
w0 = 150µm is already large, especially for the required high intensity, and therefore
also the laser spot size is not increased any further for the treatment here.

Influence of Beam Loading

The streaking field is modified by the wakefield driven by the witness beam itself, a
phenomenon known as beam loading. This leads to a resolution degradation especially
in the tail of the beam.

The analytical estimation given here follows Ref. [57]. For a broad Gaussian beam
(kpσr � 1) the transverse wakefield can be written as

(Ey + cBx)(x, y, ζ) = y
nb0mec

2

en0σ2
r

exp

(
− r2

2σ2
r

)∫ ζ

∞
kp sin (kp(ζ − ζ ′))e

− ζ′2
2σ2z dζ ′︸ ︷︷ ︸

:=Z(ζ)

. (3.21)

In contrast to eq. (2.15) this expression is also valid inside the drive beam. The
transverse momentum change is given by

py = −e
c

∫ l

0

(Ey + cBx)dz, (3.22)

which rewrites to

py = −nb0lmec

n0σ2
r

Z(ζ)y exp

(
−x

2 + y2

2σ2
r

)
(3.23)

for a constant density target and negligible beam evolution. The rms momentum
change caused by the wake driven by the beam itself can be calculated with

σpy,bl =
√
p2y − py2

=
nb0
n0

mec

3σr
lZ(ζ), (3.24)

where py = 0 is evident since the focusing fields are symmetric. The reduction of the
resolution is again given by ∆ξ ≥ σpy,bl∂ξ/∂py. For the parameters used here, beam
loading plays only a minor role owing to the low charge of the considered beam. In
order to reduce space charge effects in the gun of the linear accelerator, the bunch
charge is only 0.5 pC. In the beam center, beam loading causes a reduction of the
resolution by ∆ξ/c ≥ 66 as. The influence of beam loading scales directly proportional
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to the bunch charge, and it can therefore limit the achievable time resolution in the
bunch center to 0.66 fs for 5 pC or even to 1.3 fs for 10 pC bunch charge.

In analogy to the treatment of the divergence caused by higher order correlations of
the deflecting field Ey, the longitudinally averaged divergence caused by beam loading
can be calculated as

σy′,bl =

∫∞
−∞ σpy,blnb(ξ)dξ

pz
∫∞
−∞ nb(ξ)dξ

,

=
1√

2π σz

nb0
n0

mec

3σr
l

∫ ∞
−∞

Z(ξ) exp

(
− ξ2

2σ2
z

)
dξ,

which can be solved numerically. The minimization of the combined divergence

∂

∂σr
σy′ =

∂

∂σr

√(
εny
γβσr

)2

+ σy′,ho
2 + σy′,bl

2 !
= 0 (3.25)

then gives the optimum beam size accounting for both beam loading and higher order
field correlations. Owing to the integral in the expression for σy′,bl the minimization is
performed numerically. As beam loading effects call for larger beam sizes, the optimum
beam size now amounts to 13µm for the SINBAD parameters. Although this ideal
beam size is smaller than the 17µm used in the simulations shown above, the SINBAD
example is not further optimized here. It should also be noted that this is an estimate,
and that it is valid for a longitudinally Gaussian beam, which is not fulfilled in the
SINBAD case. Equations (3.20) and (3.25) will be used later to find the optimum
working point for a TDP demonstration experiment at the REGAE accelerator, see
section 3.3.

3.2.3 Calibration of the TDP

In order to translate the y position on the screen into a time information the shear
parameter S = 1/pz ·∂py/∂ξ = ekpV/cpz needs to be known. It is possible to estimate
it analytically, however, an experimental determination of the shear parameter is highly
desirable as the analytical estimation would need to make several assumptions on the
plasma and laser properties.

The shear parameter can be determined from a scan of the delay between the driver
laser and the witness bunch by correlating the time information from the delay with
the bunch centroid position in y on the screen. Especially a large timing jitter can lead
to errors in such a measurement. If the TDP is used to diagnose an RF accelerated
beam, the arrival time jitter needs to be controlled by an external synchronization
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system which can be very challenging. For the diagnostics of bunches from LPA it can
be expected that the timing jitter is smaller since the TDP driver laser could be split
off the LPA driver laser and therefore be intrinsically synchronized to the bunch.
Requiring an arrival time jitter around or below 10 % of the plasma period, for the
parameters considered previously, i.e., a plasma period of 33µm corresponding to
100 fs in time, this should be in the 10 fs range. Such a synchronization appears
challenging though feasible for today’s technology in the light of recent publications.
At the SASE FEL FLASH in Hamburg, a synchronization of the X-ray FEL pulse
and an infrared laser to 28 fs was demonstrated [58], still limited by the length of the
FLASH bunches as the lasing region in the bunch fluctuates. At the seeded FERMI
FEL in Trieste, a synchronization of the FEL pulse to an IR laser even down to 6 fs
has been shown [59]. This number, however, profits from the seeding of the FEL that
determines the lasing region in an otherwise long electron bunch, which is an advantage
that cannot be exploited at external injection experiments like SINBAD or REGAE.
The requirement on the synchronization can be relaxed by increasing the plasma period
by decreasing the density. This, however, comes at the cost of reduced temporal
resolution.

For the case considered above, the calibration in the presence of a timing jitter is
simulated with Astra, which includes a plasma module where the linear wakefield
model as given by eqs. (2.10)-(2.12) is used. Due to their computational cost, the
thousands of runs needed to simulate jitters cannot be done with a full PIC code. In
the case considered here, however, the condition for the linear regime, a20 � 1, is well
fulfilled and the model in Astra is a good approximation.
A delay scan is simulated over more than half a plasma period from ζ = −21µm

to −45µm in 0.5µm intervals. At each delay 50 shots are taken simulating three
scenarios for the arrival time jitter, 10 fs or 30 fs or 50 fs rms. The 10 and 30 fs
cases can be found in figure 3.5. At the maximum positive or negative deflection
the beam profiles on the screen are asymmetric as the bunch center is deflected most
while both the bunch head and tail are deflected less. Therefore the median is used
for the calculation of the bunch centroid on the screen instead of the mean, as the
median weighs outliers less than the mean. Each gray dot in figures 3.5(a) and 3.5(b)
represents one bunch centroid on the screen at a given average delay. The blue line is
calculated by taking again the median of all shots for each delay. The shear factor, or
the slope of the deflection near the zero-crossing at ζ = −λp, is defined by the plasma
wave number kp and by the voltage V or maximum deflection. The plasma period
can be extracted from the jitter simulation by fitting a sine function (yellow) to the
median of shots (blue). For the voltage the shot with the minimum and maximum
deflection is used, as this corresponds to the bunch being at the peak of the delecting
field. Since the timing jitter leads to a decrease of the amplitude of the fitted sine this
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(b) 30 fs rms arrival time jitter.

Figure 3.5 – Calibration of the TDP under the influence of an arrival time jitter between driver
laser and witness bunch. Each gray dot is the bunch centroid on the screen for
one shot simulated with Astra. The blue line indicates the median over all 50
shots at each distance ζ behind the driver. The wavelength λp is reconstructed
from a sine fit (yellow) and the voltage V is gained from the minimum and
maximum deflection.

amplitude does not present a good measure for the voltage.

The shear factor obtained from this method is compared to the one calculated from a
linear fit to the streaking trace, py/pz depending on ξini, extracted also from an Astra
simulation. For the arrival time jitter of 10 fs rms, S is reconstructed with a relative
error of 6 % (reconstructed plasma period: 32µm, deflection amplitude: 4.0 mm), and
for the jitter of 30 fs rms S is determined with a relative error of 14 % (reconstructed
plasma period: 35µm, deflection amplitude: 4.0 mm). In the case of 50 fs jitter the
sine fit fails and no calibration can be achieved with this method.

The calibration is a multi-shot measurement. In contrast, the streaking itself is a
single-shot measurement that is possible to perform even with a large timing jitter.
The time information is encoded in the average deflection in y. Those shots where the
bunch hits the screen at y = 0 can then be identified as having the correct delay.

This timing jitter study does not include any other error sources. Positioning jitters
as well as angle jitters can also lead to a fluctuation of the deflection. The tolerance to
the bunch positioning scales with the laser spot size, as the spot size determines the
width of the wakefield. The tolerance to the angle of the incoming bunch with respect
to the laser axis scales with the deflecting voltage. In general, a higher laser energy
allowing for a larger spot size at the same or higher voltage can make the TDP more
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Figure 3.6 – Calibration of the TDP under the influence of an arrival time jitter between
driver laser and witness bunch (a). Best shot identified from the jitter-afflicted
data (b). The reference case, shifted by 0.5µm to positive ξini, agrees well with
the identified shot. Colors in (a) like in fig. 3.5.

tolerant to positioning and angle jitters.
A similar simulation as shown in fig. 3.5 is shown in fig. 3.6 for an arrival time jitter
of 10 fs rms, and an additional positioning jitter of 30µm rms, i.e., 20 % of w0, and an
angle jitter of 100µrad rms. Both the positioning and the angle jitter are imprinted
on the electron bunch, while the laser does not jitter in the simulation. For the
positioning jitter the relative displacement between laser and electron beam is the
important quantity and it is therefore irrelevant which beam is displaced. For the
angle jitter this presents an upper estimate as an initial angle on the electron beam
will cause an additional displacement on the screen which would not be the case for
a pointing jitter of solely the laser. From this simulation the calibration is extracted
with a relative error of 5 % (reconstructed plasma period: 32µm, deflection amplitude:
4.1 mm).

In the case of a pure arrival time jitter it is straightforward to identify those shots
that hit the center of the screen as the ones situated at the correct streaking position
in the plasma wake. If additional positioning and pointing jitters are present also an
initial beam pointing could be compensated by an opposite deflection in the plasma,
or a beam could have a large offset and still end up in the center of the screen. To still
identify a good shot the jitter-afflicted data can be filtered. One method is to filter first
for the shots hitting near the screen center (here, ±1 mm in y) and from those to use
the phase space that is largest in y, as this bunch has experienced the largest streaking
voltage, and an initial offset or angle will always reduce the streaking voltage. If the
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bunch length is not constant for all bunches, this method will also identify the longest
bunch, which will give a conservative estimation of the bunch length.
The shot identified by this method as well as the ideal bunch situated at the correct
delay can be seen in fig. 3.6(b). The identified shot had an initial offset of −1.9µm and
0.3µm and an initial angle of 1.0µrad and 132µrad in x and y, and an arrival time
error of 1.0 fs compared to the ideal value. The good agreement between the reference
case and the identified phase space allows to conclude that such a filter is a powerful
method to extract data even with large jitters present.

3.2.4 Non-collinear Experimental Geometry

In the experimental geometry discussed so far, the laser and the electron bunch propa-
gate collinearly. In external injection experiments such a geometry appears naturally.
There, the TDP could be installed exchangeably with the acceleration target to diag-
nose the pre-accelerated electron bunch exactly at the injection position.

In this collinear geometry, the laser needs to be coupled into the electron beam path,
for example using a magnetic chicane, a dogleg, or a mirror with a hole. However, it is
also possible to create a streaking in the plasma with an angle between the laser and
the electron beam path. This provides additional freedom in the experimental design,
as no mirrors need to be placed in the electron beam path. To realize the geometry
with an angle, the plasma profile needs to fulfill certain requirements which will be
discussed in this section.

A schematic of the setup can be found in figure 3.7. The angle α between the laser
and the beam propagation axis is in the x-z-plane. The laser propagates in the z-
direction, and the bunch travels in the z∗-direction. The streaking is imprinted in the
y-direction, so that the beam enters the wake again at an offset of one rms of the laser
intensity, w0/2, in y. The imprinted transverse momentum change py is proportional
to the integral of Ey + cBx along the beam trajectory through the wake. Assuming a
stiff beam, this is a straight line. The trajectory can best be pictured in the co-moving
frame of the laser which moves at the group velocity vgr. For a constant plasma density
and non-evolving laser pulse the phase velocity of the wake, vph, is given by the group
velocity of the laser, vgr.

In the laboratory frame, the bunch travels at the velocity ~vz∗ . In the co-moving frame
of the wake with ζ = z−vgrt, which is not a Lorentz transformation, the laser position
is fixed and the bunch seems to travel sideways through the wake. In order to get
a clean streaking signal, the imprinted momentum change should correlate only with
the longitudinal coordinate of the bunch ξ, but not with its transverse coordinates x∗
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Figure 3.7 – Schematic setup of a transverse deflecting plasma measurement including an
angle α between laser and bunch propagation axis in the x-z-plane. Top: Color
coded deflecting field Ey(x, y = w0/2, ζ) and the seeming direction of movement
of the bunch in the co-moving frame of the wake. If the phase velocity fulfills
eq. (3.26) the bunch seems to move sideways through the wake (left). If the
condition is not fulfilled, a correlation of the imprinted momentum change py
with the x-coordinate in the bunch exists (right).
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or y = y∗. The seeming direction of movement of the bunch in the co-moving frame
of the wake therefore needs to be perpendicular to ~vz∗ . The condition can be written
as

vph =
vz∗

cosα
. (3.26)

In the left image in fig. 3.7 the angle, the bunch velocity, and the phase velocity are
well chosen, and the bunch seems to move sideways through the wake as indicated
by the dashed line. In the right image, however, this condition is not fulfilled. The
imprinted momentum change then correlates with the transverse coordinate inside the
bunch, x∗, as indicated by the small dashed lines.

Since typically the beam velocity is almost the speed of light, vz∗ ≈ c, equation (3.26)
requires a phase velocity larger than the speed of light for highly relativistic beams.
This can be achieved by tailoring the plasma density. Under the assumption that
vgr ≈ c the plasma up ramp needed to fulfill this condition can be calculated with
[60]

dn

dz
=

(
c

vph
− 1

)
2n

ζb
. (3.27)

Here, ζb is the time-dependent distance of the beam to the driver laser given by

ζb = ζb,ini +

(
vz∗

vgr
cosα− 1

)
z. (3.28)

Angles of several degrees are possible with this method, as will be shown with simu-
lations in the next paragraphs. However, very large angles will reduce the interaction
time and require a steep density gradient, which eventually limits both the achievable
voltage and the practicability. Furthermore, due to the density gradient, a correlation
of the streaking voltage with the x-coordinate of the beam can be expected, as one side
of the beam experiences a net lower density as the other side of the beam. Therefore,
few-degree angles in general are favorable as they increase the possible interaction time
and reduce the requirements on the target design.

PIC Simulation of Non-collinear Setup

An exemplary PIC simulation of a setup featuring an angle of α = 5◦ between laser
and bunch propagation axis is shown in the following. The same laser and bunch
parameters as in the collinear case are used, see table 3.1. The plasma length, however,
is increased to 6.5 mm to accommodate for the complete crossing time, which is still
short compared to the Rayleigh length of the laser of 8.8 cm. Please note that even
though the target is longer than for the collinear case, the effective streaking voltage
will be reduced as the bunch passes from one side of the wake to the other. The target
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Figure 3.8 – (a) Tapered plasma profile to fulfill the phase velocity according to eq. (3.26).
The numerical solution of eq. (3.27) is given in dashed yellow, and the plasma
profile used in the PIC simulation is a linear fit to this solution (solid blue).
Right: Beam profile on a screen 1 m downstream of the plasma target. The
current profile obtained by binning to the y-axis is given in black. Dashed yellow
is the original current profile, and ξini gives the internal bunch coordinate, for
reference.

features a linear density up ramp from n = 0.26 ·1018 cm−3 to 1.9 ·1018 cm−3 to ensure
the phase velocity required by eq. (3.26). This is a linear fit to the density profile
calculated from eq. (3.27), as shown in fig. 3.8(a). The distance of the beam behind
the laser is chosen to be ζ0 = −λp at the center of the target. For this simulation
Warp is used in 3D in the boosted frame with γboost = 10. The plasma is represented
by one macroparticle per cell, the simulation box size is 92µm × 825µm × 825µm

with 3448 × 412 × 412 cells.

Figure 3.8(b) shows the simulated beam profile on a screen positioned 1 m behind
the target. The current profile is reconstructed by binning to the y-axis (black line).
For comparison, also the original current profile is given (dashed yellow). The current
profile is reproduced well. Compared to the screen image in the collinear case (figure
3.3) two major differences are visible. The bunch is smaller in x∗ and y, and it steers
towards the negative x∗-direction.

The steering in x∗ is caused by the electric field in x. At the start of the plasma, the
bunch is situated at a negative x coordinate in the defocusing region at ζ > −λp, i.e.,
it experiences a positive field in x and consequently a negative change of momentum,
∆px. As soon as the bunch crosses x = 0 it also enters the focusing region at ζ < −λp.
The field is still positive, and the steering towards negative x is further increased.
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Figure 3.9 – Definitions of velocities in the co-moving frame of the wake (compare fig. 3.7),
used in the derivation of the estimated resolution.

The limited interaction time between bunch and wake owed to the crossing angle
effectively limits the imprinted streak signal and also causes the bunch to be smaller
on the screen. The resolution calculated from the fitted slope of the simulated phase
space after the interaction amounts to ∆ξ/c ≥ εn,yme/σy · ∂ξ/∂py = 0.39 fs.

Estimate of the Resolution for the Non-collinear Setup

The momentum change py is given by the transverse fields Ey experienced by the
bunch during its transition through the wakefield as

py = −e
∫ ∞
−∞

Ey(x(t), y = w0/2, ζ(t)) dt

= − e

vx

∫ ∞
−∞

Ey(x, y = w0/2, ζ(x)) dx. (3.29)

Here, vx = βc sinα is the velocity component of the bunch in the x-direction. The
transverse field at y = w0/2 is given as (compare eq. (2.12))

Ey(x, y = w0/2, ζ) = −a
2
0mec

2σz,l
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√
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2
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2

)
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2
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2

)
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(
−2x2

w2
0

)
sin (kpζ), (3.30)

while both ζ and kp, or n, now depend on x, the transverse bunch position in the wake.
With the velocities vx and vζ as in figure 3.9, ζ(x) follows as ζ(x) = ζ0−vζ/vx ·x. The
distance in laser propagation direction z between the laser and the bunch is denoted
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by ζ0 at the center of the target or, what shall be equivalent, when the bunch is at
x = 0. The plasma density is given by n(z) = nmid + n′(z − zmid), with nmid the
plasma density at the center at z = zmid, and n′ the slope of the linear ramp. With
x = z tanα, n(x) follows directly as

n(x) = nmid + n′x/ tanα. (3.31)

The theoretical resolution can then be gained from the numerical integration of eq.
(3.29), using eqs. (3.30) and (3.31), for different delays corresponding to longitudinal
positions in the bunch ζini = ζ0 + ξ cosα. For the parameters used in the PIC simula-
tion, the theoretical resolution amounts to ∆ξ/c ≥ 0.32 fs. For several reasons, this is
slightly smaller than the resolution of 0.39 fs obtained from the phase space. For one
thing, the delay of the bunch was not chosen optimally in the simulation, so that the
bunch did not pass the wake exactly through the zero-crossing. This might also be
caused by an unphysical reduction of the laser group velocity from numerical disper-
sion in the PIC code. Furthermore, the analytical estimation does not account for the
following effects connected to the transverse beam size: The linear approximation of
the ideal plasma profile will introduce a small correlation of the transverse momentum
py with the transverse coordinate inside the bunch, x∗, and additionally, as the density
increases while the bunch crosses the wake, particles at the side of the bunch crossing
later will experience a larger deflection. Also, as discussed for the collinear case, beam
loading will hamper the resolution, as well as the curvature of the streaking field Ey in
y. The influence of the curvature is very similar to the collinear case, except that the
contribution in x∗ is different, which is mainly caused by the above mentioned different
densities experienced depending on the x∗ coordinate of the particles. However, this
contribution to the resolution reduction is of similar or smaller magnitude than the
influence of the curvature of the deflecting field Ey in y, as can be seen from the phase
space after the plasma interaction (not shown). All of these effects are not part of this
analytical estimation, but are intrinsically included in the simulation, which explains
the reduced resolution in the simulation.

3.3 TDP at the REGAE External Injection
Experiment

At DESY in Hamburg it is planned to use the conventional accelerator REGAE
(Relativistic Electron Gun for Atomic Exploration) [61, 62] to externally inject elec-
tron beams into a laser-driven plasma wakefield [21]. This experiment could also serve
as a testbed for the TDP, as REGAE is designed to deliver electron beams of few
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REGAE Bunch
kinetic energy Ekin ≤ 5.6 MeV
rms energy spread σE/E 0.2 %
transverse emittance εn,x = εn,y < 0.1 mmmrad
bunch charge Q ≈ 100 fC
bunch length σz/c . 5 - 10 fs

ANGUS Driver Laser
spot size w0 42µm

pulse energy 5 J
pulse length (fwhm) 100 fs
normalized vector potential a0 0.9

Table 3.2 – Laser and bunch parameters at the REGAE external injection experiment.

fs length. Originally, REGAE was designed for time-resolved electron diffraction ex-
periments, performed by the group around R.J.D. Miller [63]. The electron bunch is
created at a photocathode in the gun cavity and is accelerated to a few MeV in this
cavity. After a short drift an energy chirp is imprinted onto the bunch in the so-called
buncher cavity. Electrons in the head of the bunch are decelerated, while electrons in
the tail of the bunch are accelerated. In a drift after the buncher cavity this veloc-
ity difference leads to a temporal compression of the bunch, down to a few fs at the
target.

3.3.1 Experimental Parameters

The electron beam and laser parameters are summarized in table 3.2. Most of these
parameters have already been measured at the machine. For example, the transverse
emittance has been determined to be as low as εn,y = 0.02 mm mrad [64], however at
a low charge (37 fC) and low kinetic energy (2.45MeV). For the external injection
experiment, as well as for a potential TDP measurement, a larger kinetic energy is
favorable. The reason is that at the laser focus, i.e., where the external injection
into the wakefield takes place, the laser is situated in front of the bunch. Due to
their velocity difference, however, the laser overtakes the bunch shortly in front of its
focus. A larger bunch energy shifts this overtaking position away from the laser focus
and relaxes possible beam quality degradation due to the interaction with the laser
[21, 24]. For this reason the kinetic energy Ekin = 5.6 MeV is chosen, which is near
the maximum achievable energy at this machine. Furthermore, a more conservative
normalized emittance of 0.1 mm mrad is assumed to allow for more charge or stronger
transverse focusing than in [64].
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3.3 TDP at the REGAE External Injection Experiment

The laser parameters are determined by the design of the external injection experiment
[21, 24]. The electron beam size will be fraction of the laser spot size to keep the
influence of the curvature of the streaking field low. At the same time, a large beam
size allows for good temporal resolution by reducing the intrinsic divergence of the
beam. The resolution degradation from the higher order correlations depends on the z
position in the bunch and consequently on the bunch length. An optimum beam size
therefore cannot be determined without a priori knowledge of the bunch length.

Note that this discussion, as well as the previous section, assumes a Gaussian laser
pulse. In general, such an assumption is not fulfilled for the experimentally available
high power laser systems. The temporal laser shape is not critical for the TDP, as it
only changes the wakefield amplitude, which will be included in the calibration. The
transverse laser shape, however, is crucial, since the transverse fields in the linear wake-
field regime follow the derivative of the laser intensity with respect to the transverse
coordinate. As a consequence, a smooth transverse laser profile is required to minimize
resolution degradation from transverse changes of the streaking field. The laser profile
does not need to be Gaussian, though, and within the linear regime the treatment
can also be adapted to a different, known, shape. Ideally, to even completely avoid
resolution degradation from higher order correlations of the deflecting field, the laser
intensity should be constant in x and rise linearly in y. Since this is not very realistic
especially for first proof of principle experiments, the assumption of a Gaussian profile
will be kept here.

The electron bunch length of 10 fs at REGAE is gained from Astra simulations [21].
Recently, a new operation mode has been proposed [65, 24] that could reduce the
bunch length even below one femtosecond, making use of the drift between gun and
buncher to achieve a curvature correction of the phase space. At REGAE, the bunch
length has not been measured so far as the low signal expected from the small bunch
charge makes optical methods such as coherent transition radiation very challenging.
For the future, the installation of a conventional TDS cavity is planned [50]. For
a normalized emittance of εn,x = 0.01 mm mrad the streaking cavity is expected to
provide a temporal resolution down to 10 fs, including errors and imperfections [50].
The few-fs bunch length assumed here is realistic, especially in the light of recent
results from the UCLA Pegasus laboratory, which features a similar experimental
setup as REGAE and where a bunch length of 7 fs rms has been measured with an
X-band TDS cavity [66].

The aim of this section is to show the feasibility of a TDP proof-of-principle experiment
at REGAE. Also, its limitations in terms of time resolution are explored to see if it
could be used to demonstrate the phase space linearization proposed in [65].
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Figure 3.10 – Sketch (not to scale) of the REGAE beamline layout downstream of the target
chamber. All dimensions in mm.

3.3.2 Design Considerations

Owing to the low kinetic energy of the REGAE beam, the design of the TDP needs
to account for some effects that were negligible in the previously shown example case
with SINBAD parameters. First, the streaking leads to a very large beam divergence
after the plasma. This sets a limit on the possible streaking voltage that allows beam
transport to the detector without hitting the physical walls of the beam pipe. Second,
during the transition through the TDP, the bunch acquires a transverse offset caused
by slippage effects, and also the bunch is elongated from the imprinted energy spread.
Both effects are more severe for low initial beam energy. They scale with the voltage,
but also explicitly with the structure length l and favor therefore a short plasma length
[50]. In the following, the maximum allowable divergence is estimated, and a plasma
target design is derived fitting the demands of the low energy REGAE bunch.

Downstream Beamline Layout

This section briefly names and describes the beam optical elements of the REGAE
beamline designed for the external injection experiment [24] that are downstream of
the plasma target and relevant for the discussion here. A sketch of the element positions
can be found in figure 3.10.

The plasma target is in the center of the target chamber. Shortly behind it, still inside
the chamber, a permanent magnetic solenoid (PMS) [67] is placed on a linear stage
allowing for some flexibility of position. Here, the PMS is near to the target with a
distance of 10 cm between the target center and the PMS center. This minimizes the
electron beam size in it and consequently minimizes the errors from field nonlinearities
away from the axis.
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3.3 TDP at the REGAE External Injection Experiment

After the target chamber, a beam pipe leads to the electron spectrometer (eSpec)
positioned at 2.65 m behind the target. It disperses the beam in the x-plane and
features a beam pipe diameter in the y-plane of 38 mm. This fixes the streaking
plane to y, carrying the time information, while the energy information is transferred
to the x plane in the spectrometer. The measurement of the streaked bunch in the
spectrometer gives direct access to the longitudinal phase space. However, it should
be kept in mind that the energy resolution is inversely proportional to the temporal
resolution according to eq. (3.12), just like for a conventional TDS cavity.

In between the target chamber and the spectrometer, around 1 m behind the target,
two electrical quadrupoles, Qa and Qb, and one electrical solenoid, Sol6/7, are placed.
The beam pipe diameter in these focusing elements is 38 mm.

Maximum Tolerable Divergence

To ensure maximum resolution, the phase advance between the TDP position and the
detector needs to be 90◦ + k · 180◦, k ∈ N0. In the most simple case this is realized by
a long enough drift, where the phase advance converges to 90◦. For REGAE, such a
procedure would mean not to focus the beam at all after the plasma. Consequently,
to prevent clipping at the beam pipe, the divergence would need to be small, limiting
the temporal resolution. To allow for larger divergence and better resolution, the PMS
directly after the target is used in addition to the quadrupole doublet Qa and Qb. The
PMS provides some initial divergence reduction but it is not strong enough to achieve
a focus. The first quadrupole then defocuses in x and focuses in y to capture the
strongly divergent beam. The doublet is tuned to focus the beam in y to a position
halfway between the beam optics and the spectrometer, leading to a phase advance
of around 270◦ between the TDP and the detector position, i.e., the spectrometer
screen. Consequently, the transverse beam size in the first quadrupole is similar to
the one in the spectrometer. In other words, if no clipping occurs in this quadrupole,
also the aperture of the spectrometer does not pose a problem. Since the TDP does
not significantly increase the bunch energy, the solenoid Sol6/7 would also be strong
enough to focus the beam. Here, however, only the quadrupoles are used, first to gain
additional freedom how to focus both planes, and second to avoid abberations from
the field nonlinearities of the solenoid in combination with the large beam.

The maximum acceptable divergence after the target can be estimated with the help
of beam transport matrices (see e.g. [41]). The transport matrices for a drift and for
a thin focusing lens read

Md =

(
1 s

0 1

)
and Mf =

(
1 0

−1/f 1

)
, (3.32)
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respectively. Here, s is the drift length and f the focal length of the lens. The transport
of the Courant-Snyder parameters from the target to the first quadrupole, Qa, is then
given by (

βS −αS
−αS γS

)
=

(
C S

C ′ S′

)(
βT −αT
−αT γT

)(
C S

C ′ S′

)T
, (3.33)

with (
C S

C ′ S′

)
=

(
1 sPQ
0 1

)(
1 0

−1/fPMS 1

)(
1 sTP
0 1

)
. (3.34)

Here, the distance between the PMS and the first quadrupole is sPQ ≈ 0.69 m, the
distance between the target and the PMS is sTP = 0.1 m and the focal length of the
PMS is fPMS ≈ 0.2 m [67] for a kinetic energy of 5.6 MeV. At the target the bunch is
in focus, and consequently αT = 0. For the beta function at the first quadrupole then
follows

βS = C2βT + S2 1

βT
, (3.35)

which, using βCS = σ2
y/εy and σy,Tσy′,T = εy, can be rewritten to obtain the electron

beam size as

σ2
y,S = C2σ2

y,T + S2σ2
y′,T,

=

(
1− sPQ

fPMS

)2

σ2
y,T +

(
sTP + sPQ −

sTPsPQ
fPMS

)2

σ2
y′,T,

= (−2.45)2σ2
y,T + (0.45 m)2σ2

y′,T. (3.36)

Typically, the beam size at the target σy,T is in the range of 1 to 10µm, and the beam
divergence σy′,T can be expected to be between 1 and 10 mrad. The contribution of
the initial divergence to the beam size in the quadrupole, σy,S, is therefore around two
orders of magnitude larger than the contribution of the initial beam size, and the first
term of eq. (3.36) can be neglected. As an upper limit to the tolerable beam size at
the quadrupole position 6 · σy,S ≤ 35 mm is required, which is only marginally smaller
than the beam pipe diameter of 38 mm, and the maximum tolerable divergence at the
target follows as σy′,T,max = 13 mrad.

Note that this is an estimate that does not account for possible misalignments, field
nonlinearities, which such a large beam experiences in the solenoid, or energy changes
in the TDP. Apart from this, if the ideal beam just barely fits through the beam pipe,
there will be no room for scanning the bunch phase in the wake and calibrating the
deflection. Therefore, the divergence should at least be a factor of two smaller than
this upper limit, i.e., σy′,T,max = 6.5 mrad.
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3.3 TDP at the REGAE External Injection Experiment

Imprinted Divergence

The TDP, as well as any conventional TDS cavity, imprints a divergence on the electron
bunch that depends on the streaking voltage and on the bunch length. From eq. (3.3)
the imprinted divergence follows as

σy′,TDP = S · σz =
ekpV

cpz
σz. (3.37)

The temporal resolution ∆ξ/c can be expressed depending on the imprinted divergence
as

∆ξ

σz
≥ εycpz
σyσzekpV

=
εn,y

γβσyσy′,TDP
. (3.38)

This expression shows the dynamic range of the current profile diagnostic. It is deter-
mined by the maximum divergence that can be captured after the streaking. In other
words, it is difficult to diagnose a long bunch with a good temporal resolution, as its
divergence would become very large. A larger kinetic energy can increase the dynamic
range.

For a given divergence, energy, beam emittance and bunch length, the only remaining
free parameter to optimize the temporal resolution is the electron beam size σy. It is
therefore favorable to increase the beam size while keeping the voltage fixed. However,
for a given laser spot size w0, the electron beam size cannot be increased without loss of
resolution due to higher order correlations of the streaking field. This leaves the option
to increase both the laser spot size and the electron beam size, and to compensate the
decrease of laser intensity by increasing the plasma length.

Experimentally, the laser focal spot size w0 is directly proportional to the focal length
of the parabolic mirror used as the final focusing optics, and inversely proportional to
the beam size of the collimated laser on this optical element. Since the focal length is
fixed to 4.2 m by the beamline design, the collimated laser beam size remains to tune
the focal spot size. However, the laser intensity is limited by the damage threshold
of the beamline mirrors, and a decrease of the collimated beam size must not lead to
an increase of intensity. The focal spot size can consequently only be increased at the
cost of the laser pulse energy by placing an aperture in the beam path upstream of
the parabolic mirror. Assuming a circular, flat intensity distribution, the final pulse
energy scales as

Epulse,fin = Epulse,ini
w2

0,ini

w2
0,fin

. (3.39)
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Figure 3.11 – Target length needed to imprint a beam divergence of 6.5 mrad depending on
the laser spot size in focus w0 (a). a0 reduces with a0 ∝ w−2

0 (see text). The
larger w0 allows for a larger electron beam size σy ∝ w

2/3
0 , leading to a better

theoretical temporal resolution (b), assuming a longer target to imprint the
same divergence.

The laser strength parameter a0 is consequently reduced to

a0,fin = a0,ini
w2

0,ini

w2
0,fin

, (3.40)

accounting for both the energy loss at the hypothetical aperture and for the larger
spot size.

Figure 3.11 shows the target length needed to imprint the beam divergence of 6.5 mrad
on the bunch for varying laser spot size and different plasma densities.
Please note that the assumed bunch length is, unlike shown in table 3.2, only σz/c =

2 fs. The reason for this assumption is that the design presented here aims at the
best possible resolution for the TDP at REGAE. Due to the limited dynamic range
caused by the low beam energy, see eq. (3.38), this can only be achieved for ultrashort
bunches. For longer bunches, the voltage and consequently the resolution will have to
be scaled accordingly to guarantee a small enough divergence. The design will assume
ultrashort bunches, and scaling laws will be discussed at the end of the chapter.

The other laser and bunch parameters are like in table 3.2. The optimum transverse
beam size σr = σy = 7µm is calculated using equation (3.20) for the given bunch
length and a laser spot size of w0 = 42µm. As the laser spot size varies in fig. 3.11,
the electron beam size follows like σy ∝ w2/3

0 like in eq. (3.20). This treatment includes
the influence of higher order correlations of the deflecting field and of the emittance. It
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3.3 TDP at the REGAE External Injection Experiment

does not include beam loading effects, as these are negligible for the low bunch charge
at REGAE.

The density range considered in this study is limited on the upper end to around
n = 1 · 1017 cm−3 by the gas flow into the target chamber [24]. On the lower end it is
limited by the achievable field gradient, which will be seen later.

From fig. 3.11 it seems that a long target is favorable to increase the resolution. How-
ever, as mentioned above, long plasma lengths make the setup more susceptible towards
detrimental effects such as bunch offsets or elongation. These will be discussed in the
following.

Bunch Lengthening During TDP Transition

One effect that is increasingly relevant for bunches of low kinetic energy is the bunch
lengthening in the TDP.

The expression for the accelerating fields in the vicinity of y = w0/2 is given in eq. (3.9)
on page 29. The dependence of the longitudinal field Ez on the transverse coordinate y
in general causes an increase of slice energy spread as in any TDS cavity. In addition,
for low energy bunches, this also leads to a significant velocity difference between
particles at different y positions. Due to the velocity difference the bunch will elongate
during its transition through the TDS or TDP. The longitudinal shift of a particle at
a position y compared to a reference particle at exactly yref = w0/2 can be calculated
as [50]

∆z = − eV kpl

2cpβγ2
(y − w0/2) cos (kpζ), (3.41)

where p is the average bunch momentum. The bunch length consequently increases
as

σ2
z = σ2

z,ini +

(
eV kplσy
2cpβγ2

cos (kpζ)

)2

, (3.42)

where σz,ini is the bunch length at the start of the plasma. As discussed in [50], since
the longitudinal shift scales directly proportional to both the voltage and the struc-
ture length, ∆z ∝ V l, while the theoretical resolution from eq. (3.5) scales inversely
proportional only to the voltage, ∆ξ ∝ 1/V , this favors short deflecting structures of
high field amplitude, providing the same voltage V over a shorter length l.

Figure 3.12(a) shows the bunch lengthening in the TDP depending on the laser spot
size. As before, a0 ∝ w−20 . The plasma length is adjusted like in figure 3.11(a) to
achieve the same beam divergence of 6.5 mrad after the target for all spot sizes, and
the electron beam size is scaled like σy ∝ w2/3

0 as before. The solid black line indicates
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Figure 3.12 – (a) The REGAE bunch lengthening ∆z/c according to eq. (3.41) depending on
the laser spot size w0, when scaling the target length as before to keep the im-
printed divergence fixed. The theoretical resolution ∆ξ/c (see eq. (3.5)) is shown
in black for reference. (b) Elongated bunch in low density (n = 1 · 1016 cm−3)
TDP with color coded kinetic energy. An energy resolved measurement allows
to access the bunch length for slices in y. For details see text.

the temporal resolution ∆ξ/c, like in figure 3.11(b), for reference. As expected from
eq. (3.41), the effect is strongest for the lowest density since the low density targets
rely on comparably long plasma lengths at lower field amplitude.

As the bunch lengthening is caused by the slope of the longitudinal field Ez in y, a
correlation of the final z position with the y-coordinate and also with the kinetic energy
can be expected. The energy resolved measurement in the spectrometer then allows to
diagnose the bunch length of an energy slice, which for an initially uncorrelated energy
distribution also corresponds to a slice in y. For illustration, an Astra simulation of a
low density TDP with n = 1·1016 cm−3 and l = 2.4 mm is shown in figure 3.12(b). The
laser spot size is w0 = 42µm. The depicted bunch has propagated through 1.8 mm
of plasma, and the bunch length has increased from initially 2 fs rms to 2.7 fs rms.
However, the length of the individual energy slices has not increased, for example the
slice around ±1 % of the central energy of 4.6 MeV is still 2 fs rms long. If the bunch
is then diagnosed in the spectrometer, the slice length can be measured, and also
the central, i.e., optimally streaked, slice can be determined as the one that does not
accumulate a net angle. The bunch lengthening therefore is not a show-stopper for
the TDP design at REGAE. However, the plasma length is still limited by the induced
offset.
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3.3 TDP at the REGAE External Injection Experiment

Bunch Offset from TDP

The low kinetic energy leads to an offset of the bunch centroid during the TDP tran-
sition, as the bunch slips through the zero crossing of the deflecting field Ey. It first
accumulates a momentum change in one direction that is then compensated by the
fields of opposite sign after crossing Ey = 0, and a net offset remains. Owing to the
similarity of the fields in the TDP and in a conventional TDS cavity, this offset can
be calculated in the same way as for a conventional cavity and has been derived for
those in [50] to

xoff =
eV

12cpz

∂Ψ

∂z
l2, (3.43)

with the phase slippage defined as

∂Ψ

∂z
= kp (vgr/c− β) . (3.44)

Here, Ψ = kpζ is the phase of the bunch in the wake, vgr is the laser group velocity
and β = vz/c is the normalized beam velocity. Since eq. (3.43) scales directly with the
structure length l in addition to the voltage V , short structures with large voltage are
favorable in order to minimize the offset [50].

If the offset is very large the bunch leaves the maximum of the streaking field Ey in y.
This does not only reduce the streaking voltage, but also causes a linear correlation
of the deflection with the y coordinate of the bunch, which limits the resolution. The
offset therefore needs to be much smaller than the laser spot size, as this determines
the wakefield width.

For the same assumptions as before, namely an increasing laser spot size with a0 ∝
w−20 and the optimum electron beam size σy ∝ w

2/3
0 , and an adjusted plasma length

according to figure 3.11(a) to achieve an imprinted divergence of 6.5 mrad, the offset
at the end of the TDP depending on the laser spot size can be seen in figure 3.13. From
the figure it is apparent that for a density of 1 · 1016 cm−3 even the offset introduced
for the smallest possible (design) spot size of w0 = 42µm is very large with xoff =

18µm > w0/4. The TDP at REGAE therefore needs to be designed with a larger
density, or else temporal resolution has to be sacrificed to reduce the bunch offset.

Depending on the initial phase of the bunch in the wake, also a net angle instead of
an offset can be introduced due to slippage [50]. One could then think about injecting
the bunch with an initial angle, which is compensated in the TDP. This might help
to push the density limit a bit lower than allowed for a case where the injection phase
leads to a pure offset. However, the bunch would still have an offset at the center
of the plasma target, which will be reduced to zero again at its exit. The reduction
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to achieve the same imprinted divergence.

of the streaking voltage due to the offset and the linear correlation of the transverse
momentum py with y would thereby be reduced compared to a pure offset, but it
would not be completely removed.

Another option is to taper the plasma density to remove the slippage between laser
and bunch, as proposed in [68] for laser plasma acceleration. Since the REGAE bunch
is slower than the laser group velocity in the plasma at the densities considered, this
calls for a density down ramp. For the sake of conceptual and experimental simplicity,
and also since it seems very challenging to achieve a precise density taper at such a low
density and small length scale, neither this option nor the introduction of an initial
angle is pursued here.

Summary: Resulting Parameter Set for the TDP Design at REGAE

The streaking voltage is limited by the imprinted divergence. A higher resolution
can only be achieved by increasing the possible electron beam size and at the same
time increasing the laser spot size. To increase the laser spot size at constant voltage,
however, calls for a longer plasma length.

Apart from the bunch lengthening which could be accounted for using the electron
spectrometer, the low bunch energy at REGAE leads to a beam offset in the TDP
which ultimately limits the plasma length. With several µm offset over the TDP, and
since the laser spot size determines the tolerance to the offset, this is a strong effect.
For this reason, and also since it will introduce additional experimental effort, the
TDP design presented here will keep the REGAE design of w0 = 42µm.
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REGAE bunch (Gaussian)
kinetic energy Ekin 5.6 MeV
transverse emittance εn,x = εn,y 0.1 mmmrad
bunch charge Q 100 fC
bunch length σz/c 2 fs
beam size σr 7µm

position behind driver laser ζbunch -148µm
ANGUS driver laser (Gaussian)

spot size w0 42µm

pulse length (fwhm) 100 fs
normalized vector potential a0 0.9

plasma
density n 5 · 1016 cm−3

length l 0.5 mm
longitudinal profile flat top

expected resulting parameters
theor. resolution ∆ξ 0.39 fs
imprinted divergence 6.5 mrad
imprinted offset 0.9µm
final energy 4.3 MeV
final relative rms energy spread 10%

Table 3.3 – Design parameters for the TDP experiment with maximum temporal resolution
at the REGAE external injection experiment.

The remaining free parameter is the plasma density, which, however, is also limited by
the bunch offset on the lower end (n > 1 · 1016 cm−3) and by the gas flow in the target
chamber on the upper end (around n ≤ 1 · 1017 cm−3 [24]). Therefore, for the design
shown here, the intermediate density of n = 5 · 1016 cm−3 is chosen. This density is
favorable also from an experimental point of view since it requires a plasma length of
l = 0.53 mm, while for n = 1 ·1017 cm−3 the plasma length would be even shorter with
only l = 0.31 mm. In the following, the plasma length is set to l = 0.50 mm to have
a round number for this study. Furthermore, the plasma profile is a flat top without
significant ramps. This is of course not realistic, but the exact plasma profile is not
important since the voltage will be given by the integral over the plasma target, so
that deviations will be averaged out.

The summarized parameter set can be found in table 3.3.
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3.3.3 Numerical Simulations

The REGAE setup including beam optics and spectrometer is simulated with Astra.
The plasma module in Astra uses the linear wakefield model as given by eqs. (2.10)-
(2.12). This does not include nonlinearities such as wave front curvature. As a0 = 0.9

in this example, nonlinearities can already play a role here. The plasma interaction is
therefore simulated with the PIC code Warp in 3D. The electron phase space extracted
from Warp is then loaded into Astra where the beam is transported through the
magnetic optics and the spectrometer.

Beam Transport Behind the Target

The beam transport between the TDP and the electron spectrometer has to fulfill three
main requirements. First, the highly divergent beam needs to be transported without
clipping at the beam pipe, second, for best temporal resolution a phase advance in y
of 90◦ + k · 180◦, k ∈ N0, is necessary, and third, for best energy resolution a phase
advance in x of m · 180◦, m ∈ N0, i.e., a focus in the x plane on the spectrometer
screen, needs to be achieved. The last two requirements ensure that an imaging of the
full longitudinal phase space can be achieved.
Behind the target, two solenoids are installed, the permanent magnet solenoid (PMS)
shortly behind the target, and an electrical solenoid Sol6/7 at roughly 0.9 m down-
stream of the target, compare fig. 3.10. In front of and behind Sol6/7 also two
quadrupoles, Qa and Qb, are positioned, which are intended to be used with electron
beams accelerated to higher energies by the plasma wakefield in the external injection
experiment. The electron spectrometer (eSpec) follows at around 2.6 m behind the
target.

The mean kinetic energy of the bunch positioned at one plasma wavelength behind the
driver is reduced to 4.6 MeV. This number is taken from the PIC simulations shown
later, and it agrees with the expected 4.3 MeV from equation (3.10). The low energy
allows for the efficient use of the solenoids PMS and Sol6/7, providing a symmetric
focusing in both transverse planes. However, Sol6/7 is not used here. Instead, the
quadrupole doublet is employed. This provides the freedom to independently tune both
the x and y plane, and furthermore the quadrupoles are well suited for transversely
large beams. In contrast, the solenoid would introduce abberations due to its field
nonlinearities.

The large divergence after the target makes the use of the PMS inevitable. It provides
initial focusing to prevent clipping till the first quadrupole, Qa. To avoid field nonlin-
earities inside the PMS, the distance between target center and PMS center is chosen
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Figure 3.14 – Beta function and phase advance of the unstreaked beam behind the target.
With an intermediate focus between the quadrupole doublet and the spectrom-
eter, a phase advance of 270◦ is achieved for the y plane (solid lines). The
focusing properties of the dipole leads to a focus in x (dashed) on the spec-
trometer screen at around s = 3 m.

small with 10 cm, which is still below the expected PMS focal length for 4.6 MeV of
13 cm.

Due to the small electron beam size and corresponding beta function at the target
position the phase advance through the PMS and drift to Qa already amounts to 90◦.
Yet, it is necessary to focus the beam again with the doublet as otherwise it would
clip in the spectrometer. Tuning Qa and Qb to achieve an intermediate focus in the
y plane roughly halfway between the doublet and the eSpec ensures passage through
the eSpec while providing a phase advance of around 270◦ in total between target and
detector. Here, Qa focuses the y plane, in order to quickly reduce the beam size in
the streaking direction. The electron spectrometer strongly focuses the beam in the x
plane. In order to achieve a focus in x on the screen, the quadrupoles focus the beam
also in the x plane to an intermediate focus in front of the spectrometer. The beam
optics design is found following the procedure shown in [24], which employs the matrix
formalism for the beam optical elements. For the sake of brevity, the treatment given
in [24] is not repeated here.
The beta function and phase advance for an unstreaked 4.6 MeV beam can be seen in
fig. 3.14. The gradients of Qa and Qa are −1.2 T/m and 1.1 T/m, respectively, which
are realistic values.
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Figure 3.15 – Accelerating and streaking fields at z = 0.25 mm in the plasma from a Warp
3D simulation. The onset of nonlinearities leads to a curved wave front around
ζ = −λp/2, which leaves the zero-crossing of Ey + cBx at ζ = −λp as the
optimum driver to witness distance for streaking. A 2 fs long bunch is shown
for illustration.

PIC Simulations

The plasma interaction is simulated with Warp 3D in the laboratory frame. The
simulation box has a size of 305µm × 168µm × 168µm with 12201 × 86 × 86 cells.
The laser and electron bunch parameters are motivated above and are shown in table
3.3.

A curved wave front due to wakefield nonlinearities can severely hamper the temporal
resolution, as it causes a correlation of the streaking signal with the transverse coordi-
nate of the bunch. For the parameters discussed here, the wave front at half a plasma
period behind the driver is strongly curved, while the wave front at one plasma period
behind the driver it is almost flat, see figure 3.15. The delay between driver and bunch
consequently needs to be chosen as ζbunch = −λp.

Two parameter scans are performed in Warp. First, for a constant bunch length
of σz/c = 2.0 fs, the delay between driver laser and witness bunch is scanned by
±10 fs in 1 fs steps around the ideal ζbunch/c. Second, the bunch length is varied from
σz/c = 0.1 fs to σz/c = 4.0 fs to determine the maximum resolution of the TDP at
REGAE.

After the plasma interaction, the 6D phase space from the PIC code is tracked with
Astra through the beam optics and the spectrometer. The simulated spectrometer
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Figure 3.16 – Simulated screen image of the spectrometer for a 2 fs bunch streaked at the
optimum delay in the wake (a) and with a 10 fs larger delay (b) between driver
and witness. The axis limits correspond to the screen size (x) or beam pipe
width (y). The large energy spread imprinted by the wakefield causes a smearing
of the bunch over the complete energy acceptance of the spectrometer in x.
Higher energies are focused directly on or near to the screen, their phase advance
consequently is smaller than 270◦.

screen image for a 2 fs long bunch can be seen in figure 3.16. The x axis limits
correspond to the total screen width of 47 mm, while the y axis is limited by the
beam pipe of 38 mm total width. Due to the large energy spread imprinted by the
TDP the phase space is distributed in the dispersion plane x over the complete screen.
It can also be seen that the focus of the high energy tail of the bunch is at or near
the spectrometer screen. The phase advance of this energy range is smaller than the
required 270◦. This, as well as the chromatic bunch lengthening, implies that only the
central (design) energy can be used for the measurement.
Figure 3.16(b) shows the simulated screen image for a bunch that is injected into the
TDP with a delay between driver and witness that is 10 fs larger than the optimum one.
As the bunch here already clips in y at the spectrometer chamber, the ten femtoseconds
represent a limit for the calibration delay scan as well as for the maximum resolvable
bunch length. Experimentally, a steering magnet could be used for the calibration, so
that the bunch is centered on the screen for each delay. The magnet current could then
be translated into a deflection. In that sense, the aperture of the spectrometer chamber
only limits the bunch length but not necessarily the delays used for the calibration.
In fig. 3.16(b) one can also see that the intermediate focus changes the sign of the
deflection: After the plasma target a bunch of this delay steers towards the negative
y direction, and this is flipped in the focus between the quadrupole doublet and the
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Figure 3.17 – Calibration of the TDP at REGAE with a scan of the witness delay ζbeam/c
around the optimum delay ζopt/c. Black curves are the bunch histogram in y
on the spectrometer screen, the dots indicate the centroid. A linear fit (dashed
blue) to those centroids where a minimum of 95 % of the bunch charge hit the
screen (yellow dots) allows to correlate the y coordinate to the time information.

eSpec.

For the calibration, the central 10 mm in x of the screen are used. In order to reduce
the influence of field nonlinearities or outliers on the result, the bunch centroid is
calculated with the median. The y-offset of the bunch centroid on the screen is then
correlated with the delay between driver and witness, a calibration that includes also
the effect of the beam optics, see figure 3.17. There, the black lines show the bunch
histogram to the y axis of the spectrometer detector, obtained for different delays. The
dots show the bunch centroid, while yellow indicates that at least 95 % of the initial
bunch charge hit the screen. Only those shots are used for the linear fit (dashed blue)
that gives the time calibration with ∆y/∆t = −0.98 mm/fs.

Knowing the calibration, it is possible to infer the initial bunch length from the mea-
sured beam size in y at the detector position. This is shown in figure 3.18 for four
different bunch lengths, σz/c = 0.1 fs, 0.75 fs, 2.0 fs and 4.0 fs. Not surprisingly, the
short bunch is not resolved perfectly by the TDP as it is shorter than the expected
temporal resolution of 0.39 fs. For the intermediate lengths the reconstruction is very
accurate, while the measured bunch length of the 4 fs case is actually too small. This
error and also the deviation of the beam from its original Gaussian shape is caused by
the large beam size of σy = 1.2 mm in the PMS making the beam prone to focusing
errors from field nonlinearities of the solenoid. With a divergence of σy′ = 11.4 mrad

after the target, this bunch length is already very near to the estimated maximum
transportable divergence after the target of 13 mrad. It consequently presents the
limit to the dynamic range of the TDP at REGAE.
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(d) σz/c = 4 fs.

Figure 3.18 – Initial (dashed yellow) and reconstructed (blue) current profile at REGAE for
different initial bunch lengths. y refers to the vertical coordinate of the spec-
trometer screen and its limits agree with the screen size in figs. (b)-(d). Note
the different scale for the short bunch in (a).
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The temporal resolution is retrieved from the 0.1 fs case as

∆ξ =
√
σ2
t,reconst − σ2

t,ini = 0.43 fs, (3.45)

which agrees well with the 0.39 fs expected theoretically.

3.3.4 Calibration with Arrival Time Jitters

The tolerance of the calibration to arrival time jitters between laser and bunch is
estimated in this paragraph. Due to their run time, the many simulations necessary
for this cannot be done in the Particle-In-Cell framework. They are therefore done
purely with Astra that uses the linear wakefield model for the plasma interaction.
Furthermore, in contrast to the tolerance simulations for the SINBAD example case
in section 3.2.3, it is not possible to map the complete plasma wavelength to the
spectrometer screen, as the deflection is too large to capture beams positioned far
away from the optimum streaking delay in the wake. The calibration therefore needs
to be extracted from a linear fit like in figure 3.17, however, to the jitter-afflicted
data.

Figure 3.19 shows Astra simulations of the calibration for different magnitudes of the
rms arrival time jitter. 50 individual shots are tracked through the plasma and the
beam optics to the screen for 21 different average beam positions in the wake ζbeam.
As before, all parameters are like in table 3.3, and especially the rms bunch length
is σz/c = 2 fs. The calibration is obtained from a linear fit (dashed yellow) to the
median of the centroid of all 50 shots (solid blue) at each delay. For comparison, the
ideal calibration without jitters is repeated with Astra (dashed green line) and with
∆y/∆t = −1.1 mm/fs shows a slightly larger deflection than the Warp calibration of
−0.98 mm/fs.
This can be directly traced back to the slope of the phase space ∂py/∂ξ after the TDP,
which is larger by 7 % in Astra compared to Warp. The origin of this effect can
only be the linear wakefield model employed in Astra. This can be expected as the
normalized vector potential of the laser used in the REGAE parameter set, a0 = 0.9,
does not fulfill the requirement of a20 � 1 for the linear regime. However, since the
differences to the full PIC code are small here, the model is used for the jitter studies
nonetheless. In fact, such a study is only possible with an analytical model as employed
in Astra, where one run from target to spectrometer finishes within a few seconds,
but not with the full PIC code, where one tracking through the plasma costs about
2000 CPU-hours on a supercomputer.
The calibration obtained from the jittering simulated data ranges from ∆y/∆t =

−1.0 mm/fs for 2 fs rms to ∆y/∆t = −0.57 mm/fs for 14 fs rms arrival time jitter. All
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(b) 6 fs jitter, 9.3% error.
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(d) 14 fs jitter, 47% error.

Figure 3.19 – Jitter-afflicted TDP calibration at REGAE. 50 shots are taken at each delay
(gray dots). A linear fit (dashed yellow) to the median of their centroids (solid
blue) gives the calibration. For comparison, an ideal, non-jittering calibration
is shown (black dots and dashed green line). The error between the two linear
slopes due to the arrival time jitter increases strongly for larger jitter. Also, a
systematic error is visible, as charge is clipped in many shots and the bunch
centroids erroneously tend towards the screen center.
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relative errors compared to the non-jittering calibration are given in the figure cap-
tions.
Obviously, the jitter-afflicted calibration is lower than the ideal one for all jitter mag-
nitudes. The reason for this is a systematic error, as beams clip at the beam pipe due
to the large divergence and steering after the TDP. For example, even for the small
jitter of 2 fs, only in those simulations with average delay (ζbeam − ζopt)/c between
−1 fs and 2 fs at least 90 % of the bunch charge reached the screen for all 50 shots.
However, only the charge hitting the screen can contribute to the centroid calculation,
which will therefore be systematically smaller than the true value.

The question as to what is a tolerable error in the calibration is somewhat arbitrary
if no direct application or design goal is fixed. For the demonstration of phase space
linearization [65], for example, an accuracy of 50 % might be sufficient if the bunch is
indeed very short and it can be excluded that such a bunch length can be achieved with
the standard operation mode. For the treatment here, the limit for the arrival time
jitter for the TDP design with the best resolution shall be fixed to 6 fs, as here a clear
correlation of the shots is still visible in figure 3.19(b). However, this is indeed not
a very physical criterion, and also one could expect that other calibration measures
could improve this tolerance, such as a cross-calibration with another bunch length
measurement, e.g. the conventional TDS cavity or a CTR measurement. Also it might
be possible to calibrate the TDP at a lower laser energy where the setup is more
forgiving to timing errors and scale the obtained calibration to the highest energy.
Furthermore, the calibration with the help of a steerer magnet so that the average
deflection is zero for each delay might improve the tolerance to jitters, as clipping
would occur only for larger timing jitters. Please note that this is a requirement on
the short-term jitter and not necessarily on the long-term drift.

3.3.5 Scaling the Design

To summarize, the best temporal resolution achievable with the TDP at REGAE is
around ∆ξ/c ≥ 0.4 fs. With this resolution, bunch lengths up to σz/c = 4 fs can be
measured. Initially longer bunches accumulate a very large divergence and the beam
optics is not able to capture them anymore. For this parameter set, the arrival time
jitter should not be significantly larger than 6 fs rms.
So far lacking sophisticated diagnostic devices at REGAE such as the proposed TDS
cavity [50] the electron bunch length is currently not known. Also, the arrival time
jitter including all error sources such as the complete laser chain is yet unknown. It is
therefore highly desirable to be able to scale the mentioned TDP parameters towards
longer bunches and larger jitters.

64



3.4 Summary

According to eqs. (3.5) and (3.6) the resolution scales as ∆ξ ∝ V −1 ∝ a−20 . The
divergence, on the other hand, scales as σy′,TDP ∝ V ∝ a20, see eq. (3.37). As the
tolerance to timing jitters is dominated by the dynamic range of the detection, i.e., by
clipping at the beamline, it can be expected to scale directly with 1/σy′,TDP ∝ a−20 .
Due to the low bunch charge of 100 fC beam loading can be neglected, which would
otherwise contribute stronger for lower laser-driven wakefield amplitude. The param-
eters of the TDP at REGAE design, i.e., the resolution, the acceptable bunch length
and the timing jitter, consequently increase linearly with decreasing laser intensity, or
experimentally with the laser pulse energy. It is therefore straightforward to relax the
requirements, like those on the arrival time jitter, by reducing the laser pulse energy.

3.4 Summary

In the previous paragraphs a novel longitudinal phase space diagnostics has been pre-
sented. The method harnesses the strong transverse fields of plasma wakefields to
streak ultrashort electron bunches, thereby providing a temporal resolution well below
one femtosecond.

An electron bunch from an external source – be it a conventional accelerator or a
previous plasma stage – is injected into a laser-driven linear wakefield. It is displaced
transversely with respect to the driver to the maximum of the transverse fields, and it
is injected longitudinally at the zero-crossing of these fields by choosing the driver to
bunch delay. During the transition through the plasma stage the bunch accumulates
a transverse momentum change that correlates with its longitudinal coordinate. In a
drift or beam optics the transverse momentum and consequently the time information
can directly be mapped to the experimentally easily accessible transverse coordinate.
Apart from bunch properties such as normalized emittance and beam size, the tem-
poral resolution is determined by the length of the plasma stage, the transverse field
amplitude, and the plasma wavelength. Since plasma wakefields feature both large
field amplitudes and short wavelengths the TDP can achieve very high temporal res-
olution even with plasma targets of only a few millimeters length. For the exemplary
numerical simulations shown here with parameters of the proposed SINBAD linac, the
theoretical resolution is as low as 96 attoseconds.

The diagnostics is especially well suited for transversely focused ultrashort electron
bunches as the limits on the longitudinal and transverse size of the diagnosed bunch
are given by the plasma wavelength and the laser spot size. However, this also implies
that the small transverse beam size leads to a loss in resolution compared to conven-
tional TDS cavities where the bunch can be large. Furthermore, since beam loading
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can influence the wakefield shape, the best temporal resolutions can be achieved for low
bunch charge. Experimentally, a high-power laser system that is synchronized to the
probed electron bunch is required. All of these boundary conditions are naturally ful-
filled by conventional accelerators designed for external injection into a plasma booster
stage, i.e., hybrid accelerators, or by laser-plasma accelerated beams. LPA beams are
intrinsically synchronized to the laser and arrival time jitters therefore may play only
a minor role. On the other hand their charge can be much higher than in conventional
injectors, which are limited by space charge effects at the photocathode, and due to
beam loading the high charge can lead to resolution degradation. In the case of hybrid
accelerators, where a sophisticated synchronization system needs to be installed in
any case, the TDP does not require any additional equipment. In contrast, it provides
the possibility to measure the initial, injected longitudinal bunch profile directly at
the injection position – a task that would not be feasible even with a dedicated TDS
cavity.

A design for the experimental demonstration of the proposed concept is presented
for the external injection experiment at REGAE. Here, the main challenge is posed
by the low kinetic energy leading to a large divergence and quick deformation of the
bunch still within the plasma target. This eventually limits the theoretical resolution
to 0.4 fs, under the assumption of an ultrashort, 2 fs electron bunch with a normalized
transverse emittance of 0.1 mmmrad. Owing to the imprinted divergence and result-
ing limited dynamic range, the temporal resolution scales with the electron bunch
length. Experimentally straightforward this can be achieved by adjusting the laser
pulse energy, and provides the benefit to also scale the tolerance to arrival time jitters
accordingly.
Compared to conventional TDS cavities the TDP provides an additional advantage
that is especially important for low energy beams like those at REGAE, which is to
drastically reduce errors from bunch deformation within the structure. The TDP at
REGAE is therefore a promising option to push the temporal resolution down below
one femtosecond, and thereby to provide the diagnostics tool to prove the concept of
longitudinal phase space linearization proposed recently [65, 24].
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4 Emittance Conservation and
Divergence Reduction

Plasma wakefields can sustain high accelerating field gradients, making them very
attractive as compact particle accelerators. However, these high longitudinal fields
are also accompanied by strong focusing fields. In order to avoid emittance growth,
the beta function of a bunch accelerated in a wakefield needs to be matched to these
focusing fields [69]. This requires extremely small beta functions around or below
1 mm, which is very challenging for the beam optics that capture the beam after the
plasma, and – in the case of external injection – also for the injection beam optics.
Furthermore, the large divergence of the beam leads to chromatic emittance growth
in the drift after the plasma-vacuum boundary [29], that can quickly spoil the initially
good emittance of laser-plasma accelerated beams [70, 71].

To capture the highly divergent beam after the plasma target, different strong focusing
lenses have been proposed and demonstrated. Permanent magnet quadrupoles [72]
achieve a gradient of up to 500 T/m, which comes at the cost of limited tunability.
Furthermore, like all quadrupoles, they focus one plane and defocus the other plane,
leading to even stronger emittance growth in this plane until it is focused by the next
element.
Another approach is the recently re-discovered discharge capillary lens [73], of which
the working principle was already proposed and demonstrated in 1950 in the context
of ion beams [74]. A high current is pulsed through a discharge and the resulting
azimuthal magnetic field symmetrically focuses charged particle beams with a gradient
up to 3500 T/m. However, these devices feature a small aperture of only a few hundred
microns up to a millimeter. As a large part of the driver laser also exits the plasma
target and has to fit through the following apertures, the discharge capillary lens needs
to be placed close to the target, which limits its effectiveness.
Making use of the laser to reduce the beam divergence has been proposed [75] and
demonstrated [76] recently. In this scheme, a second, lower density jet or plateau is
placed behind the target. The electron bunch diverges in the short drift between the
two plasmas and is focused by the wakefield driven by the remainder of the laser pulse
in the second jet.
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Also the electron bunch drives a wakefield in a plasma and can be used to focus the
bunch itself [77–79].

This chapter is concerned with a method to reduce the beam divergence with the help
of adiabatic matching sections before the beam exits the target. This also relaxes the
requirements on the beta function needed for external injection. Experimentally, the
solution to catch the beam will surely be a combination of several concepts.
First, the origin of the emittance growth in the plasma and of the large divergence
is discussed. The approach to circumvent this is then illustrated with examples of
externally and internally injected beams.

The part of this chapter dealing with externally injected beams has been published in
[80].

4.1 Causes for Transverse Beam Quality Degradation

This section gives an overview of the possible causes for emittance growth. The liter-
ature used is mainly [29, 81, 69], unless cited otherwise.

Note on Terminology: Divergence

Please note that throughout this work, the term "divergence" is used for the quantity
σx′ = 〈x′2〉1/2, which is the standard deviation of the trajectory angles x′ = px/pz of
all particles in the bunch. It should not be confused with the quantity (σx)′, which is
also called divergence, but refers to the change of beam size σx over z, (σx)′ = dσx/dz.
For example, in a free drift σx′ will be the same at all z positions, even if the bunch
undergoes a focus. In contrast, (σx)′ will change. It is zero in the focus, negative
in front of the focus, where the beam size decreases, and positive after the focus.
Likewise, in a constant focusing channel where σx does not change, (σx)′ is zero, while
σx′ is finite and will also change its value depending on the beam size and emittance.

Beam Emittance Definition

The transverse emittance is a measure for the beam quality. It is related to the area
in phase space covered by the beam. The emittance connects the beam divergence to
the beam size. In focus, the relation σxσx′ = εn,x/γ holds, where γ is the relativistic
Lorentz factor.
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4.1 Causes for Transverse Beam Quality Degradation

The normalized transverse phase space emittance is defined as [29]

εn,x =
1

mec

√
〈x2〉〈p2x〉 − 〈xpx〉2 , (4.1)

where the angle brackets denote the second central moment as

〈x2〉 =

∑
x2

N
−
(∑

x

N

)2

, 〈xpx〉 =

∑
xpx
N

−
∑
x
∑
px

N2
, (4.2)

and 〈p2x〉 analogously to 〈x2〉. The sum is performed over allN particles in the bunch.

Emittance can also be defined in the trace space, x-x′, where x′ = px/pz. The nor-
malized trace space emittance is defined as [29]

εtr,n,x =
pz
mec

√
〈x2〉〈x′2〉 − 〈xx′〉2 . (4.3)

For a mono-energetic beam, the normalized trace space emittance εtr,n,x is identical
to the normalized phase space emittance εn,x, as pz = pz is valid for all particles. For
beams of finite energy spread, the behaviour of the phase space emittance can differ
significantly from the one of the trace space emittance.

Phase Space Emittance Growth in a Drift

The phase space emittance of a beam of both large energy spread and large divergence
grows in a drift, while the trace space emittance is conserved [29].

An illustration of this effect can be found in figure 4.1. A beam of emittance εn,x,ini =

εtr,n,x,ini = 1 mm mrad is initialized in focus (black dots) with a beam size of σx = 3µm,
a divergence of σx′ = 1.7 mrad, a mean energy of Ēkin = 100 MeV and a relative rms
energy spread of σE/Ēkin = 10 %. After the drift of 0.1 m (blue shades) the trace
space area is conserved as x′ actually defines how far the particles are sheared in
x during the drift. The phase space area, however, increases, as particles of same
transverse momentum px but different kinetic energy have a different x′. The particles
then separate in the phase space according to their energy. In this example, the phase
space emittance εn,x after the drift is 5.7 mm mrad.

Following [29] the emittance in the drift can be calculated by accounting for the chang-
ing transverse position

x = x0 + zx′ (4.4)
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Figure 4.1 – Emittance evolution of a beam with large energy spread and high divergence in
a drift. Initial particle positions are shown in black, particle positions after a
drift are marked in shades of blue, where Ekin,1 < Ēkin−σE , Ekin,3 > Ēkin +σE ,
and Ekin,2 in between them. (b) The trace space area and consequently the trace
space emittance εtr,n,x is conserved. (a) The phase space fans out depending on
the kinetic energy, hence εn,x is not conserved in the drift. For beam parameters
see text.

in eq. (4.1) as

εn,x(z) =
1

mec

√
〈(x0 + zx′)2〉〈p2x〉 − 〈(x0 + zx′) px〉2 . (4.5)

Sorting the terms gives

εn,x(z) =
1

mec

[
〈x20〉〈p2x〉 − 〈x0px〉2 + 2z

(
〈x0x′〉〈p2x〉 − 〈x0px〉〈x′px〉

)
+ z2

(
〈x′2〉〈p2x〉 − 〈x′px〉2

)]1/2
.

(4.6)

In the next step, px = pzx
′ = γβzmecx

′ is used and βz = 1 is assumed for simplicity.
The relativistic Lorentz factor γ can then be separated from the averages of x0 and
x′ assuming they are statistically independent (as in [81]), i.e., that there are only
negligible correlations between the energy and the transverse position:

εn,x(z) =
1

mec

[
〈x20〉〈p2x〉 − 〈x0px〉2 + 2z

(
m2
ec

2〈γ2〉〈x0x′〉〈x′2〉 −m2
ec

2〈γ〉2〈x0x′〉〈x′2〉
)

+ z2
(
m2
ec

2〈γ2〉〈x′2〉2 −m2
ec

2〈γ〉2〈x′2〉2
)]1/2

.

With the definition of the rms energy spread σ2
γ = 〈γ2〉−〈γ〉2 and σ2

x′ = 〈x′2〉 (assuming

70



4.1 Causes for Transverse Beam Quality Degradation

×106

x [mm]

p
x

[e
V

/c
]

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

(a) Phase space.

E
kin,1

E
kin,2

E
kin,3

x [mm]
x
′
[m

ra
d]

−1 −0.5 0 0.5 1
−10

−5

0

5

10

(b) Trace space.

Figure 4.2 – Emittance evolution of a large energy spread beam in a focusing element. Initial
particle positions are shown in gray shades, particle positions after the focusing
element are marked in shades of blue, where Ekin,1 < Ēkin−σE , Ekin,3 > Ēkin +

σE , and Ekin,2 in between them. (a) The phase space area and consequently the
phase space emittance εn,x is conserved. (b) The trace space fans out depending
on the kinetic energy, so the trace space emittance εtr,n,x is not conserved in the
beam optical element. For beam parameters see text.

〈x′〉 = 0) this rewrites to

εn,x(z) =
1

mec

[
〈x20〉〈p2x〉 − 〈x0px〉2 +m2

ec
2σ2
γ

(
2z〈x0x′〉σ2

x′ + z2σ4
x′
)]1/2

. (4.7)

For sufficiently small energy spread or divergence, the z-dependent terms are negligi-
ble. The phase space emittance εn,x is then identical to the initial emittance, and is
conserved in the drift.

The trace space emittance εtr,n,x is always conserved in a drift. This can be shown
analogously by replacing x with x0+zx′ in eq. (4.3). However, this does not mean that
the trace space emittance would be a better measure for the emittance. When the large
energy spread beam enters a focusing element, the behaviour of the trace and the phase
space emittances is opposite to in the drift: the phase space emittance is conserved
and the trace space emittance grows. A beam optical element directly changes the
transverse momentum px. The phase space emittance therefore is conserved. The
change in transverse momentum however leads to an energy-dependent shearing in
the trace space x-x′. The trace space emittance then grows for beams of large energy
spread.
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4 Emittance Conservation and Divergence Reduction

An example can be found in figure 4.2. After the drift of 0.1 m the bunch shown in
fig. 4.1 is focused by a quadrupole of integrated field gradient ∂By/∂x · l = 3.2 T. The
quadrupole is treated as a thin lens. The phase space emittance is conserved at εn,x =

5.7 mm mrad, while the trace space emittance grows from initially εtr,n,x = 1 mm mrad

also to 5.7 mm mrad. The chosen integrated field gradient collimates the beam in the
sense that it minimizes the beam divergence. The trace space emittance therefore
exactly matches the phase space emittance after the lens.

Emittance Growth in a Focusing Channel

For fig. 4.2 the focusing element was assumed to be short, and the thin lens approx-
imation was used. In long lenses, i.e., focusing channels, this approximation breaks
down and the effects of the focusing elements and the drift are combined.

The particle motion in a focusing channel is given by (see e.g. [82])

x′′ = −Kx, (4.8)

where K is the focusing strength. In the case of a plasma channel, it is given by the
electromagnetic field gradient

K =
e

γmec2
∂(Er − cBθ)

∂r
. (4.9)

For constant focusing strength the solution to eq. (4.8) can be found as

x = x0 cos
√
K z +

x′0√
K

sin
√
K z. (4.10)

Judging from the oscillation frequency in this equation the length of a focusing element
where the thin lens approximation is still valid can be approximated as l � 1/

√
K .

The emittance evolution of a large energy spread beam in a focusing channel is il-
lustrated in figure 4.3. The initial beam parameters are an emittance of εn,x,ini =

εtr,n,x,ini = 1 mm mrad, with a beam size of σx = 10µm, a divergence of σx′ = 0.5 mrad,
a mean energy of Ēkin = 100 MeV and a relative rms energy spread of σE/Ēkin = 10 %.
A focusing channel of ∂(Er−cBθ)/∂r = 1·1014 V/m2 over a length of 5 mm is assumed.
1014 V/m2 is the typical order of magnitude for the on-axis transverse derivative of the
transverse fields in plasma wakefields. Using eq. (4.10) the particles are propagated
through the channel. The initial particle distribution is shown in black, while the
final distribution is color-coded according to the particles’ energy like in figs. 4.1 and
4.2. The phase space and the trace space emittance both grow to 4.9 mm mrad and
4.5 mm mrad, respectively.
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Figure 4.3 – Emittance evolution of a large energy spread beam in a focusing channel. Initial
particle positions are shown in black, particle positions after the focusing channel
are marked in shades of blue, where Ekin,1 < Ēkin− σE , Ekin,3 > Ēkin + σE , and
Ekin,2 in between them. Both the phase space area (a) and the trace space area
(b) fan out depending on the kinetic energy, the trace space and the phase space
emittance are both not conserved. For beam parameters see text.

The reason for the emittance growth lies in the energy-dependence of the focusing
strength, see eq. (4.9). The betatron frequency of the individual relativistic particles
ωβ = c

√
K consequently depends on the energy γ. Slices of different energy rotate

at a different frequency in phase space, leading to a decoherence in phase space. The
same effect can also occur for bunches of finite length in a focusing channel where the
focusing strength depends on the longitudinal coordinate, as it is the case in plasma
wakefields [69].

4.2 Strategies to Mitigate Beam Quality Degradation

Emittance growth in drift spaces and in focusing channels has different origins. In
the drift, the growth is caused by a large energy spread in combination with a large
divergence. In a focusing channel, on the other hand, a large energy spread or a finite
bunch length in combination with a longitudinally varying K can lead to the same
result, namely betatron decoherence.

Typically, laser-plasma accelerated beams exit the plasma at a large divergence caused
by the strong focusing forces in the wakefield. This is problematic not only as it leads
to strong chromatic emittance growth after the target, but also as extremely strong
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4 Emittance Conservation and Divergence Reduction

magnetic lenses are needed to capture the beam [81, 83]. The preferred method to
prevent chromatic emittance growth in a drift would be to reduce the beam energy
spread. This, however, is a non-trivial task in laser-plasma acceleration. The second
option is to reduce the divergence. This suppresses emittance growth significantly, as
the divergence enters eq. (4.7) with the fourth power in the radicand. Furthermore,
this relaxes the requirements on the beam optics after the plasma target.

Emittance growth in a focusing channel can be omitted if the transverse beam size is
matched to the focusing forces [84, 69]. The envelope of a matched beam does not
oscillate in the focusing channel. This is equivalent to the area of the phase and trace
space ellipses being constant – the particles still rotate in phase space, but the area
they occupy is not changed. The matched beta function in a constant focusing channel
is given by

βm =
1√
K
, (4.11)

and αCS = 0 is required. The matched beam size follows as σx =
√
εn,xβm/(βγ) .

An example can be seen in figure 4.4. The same beam and focusing parameters as in
fig. 4.3 are used, however, the beam size is now matched to the focusing forces with
σx = 2.3µm and βm = 1 mm. After a propagation distance of 5 mm the area covered
by the particles is still the same, the emittance is conserved. The trajectory of one
particle (white) lies within the ellipse already covered by the beam. In this example,
the phase advance calculated from ψ(z) =

∫ z
0

1/βm(z′)dz′ amounts to 294◦, which is
also the angle described by the exemplary particle trajectory in Floquet coordinates
(see section 2.5).

The strategy to maintain the beam quality throughout the plasma stage is consequently
to inject the beam at the matched beam size and to reduce the beam divergence at
the plasma exit. The matched beam size, however, is very small owing to the strong
focusing forces in the plasma. For external injection this calls for strong focusing optics
before the plasma, and also causes a large divergence after the plasma. A way to relax
the requirements on the matched beam size for injection and to reduce the divergence
after the target is to introduce dedicated matching sections at the entrance and the
exit of the plasma target.

Adiabatic Tapering Profiles

Several authors have suggested to taper the plasma density at the exit in order to
reduce the divergence [81, 83, 85, 71], and an ideal behaviour of the focusing strengthK
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Figure 4.4 – Emittance evolution of a large energy spread beam with matched beam size in a
focusing channel. Initial particle positions are shown in black, particle positions
after the focusing channel are marked in shades of blue, where Ekin,1 < Ēkin−σE ,
Ekin,3 > Ēkin + σE , and Ekin,2 in between them. Both the phase space area (a)
and the trace space area (b), and consequently also the trace space and the
phase space emittance are conserved. The trajectory of one exemplary particle
is plotted in white. For beam parameters see text.

has been proposed in [86]. Here, this analytical profile is translated into experimentally
accessible parameters, the plasma density and the evolution of the laser envelope.

The aim of these tapering sections is to adiabatically expand (shrink) the beam size
at the exit (entrance) of the plasma [86]. In the following, the case of the plasma
exit is discussed, the concept, however, is general and can also be used for the plasma
entrance. At the start of the tapering section, the beam size is matched to the focusing
strength. In this context, adiabaticity means that the focusing strength changes slow
enough so that the beam size can adapt to it without emittance growth. A measure
for how fast the beam can adapt is the phase advance ψ. A large phase advance
corresponds to the particles rotating quickly in phase space. The change of focusing
strength therefore needs to be slow compared to the phase advance. Since in general
ψ(z) =

∫ z
0

1/βCS(z′)dz′ and considering eq. (4.11), a large focusing strength causes a
large phase advance, which also means that changes of the focusing strength can be
quick.

The proposed shortest still adiabatic profile for K is [86]

K(z) =
K0

(1 + gz)4
, (4.12)
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4 Emittance Conservation and Divergence Reduction

where K0 is the focusing strength at the start of the tapering section, i.e., at the end of
the acceleration section. The taper parameter g determines how quickly the focusing
strength decays, and needs to fulfill gβ0 � 1 to provide an adiabatic tapering. β0 is
the beta function at the start of the tapering section.

The focusing strength provided by a laser-driven linear wakefield depends on several
physical parameters. From eqs. (4.9) and (2.11) it is found as

K =
e

γmec2
∂rEr|r=0

= −2a20kpσz,l
γw2

0

√
π

2
exp

(
−
k2pσ

2
z,l

2

)
sin (kpζ). (4.13)

Apart from the beam energy γ and the distance ζ between driver laser and witness
bunch, the focusing strength also depends on the laser in terms of normalized laser
vector potential a0, the laser pulse length σz,l and the laser spot size w0. Furthermore,
the plasma density plays a role, expressed by the plasma wave number kp.

In the following, changes both of the kinetic energy and of the distance between driver
and witness in the tapering section are neglected. The major part of the accelera-
tion takes place before the extraction, while within the tapering section the focusing
strength is reduced, which in most cases also implies a decreased accelerating field.
The same is true for the distance to the driver laser. The length of the target is ulti-
mately limited by the dephasing length, however, the tapering section only occupies a
fraction of the total target length. Furthermore, even if some change in beam energy
or slippage occurs, these processes change the focusing strength only very slowly, i.e.,
adiabatically.

There are two main knobs to turn in order to produce a profile similar to eq. (4.12):
the evolution of the laser envelope and the plasma density. Both dependencies are
considered separately here. Yet, in a real experiment it is very likely that the matching
sections consist of a combination of both effects.
First, the plasma density and consequently the plasma wave number kp is assumed
to be constant. For a constant laser pulse length, the remaining dependency of the
focusing strength is

K ∝ a20
w2

0

∝ 1

w4
0

, (4.14)

since a20 is directly proportional to the laser intensity, a20 ∝ I, which scales inversely
proportional to the spot size as I ∝ w−20 . The ideal laser spot size evolution to fulfill
eq. (4.12) is consequently

w(z) = w0(1 + gz). (4.15)
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For an ideal Gaussian laser beam the beam size evolution in a free drift out of the
focus is given by

w(z) = w0

√
1 +

z2

z2R

z�zR≈ w0
z

zR
. (4.16)

Far away from the focus the qualitative behaviour of the beam size evolution resembles
eq. (4.15). However, for the tapering factor g � 1/β0 ≈ 1000 is required, and the
Rayleigh length zR is typically around 1 mm. In most cases, the tapering provided
by the freely diffracting laser will therefore be too fast, and guiding the laser pulse is
necessary also in the matching section.

The other extreme case that one could consider is that the laser is guided at a con-
stant spot size for example by a guiding channel, and, neglecting depletion, has the
same intensity throughout the extraction section. The plasma density then is a free
parameter and

K ∝ kp exp

(
−
k2pσ

2
z,l

2

)
︸ ︷︷ ︸

term 1

· (− sin (kpζ))︸ ︷︷ ︸
term 2

. (4.17)

In order to obtain an ideal density profile this equation in combination with eq. (4.12)
needs to be solved for the plasma wave number. Whether a continuous solution exists
depends on the laser pulse length σz,l (term 1) and on the distance between laser
and bunch ζ (term 2). A decrease in density should always lead to a decrease of the
focusing strength, as otherwise no continuous density profile can be found that mimics
the ideal profile of K.
Term 1 is maximal for σz,l = 1/kp, which is also known as the resonant pulse length
[32]. A decrease of density and consequently of the plasma wave number will therefore
only lead to a decrease of term 1 if σz,l ≤ 1/kp0. kp0 is the plasma wave number
corresponding to the density at the start of the down ramp n0.
The bunch phase is encoded in term 2. In a linear wakefield the maximum focusing
strength in the first bucket is at ζ = −λp/4, compare fig. 2.1 on page 15. This is called
the dephasing point, as the longitudinal field exhibits a longitudinal zero-crossing there.
If the bunch is at this position a decrease in density leads to a decrease of term 2. This
would also be the case for −λp/4 < ζ < 0, yet, such a constellation is unlikely as the
longitudinal field is decelerating in this phase interval.
If both conditions are fulfilled, σz,l ≤ 1/kp0 and the bunch initially positioned at the
dephasing point, the focusing strength decreases monotonically for decreasing plasma
density and an ideal density profile can be found numerically. For resonant laser pulse
length, σz,l = 1/kp0, it is approximately given by

n(z) = n0
[
1 + c1gz + c2g

2z2
]−2

, (4.18)
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with the fit parameters c1 = 3.45 and c2 = 1.59.

4.3 Matching Sections for External Injection

Apart from the divergence reduction at the plasma exit, in external injection exper-
iments a matching section can help to relax the requirements on the matched beta
function needed to inject the beam. Furthermore, tolerances to positioning jitters can
be increased. This is illustrated with Astra[55] and FBPIC[87] simulations in the
following.

An electron beam of kinetic energy Ēkin = 100 MeV, relative rms energy spread
σE/Ēkin = 0.1 %, normalized transverse emittance εn,x = εn,y = 1 mm mrad and
rms bunch length σz = 1µm is focused into a plasma target and accelerated in a
laser-driven wakefield. The bunch charge is chosen very low with Q = 0.1 pC, so that
beam loading effects are negligible. The laser parameters are similar to state-of-the-art
high-power laser systems with 1.5 J pulse energy, a pulse length of σz,l = 13µm (i.e.,
τfwhm = 100 fs) and w0 = 26µm spot size. For an ideal Gaussian beam the Rayleigh
length follows as zR = 2.7 mm.

The plasma target consists of three sections. In the injection section the beam is slowly
focused down into the acceleration section where most of the energy gain takes place.
An extraction section at the end forms the transition into vacuum and adiabatically
reduces the beam divergence and increases the beam size. Throughout the injection
section, the laser beam size follows the ideal evolution of a Gaussian beam, see eq.
(4.16), where the focus is at the start of the acceleration section. In the acceleration
section it is guided by a plasma density channel. In the extraction section the plasma
density channel for laser guiding is tailored to achieve a slow laser expansion according
to eq. (4.15).

As this is the most simple assumption, the plasma density rises linearly from n = 0

at z = 0 to n = 1 · 1017 cm−3 at z = 2.7 cm, the start of the acceleration section. The
length of the injection section is chosen as 10 zR to make use of the slow increase of
laser intensity. The acceleration section and the extraction section are 13 cm and 5 cm

long, respectively, and the plasma density is constant there. This case is compared to
the worst case of a flat top target of 13 cm length without any matching sections.

The x and y plane are identical in all simulations shown in the external injection case,
therefore only the x plane is discussed.
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Figure 4.5 – Beam size (a) and emittance evolution (b) for externally injected beams simu-
lated with Astra. The plasma profile and the laser envelope are indicated in
faint gray and red. A case using a 10 zR long linear plasma up ramp (blue) is
compared to a case without an up ramp (yellow). Both beams are matched and
the emittance is conserved. The dashed lines in the plot (a) show the beam size
evolution without a plasma target. The requirement on the beam size in the
(virtual) focus is relaxed by the up ramp. For laser and beam parameters see
text. The x and y plane are identical, therefore only x is shown.

4.3.1 Injecting the Beam

Astra simulations comparing the beam evolution in the injection section are shown
in fig. 4.5. In both the case with the long linear up ramp (blue) and the case without
any up ramp (yellow), the beam is matched at the start of the acceleration section
at z = 2.7 cm with σx = 1.9µm or βm = 0.8 mm. For the sharp plasma start the
emittance grows by around 3%, which is likely caused by numerical inaccuracies at
the steep edge. To good approximation the emittance is therefore conserved in both
cases. The beam size in the case with a dedicated matching section, however, decreases
much slower throughout the plasma up ramp. The relaxed requirements on the focal
beam size are also illustrated by the dashed lines in the plot (a). They show the beam
size evolution in vacuum, if no plasma target would be present. Without the matching
section, this "virtual" focus of σx = 1.9µm coincides with the start of the plasma
target and the laser focus. If an up ramp is present, the virtual focus lies within the
up ramp and is much larger with σx = 7.5µm or βCS = 12 mm.

In order to find the beam parameters at the start of the injection section that ensure a
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matched beam after the injection section the differential envelope equation is solved

σ′′x +K(z)σx −
ε2x
σ3
x

= 0, (4.19)

with the geometric emittance εx = εn,x/(βγ). The matched beam size inside the
nearly constant focusing channel present in the acceleration section is known, as is
the behaviour of the focusing strength K(z) in the injection section, assuming a linear
wakefield, and the electron beam size σx can be propagated backwards through the
injection section.

4.3.2 Jitter Tolerances

A dedicated injection section also helps to relax jitter tolerances. A beam entering a
focusing channel at an offset or with an angle is subject to emittance growth just like
a beam of unmatched spot size. The beam envelope of an unmatched beam oscillates
at the betatron frequency, while an initial beam offset leads to the oscillation of the
beam centroid at this frequency. Since the betatron frequency depends on the focusing
strength, and the focusing strength in turn depends on the distance to the driver and
on the bunch energy, both a large energy spread or a long beam lead to emittance
growth from misalignments.

Betatron decoherence happens faster and therefore emittance growth is stronger for
larger values of the focusing strength [69]. The parameter that determines the amount
of beam quality degradation is consequently the misalignment at the laser focus. In
the injection section the electron bunch is slowly focused into the accelerating section.
In the same way, initial offsets are reduced in the injection section. Such a section
makes the target more robust against positioning jitters.

For illustration, Astra simulations of beams injected with a random rms jitter of the
beam offset of 10% of the focal beam size, and an rms laser offset jitter of 5% of w0

(equivalent to 10% of the rms laser spot size in focus) are shown in figure 4.6. The
average beam emittance over 3000 independent runs grows by 20% compared to the
on-axis case for the target without a matching section. The injection section reduces
this growth to about 2%, even though the absolute jitter amplitude is slightly larger
due to the larger focal beam size here. The beam trajectory for an initial offset of
yoff =

[
(σx/10)2 + (w0/20)2

]1/2 can be seen in fig. 4.6(a). As expected, the offset is
reduced during the matching section.

The average emittance growth in 3000 Astra runs caused by a pure angle jitter of
laser and electron beam around their respective (virtual) focus positions can be seen
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Figure 4.6 – Random rms jitter of the laser and beam offset. The beam offset jitters by σx/10

rms using σx in the (virtual) focus, that is σx/10 = 0.8µm or 0.2µm with or
without the injection section. The random rms laser offset jitters by w0/20,
i.e., by 1.3µm. (a) Exemplary beam trajectory for an electron beam entering
at an offset yoff =

[
(σx/10)2 + (w0/20)2

]1/2. The injection section (blue case)
reduces the oscillation amplitude at the laser focal position compared to the case
without injection section (yellow). (b) Average emittance over 3000 Astra runs
simulating the positioning jitter. The matching section increases the tolerance
to positioning errors.
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Figure 4.7 – Random rms jitter of the beam angle in focus by 10% of σx′ , that is σx′/10 =

65µrad or 250µrad with or without the injection section, and random rms point-
ing jitter of the laser of 50µrad. (a) Exemplary beam trajectory for an electron
beam entering at 65 or 250µrad into a plasma wakefield driven by a laser enter-
ing at an angle of −50µrad. (b) The average emittance over 3000 Astra runs
is conserved for this parameter set in both cases.
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Figure 4.8 – Random rms jitter of the beam angle in focus by 20% of σx′ , that is 130µrad

or 500µrad with or without the injection section, respectively, and random rms
pointing jitter of the laser of 250µrad. (a) Exemplary beam trajectory for an
electron beam entering at 130 or 500µrad into a plasma wakefield driven by a
laser entering at an angle of −250µrad. (b) The average emittance over 3000
Astra runs is not conserved for this parameter set.

in fig. 4.7. The rms angle jitter of the electron beam is 10% of the beam divergence,
that is σx′/10 = 65µrad or 250µrad with or without the matching section, and the
pointing jitter of the laser is 50µrad rms. As can be seen in fig. 4.7(b) both setups are
tolerant to angle jitters and the influence is negligible for the chosen parameter set.

The susceptibility of both setups becomes clear only for large angle jitters. In figure 4.8
the average emittance growth in again 3000 Astra runs and exemplary trajectories can
be seen, with an rms angle jitter of the electron beam of 20% of the beam divergence,
that is σx′/5 = 130µrad or 500µrad with or without the matching section. The
pointing jitter of the laser is assumed to be five times larger than previously with
250µrad. The average emittance growth amounts to 12% with the matching section
but only to 2.4% with the sharp plasma edge.

In conclusion, the dedicated injection section increases the tolerances to positioning
jitters at the plasma entrance. Pure angle jitters of electron beam and laser in their
respective focal positions lead only to small beam quality degradation both with or
without the injection section. For very large angle jitters, the dedicated injection
section performs worse than the sharp plasma edge. In an experiment, the length of
the injection section could be used to balance the influence of positioning and angle
jitters, depending on the actual stability of both laser and electron beam.
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Figure 4.9 – (a) Beam divergence and (b) emittance and beam size evolution for externally
injected beams simulated with Astra. The plasma profile and laser envelope are
indicated in faint gray and red. The case with a sharp plasma end (dashed lines)
at z = 15.9 cm is compared to a case with constant density extraction section
(solid lines), where the laser is tapered according to eq. (4.15). The divergence
rises quickly during the 10 zR long linear plasma up ramp and is damped due
to energy gain during the acceleration section. The dedicated extraction section
reduces the divergence by a factor of 4 and causes a slow increase of the beam
size, and thereby significantly suppresses chromatic emittance growth in the drift
after the target. For laser and beam parameters see text.

Accelerating the Beam

After the beam has been injected, it is accelerated in a constant density section where
the laser is guided by a density channel at constant spot size w = w0. This section is
terminated once the beam has reached 1 GeV at z = 15.9 cm.

4.3.3 Extracting the Beam

For the extraction section, the focusing forces are tapered according to the ideal profile,
realized by tailoring the laser beam size evolution like in eq. (4.15). Typically, the taper
factor g calls for a slower increase of the laser spot size than caused by the undisturbed
Gaussian beam evolution. The evolution of the laser spot size w(z) then needs to be
enforced by a plasma density channel. Experimentally, laser guiding can be achieved
in a capillary discharge target. The gas pressure applied before the discharge and the
capillary diameter determine the guided laser spot size and the on-axis plasma density
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after the discharge [31]. A slow taper of the laser spot size can be achieved by properly
designing the target geometry.

Astra does not self-consistently track the laser propagation through the plasma. In-
stead, w(z) is defined analytically beforehand. Therefore, a PIC simulation is shown
for comparison later in section 4.3.4. This includes, in addition to other effects like
wakefield nonlinearities, which are absent in Astra, the self-consistent modeling of
the laser propagation through the guiding channel.
Figure 4.9 shows Astra simulations of the complete 1 GeV plasma stage. The case
including a dedicated extraction section (solid lines) of 5.3 cm, or 20 zR, length and
g = 137 m−1 is compared to a simulation with a sharp plasma end directly after the
acceleration section (dashed lines). The length of the extraction section is chosen much
longer than the Rayleigh length to achieve a slower extraction than possible just by
letting the laser diffract. On the other hand, it should be significantly shorter than
the acceleration section length of 13 cm to keep the setup still compact. The chosen
taper parameter g fulfills the required gβ0 � 1 with gβ0 = 0.2.
The beam divergence rises during the injection section and is damped during the
acceleration section as the beam gains kinetic energy. Compared to the divergence
of σx′ = 0.56 mrad of the beam at the sharp edge, the dedicated extraction section
reduces the divergence by more than a factor of four to σx′ = 0.13 mrad.

During the acceleration section the beam has accumulated a mainly correlated relative
rms energy spread of σE/Ēkin = 2.4 %. In combination with a large divergence, this
leads to chromatic emittance growth in the drift after the target according to eq.
(4.7). Without the extraction section, the transverse emittance grows by 275% from
εn,x = 0.96 mm mrad to εn,x = 3.6 mm mrad during a 25 cm long drift behind the
target end and keeps growing. With the matching section it increases by only 2% to
εn,x = 0.98 mm mrad at 25 cm behind the target end.

4.3.4 Validation of the Linear Model with PIC Simulations

Since Astra makes several assumptions on the plasma interaction, such as not self-
consistently modeling the laser propagation through the target, or using the linear
wakefield approximation (eqs. (2.10)-(2.12)), Particle-In-Cell simulations are needed
to validate the results. The long target assumed here with around 20 cm length makes
PIC simulations computationally very intensive, as millions of time steps are needed
to propagate the simulation volume through the plasma target. The reason for this is
that the maximum time step length is limited by the Courant-Friedrichs-Lewy (CFL)
condition [88] that is given by the spatial resolution of the simulation grid. It is however
possible to perform the simulation not in the laboratory frame, but to transform the
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physical setup to a Lorentz-boosted frame where the scales are more favorable [56]. In
the boosted frame the plasma is contracted and propagates towards the elongated laser
pulse. As the needed spatial resolution is determined by the laser wavelength, also the
time step length increases. This allows for far fewer time steps to be simulated.

However, simulations in the boosted frame are prone to the Numerical Cherenkov
Instability (NCI) [89–92]. This is a violent instability stemming from the relativistic
movement of the plasma with respect to the simulation grid, as the charged particles
excite an electromagnetic (beam) mode at their speed, which is close to the speed of
light. This mode can couple to an incorrectly modeled dispersion relation, as can be
the case for finite difference time domain solvers, where Maxwell’s equations are solved
using spatial finite differences to approximate the derivatives. In addition, the spatial
aliases of the beam mode can also couple to a correctly modeled dispersion relation,
leading to a fast growing NCI. Many methods have been proposed to suppress NCI,
for example to filter the simulated fields [93–96] or to artificially modify the dispersion
relation [97–99].

The simulations shown in the following are performed with FBPIC [87], a quasi-
cylindrical spectral code that runs on GPUs [100]. The usage of a quasi-cylindrical
geometry [101] where the electromagnetic field components are azimuthally Fourier
expanded to also include 3D effects like laser polarization, drastically reduces the
memory requirements and run time. In addition, the spectral solver is free of spurious
numerical dispersion, in contrast to finite difference time domain solvers. FBPIC
features a novel method that makes it intrinsically free of NCI by solving Maxwell’s
equations in a Galilean transformed coordinate system [102, 103]. In this frame, the
simulation grid moves with the relativistic plasma particles and this assumption is also
included in the solver for Maxwell’s equations. The relativistic plasma can therefore
be modeled in the Lorentz-boosted frame without any additional filtering. The GPU
implementation, the quasi-cylindrical geometry, and the boosted frame enabled by the
NCI-free code cause a drastic speed-up, so that the PIC simulation of this setup with
more than 20 cm plasma interaction is possible on a single Nvidia Tesla K80 type GPU
in less than ten hours.

The simulation volume consists of 4500 × 200 cells covering a longitudinal length of
120µm and a radial width of 300µm. In each cell 2 × 2 × 4 macro particles are
distributed in longitudinal, radial and azimuthal direction. The simulation is boosted
with γboost = 15. The plasma density channel width is tailored in the PIC simulation to
achieve a laser spot size evolution like defined analytically in Astra. In the injection
section, no guiding channel is present, while in the acceleration section a constant
guiding channel matched to a laser spot size of w0 = 26µm is present. 5.6 mm before
the end of the acceleration section, the guided spot size starts to increase slowly to
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Figure 4.10 – Comparison of the PIC simulation (solid lines) to Astra (dashed). The laser
spot size evolution is ensured with a tailored plasma density channel.

allow the laser to follow, and then increases according to eq. (4.15) in the extraction
section. The density channel for a matched spot size w0 is given by (see [32] and
references therein)

n = n0

(
1 +

∆n

n0

r2

w2
0

)
, (4.20)

with ∆n =
1.13 · 1020

(w0[µm])2
cm−3, (4.21)

where n0 is the on-axis density.

For this comparison, the injection section is shortened to 5 zR, opposed to 10 zR in the
previous paragraphs. This reduces the laser spot size at initialization, and allows to
reduce the transverse width of the simulation window and consequently the memory
consumption.

Figure 4.10 shows the comparison of the Particle-In-Cell simulation (solid lines) with
the Astra simulation (dashed). Especially the electron beam size agrees very well,
while only small deviations are visible in the divergence and emittance evolution.
The origin of these deviations might well be from physical differences, as FBPIC
intrinsically includes effects like for example wakefield nonlinearities. The oscillations
visible in the divergence can then stem from a slightly different matched beam size in
the PIC simulation, while the bunch has been optimized for the Astra fields. The
deviation is, however, not large enough to cause significant emittance growth. The
divergence after the extraction section agrees with sub-percent level accuracy between
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the two codes.
The longitudinal beam properties, the mean kinetic energy Ēkin and the relative rms
energy spread σE/Ēkin (not shown), agree within ten percent, with Ēkin = 0.88 GeV

and σE/Ēkin = 2.6 % in FBPIC, and Ēkin = 0.98 GeV and σE/Ēkin = 2.4 % in
Astra.

4.4 Matching Sections for Internal Injection

An adiabatic tapering section can also be employed to extract an electron bunch
generated from internal injection in a plasma acceleration stage. This will be shown
in the following section at the example of a bunch injected via shock-front injection.

All simulations are performed with the same code also used in the previous section,
FBPIC [87], a spectral, quasi-cylindrical PIC code running on GPUs. The general
setup is described first, followed by a comparison of a laser and a density tapered
extraction section.

4.4.1 Setup and injected phase space

For the example shown here, parameters similar to those at the LUX experiment in
Hamburg with the ANGUS laser system are used. A summary of laser, plasma and
bunch parameters can be found in table 4.1. The plasma target is structured into
four sections: an initial high density plateau at density n0 = 1 · 1018 cm−3, a density
down ramp of length lramp = 200µm to trigger injection, a lower density plateau at
density nacc = 7 · 1017 cm−3 to allow for acceleration of the bunch, and the extraction
section. The laser of vacuum focal spot size w0 = 18µm, 25 fs FWHM pulse length
and normalized peak vector potential a0 = 4.0 is focused at the end of a density
down ramp. The plasma profile (blue) as well as the vacuum laser spot size evolution
(dashed yellow) can be seen in figure 4.11(a). In the plasma, especially in the high
density region, the laser undergoes self-focusing [32] (solid yellow line, from an FBPIC
simulation). This can originate from two effects. First, due to its ponderomotive force,
the laser pushes aside plasma electrons and basically creates its own plasma guiding
channel. Second, the relativistic Lorentz factor γ of plasma electrons increases near
the on axis peak intensity of the laser, which also leads to a change of refractive index
that depends on the transverse coordinate and focuses the laser pulse.
To ensure a smooth transition from the high to the low density plateau, the density
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ANGUS driver laser (Gaussian)
spot size w0 18µm

pulse length (fwhm) 25 fs
normalized vector potential a0 4.0
wavelength λl 800 nm
polarization direction x

plasma profile
initial density n0 1 · 1018 cm−3

down ramp length lramp 0.2 mm
plateau density nacc 7 · 1017 cm−3

plateau length 1.2 mm
injected bunch (end of density plateau)

mean kinetic energy Ēkin 145 MeV
rms energy spread σE/Ēkin 7.7 %

bunch charge Q 400 pC
rms bunch length σz 2.6µm

rms beam size σx 1.9µm σy 0.59µm

transverse emittance εn,x 4.4 mmmrad εn,y 0.55 mmmrad
divergence σx′ 8.0 mrad σy′ 3.2 mrad

Table 4.1 – Parameters in the internal injection case triggered by shock-front injection.

88



4.4 Matching Sections for Internal Injection

w
[µ

m
]

z [mm]

n
[1
0
1
8
cm

−
3
]

0 1 2 3
0

20

40

0

0.5

1

(a) Plasma profile and laser spot size evolution.

ξ [µm]

E
k
in

[M
eV

]

−10 −5 0

130

140

150

160

(b) Longitudinal phase space.

0

1

2

>3

n
[1
0
1
8
cm

−
3
]

E
z

[T
V

/m
]

ζ [µm]

x
[µ

m
]

−140 −120 −100 −80 −60 −40 −20 0

−40

−20

0

20

40

−0.2

−0.1

0.0

0.1

0.2

(c) Electron density and accelerating field.

Figure 4.11 – Overview of the internal injection setup. (a) Plasma profile (blue) and laser en-
velope in vacuum (dashed yellow) and in plasma (solid yellow) from an FBPIC
simulation. The steep, shock-front like density down ramp triggers injection.
Here, an extraction section using tapered density is shown as an example. Dif-
ferent extraction sections will be used later. (b) Longitudinal phase space at
the end of the plasma density plateau at z = 1.9 mm. The S-shape is caused
by beam loading. (c) Electron density in the wakefield (colors) including the
injected bunch and longitudinal field line out (gray) directly after injection, at
z = 0.8 mm. Beam loading causes a flattened longitudinal field in the first
bucket.
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down ramp for injection follows a squared sine function like

n = n0 − (n0 − nacc) · sin2

(
π(z − zramp)

2lramp

)
, (4.22)

where zramp = 0.5 mm is the z position at which the density ramp starts.

In figure 4.11(c) the electron density of the plasma wakefield at the end of the density
down ramp at z = 0.7 mm can be seen, as well as an on-axis line out of the longitudinal
electric field. In the first bucket around ζ = −45µm, an electron bunch is injected,
which contains sufficient charge to flatten the longitudinal field. Injection is also
visible in the second and third bucket. However, in the density down ramp, the
change of phase of the injected particles due to the change in density depends on the
position in the wake. Consider a density change that corresponds to a doubling of the
plasma period. An electron bunch initially positioned at ζ = −λp, which is a phase
of Ψ = −2π, will be shifted to Ψ = −π during the density decrease. In contrast,
if it is initially at ζ = −2λp, i.e., at Ψ = −4π, it will be shifted by a larger phase
difference to Ψ = −2π. Therefore, a large part of the charge injected into the second
and third bucket is already at or near the dephasing point, i.e., at the zero-crossing
of the longitudinal field, after the down ramp. The acceleration of electrons injected
into the second and higher buckets is consequently not efficient, and the final energy of
these particles will be very different from the energy of the bunch in the first bucket.

Typically, these short, steep down ramps are produced by inserting a razor blade into a
gas jet [104]. A supersonic shock then causes the steep ramp. This injection mechanism
is therefore often referred to as shock-front injection, opposed to the original concept
of density down ramp injection [12], where longer ramps are used.

In contrast to externally injected bunches, here it is necessary to define criteria on how
to identify the bunch from the phase space of all plasma electrons. The main criterion
can be the kinetic energy, which is also an experimentally accessible parameter. First,
all plasma electrons with a Lorentz factor γ ≤ 100 are removed to include only injected
charge and exclude the plasma wakefield background. From the remaining electrons
both the current profile and the energy spectrum are calculated. The second cut in
the energy includes only those particles within 30 % of the average Lorentz factor γ.
Especially in the case of a laser tapered extraction, which will be shown later, the
bunch is decelerated in the extraction section, while the electrons injected in the later
buckets gain energy. The particles from later buckets are then not filtered by the
energy cut, and impact mainly the numerical emittance calculation. Although this
would be very difficult experimentally, to exclude them for the analysis here another
cut is applied in the longitudinal coordinate. It allows only those particles within
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± 9µm of the peak current position, which is at the head of the bunch in the first
bucket.

The acceleration section ends at z = 1.9 mm. The longitudinal phase space of the
bunch at this position is shown in figure 4.11(b). Apparently, the flattening of the
longitudinal field due to beam loading is not perfect, and the phase space exhibits an
S-shape like structure. During the acceleration section, the tail has gained more energy
than the head. It might be possible to further optimize the shape of the longitudinal
phase space, for example by earlier termination of the acceleration section at the cost
of beam energy, or by choosing a different density nacc. This, however, is not the
purpose of this chapter.
In some parts of the bunch the slice energy spread is significantly lower than the
projected energy spread. For −8µm < ξ < −4µm the relative rms slice energy spread
is around 0.2 %. However, in the bunch head for ξ ≥ −2µm, where also the largest
current is located, the slice energy spread is still large with 6 to 8 %. The charge
contained in the bunch amounts to 400 pC, with a peak current of around 60 kA.
This is an extremely high charge, even for an internally injected bunch. Please note
that in the tail of the bunch with ξ < −4µm the current is still between 5 and 10 kA
at low slice energy spread.
As expected, the beam size is very small, and the divergence is large, see table 4.1.
Also, the normalized emittance in the x direction, which is the laser polarization
direction, is significantly larger than in the y direction.

To exclude possible errors from the quasi-cylindrical geometry assumed in FBPIC the
injection is also simulated with the full 3D PIC code Warp [39]. The simulation volume
of 105µm× 120µm× 120µm is divided into 4200× 251× 251 cells with four particles
per cell. The injected phase space (not shown) is very similar in Warp as in FBPIC,
and has the same peak current and current profile. Also the slice energy spread is
similarly small in the bunch tail and large in the current spike at the bunch head.
The most significant deviation is in the emittance, which is only εn,x = 1.6 mm mrad

in Warp, while it is 4.4 mm mrad in FBPIC. Due to the much shorter run time of
FBPIC of only 6.5 hours on a single Nvidia Tesla K80 GPU per millimeter propagation
length, compared to 30720 CPU-hours per millimeter propagation length in Warp,
the extraction studies are continued with FBPIC.

4.4.2 Design and PIC simulations of the extraction section

Compared to the previously discussed external injection case, mainly two things are
very different in the internal injection case and therefore affect the design of the extrac-
tion section. First, the laser is not guided by a plasma density channel, and second,
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the bunch charge is much higher. The laser will consequently diffract freely, except for
the small amount of self focusing still present in the low density plateau. Due to its
high charge the electron bunch causes significant beam loading, so that it might not
react to the weaker laser-driven wake once the laser diffracts, but remain focused in
its own wakefield. Due to both effects, the option of tapering the evolution of the laser
envelope is not very promising. The most similar case to a laser tapered extraction
section would be to keep the plasma density constant until the laser has diffracted to
a negligible intensity.
The other option is to taper the plasma density. In this case, one can account also for
the strong beam loading by tapering the density for the beam-driven wakefield. With
a peak density of 1 ·1021 cm−3 the bunch is much more dense than the ambient plasma.
Its wakefield is therefore in the blow-out regime, where the simplest approximation is
a spherical cavity devoid of electrons [32]. This causes a focusing strength dependency
on the plasma wave number like

K ∝ k2p. (4.23)

The focusing strength is independent of the longitudinal coordinate inside the bubble.
As n ∝ k2p, a comparison of this expression to the ideal focusing strength profile from
eq. (4.12), K(z) = K0/(1 + gz)4, directly gives the ideal density profile

n(z) =
nacc

(1 + gz)
4 , (4.24)

where in this equation the start of the extraction section would be at z = 0.

Both options, keeping the density constant or tapering it according to eq. (4.24),
are simulated with FBPIC. Figure 4.12 shows the bunch evolution in the extraction
section. The yellow lines correspond to the case of constant plasma density, where
the extraction section relies on the tapering effect from the laser diffraction. The blue
lines show the bunch evolution in the case of a density tapering according to eq. (4.24)
with g = 2 · 103 m−1, starting at z = 1.9 mm. The criterion of gβ0 � 1 is fulfilled with
the beta function at the start of the extraction section being around β0 = 0.2 mm in
both planes.

In the case of a density down ramp the emittance and the bunch charge are conserved.
Furthermore, the kinetic energy is almost unchanged through the extraction section. A
slight deceleration is visible and can be expected, as the decrease in density shifts the
bunch to the decelerating phase region behind the driver. Also, a very small emittance
decrease occurs in the down ramp, which might originate from a reorientation of the
halo visible in fig. 4.12(f) with respect to the main bunch, similar to the effect found
in [105], or from particle loss.
An emittance decrease is possible if correlated phase space ellipse orientations in the
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Figure 4.12 – Bunch evolution in the extraction section for either a constant density (yellow
lines) or a density taper (blue lines). In (a)-(c) the solid lines represent the x
plane of the bunch, while the dashed lines show the y plane. In (d) the solid
lines correspond to Ēkin and the dashed lines show the charge contained in the
bunch. Note that in (c) εn,y is multiplied by a factor of 10. (e) and (f) show
the trace space in y at z = 3.7 mm.
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bunch exist and can be reduced. For example, due to different energies or focusing
strengths the phase space ellipse of the head of the bunch could be in a different phase
of the betatron oscillation than the one at the tail. Decreasing the density changes
the focusing forces differently in the two regions, they can realign and the projected
beam emittance is reduced. In Ref. [105] the adiabatic extraction of an externally
injected beam under the influence of beam loading has been studied, and an emittance
compensation effect at the head of the bunch originating from beam loading has been
found.
A decrease in emittance can also be caused by particle loss, as typically those particles
are lost that travel trajectories far from the bunch center. Since these also contribute
strongly to the emittance, their loss reduces the emittance. The emittance decrease
observed here can be caused by particle loss, as also a small decrease in bunch charge
is visible around z = 2.1 mm. However, it is in any case a very small effect here.
As before, the decreasing focusing strength in the down ramp in combination with the
conserved emittance leads to a decrease in beam divergence to σx′ = 5.1 mrad and
σy′ = 1.6 mrad at z = 3.7 mm.

In the case of a constant density, relying on the laser diffraction leads to strong emit-
tance growth in both planes. The divergence is not reduced or even increases in the
x plane, and a significant charge loss can be observed. The kinetic energy first con-
tinues to rise, but starts to fall again at roughly the same z position where the charge
loss occurs. This can be identified as the transition from the laser-driven wake to the
beam-driven wake. Due to the lower laser intensity the laser-driven bubble contracts
(not shown in the figure) and the tail of the bunch is shifted to the defocusing region,
i.e., into the density peak at the back of the bubble. The formation of the beam-driven
bubble is not quick enough to prevent the tail of the bunch from leaving the wake due
to the strong defocusing forces. Once the beam-driven wake dominates the bunch
decelerates in its own wake.
The strong emittance growth can then be attributed to the quickly changing focusing
strength at the transition from the laser- to the beam-driven wake. A decoherence of
the longitudinal slices in the bunch can also be expected, as typically a beam-driven
wake changes significantly over the driver bunch length. In fig. 4.12(e) the trace space
in y is shown. In contrast to the plasma density tapered case, fig. 4.12(f), the trace
space exhibits a larger divergence. Furthermore, remaining particles from the tail form
a thin line at a different angle than the main bunch.

Conclusion

A large beam current is characteristic for internally injected electron bunches. In this
case, the pure laser tapering is not a good option as the beam will stay focused due to
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its high charge density even once the laser has diffracted. The divergence then cannot
be reduced. In the example shown here, also additional emittance growth occurs once
the laser has diffracted and the beam-driven wakefield dominates.
For the extraction of a high charge beam from the plasma consequently a plasma den-
sity down ramp is the only option. It has been demonstrated with PIC simulations
that the density down ramp conserves the emittance while reducing the divergence by
a factor of 1.6 to 2 for the specific example discussed.
However, with a relative rms energy spread around 8 % even the reduced divergence
will lead to strong chromatic emittance growth in the drift following the plasma. Fur-
thermore, the divergence is still large with 5.1 and 1.6 mrad in x and y, respectively.
The matching section therefore is only part of the solution. In addition, strong fo-
cusing optics shortly behind the plasma are needed to capture the beam. This could
be quadrupole magnets, an additional laser-plasma lens [75], or a discharge-capillary
active plasma lens [73]. Since the laser-plasma lens relies on the remaining laser power,
it might not be suited for the example discussed here, where the laser diffracts quickly
and the bunch charge is very high. The working principle of the discharge-capillary
plasma lens is different. It makes use of the high current density present in a capillary
discharge, and the induced magnetic field provides strong symmetric focusing. The
discharge, however, is also pulsed through a (low density) plasma, and beam loading
might still be an issue for high charge beams. How to best combine the extraction op-
tics – matching sections, current or laser-driven plasma lenses, or even passive plasma
lenses [79] – therefore depends significantly on the specific example considered. Simi-
larly, for very short matching distances like between two LPA stages without any beam
optics [106, 107], a non-adiabatic matching can also conserve the emittance.

4.5 Summary

The previous chapter was concerned with the beam quality conservation throughout
the plasma stage, as well as with the divergence reduction at the plasma vacuum
interface.
In order to avoid emittance growth in the strong focusing fields of the laser-driven
plasma wakefield, the beta function of the injected bunch has to be matched to the
focusing forces. The required very small beta function is extremely challenging for the
capturing beam optics after the plasma, and in the case of external injection also for
the injection beam optics. Furthermore, the large divergence in combination with a
typically large energy spread leads to chromatic emittance growth in a drift.
In order to relax tolerances on the beam optics and to mitigate emittance growth in
the drifts, adiabatic matching sections at the plasma to vacuum transition and, for
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external injection, also at the vacuum to plasma transition have been used. In these
sections the focusing strength of the wakefield changes slowly to allow the bunch to
adapt to it and adiabatically increase or decrease its beta function.

Two different ways to design the matching sections have been investigated: tailoring
the plasma density or shaping the laser spot size evolution.
In the case of an electron bunch with low charge density in a hybrid acceleration
scheme, it has been shown with Astra and with Particle-In-Cell simulations that
the tapering of the laser beam size evolution can reduce the divergence by more than
a factor of four for the example considered. The beta function needed for injection
could be increased from 0.8 mm without a matching section to 12 mm with a non-
optimized matching section, only making use of the Gaussian laser evolution and a
linear plasma density ramp. This also significantly increases the tolerances to laser
and bunch positioning jitters at injection.
Tapering the laser beam size evolution provides the advantage that it is independent
of the phase of the bunch in the linear wakefield. It is well suited for the low-charge
bunches in linear or quasi-linear wakefields typical for hybrid accelerators.
However, the charge density of internally injected bunches can be much higher. In this
case, it has been found at the example of PIC simulations of a shock-front injected
electron bunch that the plasma density tapering is the favorable option. If only laser
tapering is employed, a transition from laser-driven to beam-driven wakefield occurs,
leading to strong emittance growth and preventing a divergence reduction. On the
other hand, tailoring the density according to the derived ideal profile conserves the
beam emittance and reduces the divergence.
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5 Modulated Plasma Density for
Wakefield Shaping

One of the major challenges in plasma acceleration is that the produced electron beams
typically exhibit a large relative rms energy spread of several percent. The energy
spread is a crucial parameter for any light source design. In the case of undulator
radiation it broadens the spectrum and thereby reduces the brilliance. More critically,
for a Free-Electron Laser to show gain, the relative energy spread has to be smaller
than the so-called FEL parameter, which is in the range of 10−4 to 10−2.

From the ratio of the electron bunch length to the plasma wavelength, and from the
overlap of focusing and accelerating region in the wake, it can be expected that a large
part of the measured projected energy spread is actually correlated with the longitudi-
nal bunch coordinate. To circumvent this, already in 1987 it has been proposed [108]
to shape the current profile of the accelerated bunch, the so-called witness bunch, such
that the wakefield driven by the bunch flattens the laser-driven wake. This ideally re-
quires a triangular current profile. An idea from the late 1990s [109] features a hollow
plasma channel, which effectively removes the focusing forces of the wakefield and al-
lows for acceleration at the minimum of the longitudinal fields. Both concepts have not
been demonstrated so far. Another approach is to accept the energy spread delivered
by the source and filter for the design energy in a subsequent dispersive beam optics,
as proposed in [110] for a LPA driven source for ultrafast electron diffraction. This,
however, comes at the cost of significant charge loss, which is a severe disadvantage
for FELs.

This chapter is concerned with a new concept to reduce the energy spread by modu-
lating the plasma density, as this would allow to influence the average wakefield shape.
The original idea by R. Brinkmann (DESY) was investigated within the LAOLA col-
laboration, and published in [111]. For completeness, the concept is reviewed shortly
in section 5.1. In the following, the focus lies on one aspect of the method, which is
the identification of a parameter set for a laser-driven plasma wakefield. A significant
energy spread reduction can be achieved by modulating the plasma density for this
parameter set, which is supported by numerical simulations. The limitations of the
applicability in terms of bunch charge are discussed at the end of the chapter.
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5 Modulated Plasma Density for Wakefield Shaping

5.1 Review of the Theoretical Concept

In most simulations of plasma accelerators a correlated energy spread of the witness
bunch is observed, which originates from the finite bunch length compared to the
plasma period, combined with the overlap of focusing and accelerating phases in the
wakefield. Stable beam transport in plasma wakefields is only possible in the focus-
ing region, which is shifted by a quarter of the plasma period with respect to the
accelerating region, as can be seen in fig. 2.1 on p. 15. As a consequence, the bunch is
accelerated on the slope of the longitudinal field, leading to a correlated energy spread.
The situation is qualitatively the same in the nonlinear regime. It can therefore be
expected that the linearly correlated energy spread, or chirp, forms a large part of the
experimentally easily accessible projected energy spread, even though the complete
longitudinal phase space of LPA beams has not been measured so far.
In contrast, when accelerating electron bunches in conventional RF cavities, it is pos-
sible to position the bunch at the minimum of the longitudinal field, which is referred
to as "on-crest" acceleration. There, only a curvature is imprinted on the longitudinal
phase space.

By periodically modulating the plasma density, on-crest acceleration can also be
achieved in plasma wakefields [111]. Neglecting slippage, which is a slow process,
the phase of a witness bunch in the wake is determined by its distance to the driver
and by the plasma density. Changing the density then leads to a change of phase. A
periodic modulation of the density shifts the bunch between phases where the accel-
erating field exhibits opposite slopes, and prevents the build-up of a chirp, see figure
5.1(a).
This implies that the bunch is also shifted between the focusing and the defocus-

ing region, as shown in fig. 5.1(b). Analogously to a FODO structure stable beam
transport is then possible even if the bunch is temporarily in the defocusing fields.

For a general periodic plasma density profile the effective on-axis longitudinal field is
given by the integral over the modulation period λmod as

Ēz(ζ) =
1

λmod

∫ λmod

0

Ez(r = 0, ζ) dz, (5.1)

where Ez(r = 0, ζ) is given by eq. (2.10) on page 14 for a linear plasma wakefield and
depends, apart from the driver laser parameters, only on the plasma density. On-crest
acceleration would be mimicked by choosing the distance ζ behind the driver laser
such that the bunch is at the minimum of the effective longitudinal field Ēz.
A criterion for stable transport through the alternating focusing channel can be derived
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Figure 5.1 – Illustration of the modulated density concept. A laser (a2(ζ) in arb. u. indicated
by the solid black lines, a0 = 0.8, τFWHM = 76 fs, w0 = 50µm) drives a linear
wake in two different densities, nmin = 1 · 1017 cm−3 (solid) and nmax = 3 ·
1017 cm−3 (dashed). The bunch position is marked by the dashed black line.
Due to the different densities the bunch experiences accelerating fields of opposite
slope (a), and also alternatingly focusing and defocusing fields (b).

with the help of beam transport matrices. The transport matrix for the propagation
through a section with constant focusing strength K of length s is given by

M =

(
cos (

√
K(ζ) s) sin (

√
K(ζ) s)/

√
K(ζ)

−
√
K(ζ) sin (

√
K(ζ) s) cos (

√
K(ζ) s)

)
. (5.2)

The evolution of the focusing strength over one modulation period is approximated by
N sections of individually constant focusing strength. The transport matrix over the
complete period is given by the multiplication of all individual short matrices Mi as
T = MN · ... ·M1. If the trace of T fulfills |Tr(T )| < 2, stable transport is possible [40],
and the matched beta function can be calculated as

βm(ζ) =
2T (1, 2)√

4− (T (1, 1) + T (2, 2))2
. (5.3)

A bunch of this beta function as well as αCS = 0 at the beginning of a modulation
period will exit the modulation period with the same Courant-Snyder parameters,
which is consequently a stable, periodic solution.

Depending on the shape of the density modulation, as well as on the laser parameters,
the minimum of the effective longitudinal field can be at a position ζ where also stable
transport is possible. Modulating the plasma density consequently allows to accelerate
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Figure 5.2 – (a) Evolution of the longitudinal slope of the accelerating field, ∂ζEz(ζ) (blue)
and of the focusing strength K (yellow) along one modulation period (density
profile indicated in arb. u. in dashed gray) at ζ = −37µm. Both the slope of the
longitudinal field and the focusing strength change sign during the modulation
period. (b) Average accelerating field over one modulation period λmod (blue)
and matched beta function (yellow) as a function of the distance behind the driver
laser (a2 in arb. u. in black). For ζ < −41µm no stable transport is possible and
the matched beta function diverges. The minimum of the effective longitudinal
field Ēz is within the region of stable transport at around ζ = −37µm. The fields
are calculated using the linear wakefield theory, with parameters from table 5.1.

a witness bunch on-crest in the plasma wakefield. For the parameter set motivated in
the next section and summarized in table 5.1, the effective longitudinal field and the
matched beta function can be seen in figure 5.2(b). The wakefield is calculated using
the linear wakefield approximation, eqs. (2.10)-(2.12) on p. 14. The shaded yellow
area covers the distance behind the driver laser where both energy gain and stable
transport is possible. In contrast to the linear wakefield in a constant density plasma,
compare fig. 2.1 on p. 15, also the minimum as well as part of the negative slope
of the effective accelerating field are accessible. For the longitudinal position where
the effective accelerating field is minimal, ζ = −37µm, the evolution of the focusing
strength, K, as well as the slope of the longitudinal field, ∂ζEz, over one density
modulation period is shown in fig. 5.2(a). Both change sign in the high density region.
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5.2 Identification of Demonstration Parameters

The modulated plasma density concept relies on the accessibility of a phase region
where the slope of the accelerating field is negative, so that the bunch head is ac-
celerated stronger than the bunch tail. This limits the applicability to the linear or
quasi-linear wakefield regime, since in the bubble regime the region of negative slope
is very short. Yet, internal injection strategies often operate in the bubble regime,
except for some triggered injection schemes like colliding pulse injection [14, 15, 26].
The concept is therefore well suited for the acceleration of externally injected electron
bunches. Another advantage of externally injected bunches is the freely tunable injec-
tion phase. This might also be possible for internally injected bunches by adjusting the
plasma density. However, since this requires precise knowledge of the injection phase
and further complicates the scheme, the simulations to demonstrate chirp prevention
are performed with an externally injected bunch in the following.

Injected electron bunch

Even if on-crest acceleration is possible, the finite bunch length compared to the plasma
period will still cause an increase of the projected energy spread due to the curvature
of the effective longitudinal field. Short electron bunches are therefore favorable for the
injection. The electron bunch parameters assumed here are similar to current proposed
short-bunch machines [112, 113], with a bunch length of σz = 1µm and a low charge
of 1 pC, which is typically limited by space charge effects in the accelerator gun.
The kinetic energy of 100 MeV is chosen large enough to be relativistic with β ≈ 1

so that slippage is not a dominant effect, but low enough to keep the hypothetical
injector comparably short. In conventional machines a low initial relative rms energy
spread of σγ/γ = 0.1 % is achievable, and provides the advantage that the imprinted
energy spread from the LPA stage can be clearly identified. Owing to the low charge
a normalized transverse emittance of, or even below, the assumed value of εn,x/y =

0.5 mm mrad is realistic.

Plasma density profile

The modulated density profile is given by an expression for the plasma wave number
depending on z as

kp(z) = kp,min + (kp,max − kp,min) · sin4

(
πz

λmod

)
. (5.4)
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The density then follows as n(z) = kp(z)
2c2meε0/e

2. Eq. (5.4) is obtained by a fit
to a density profile simulated in the fluid dynamics simulation code OpenFOAM [114]
by N. Delbos (CFEL/UHH). The exact modulation shape, however, is not a crucial
parameter, as long as the minimum of the effective longitudinal field is still within
the stable transport region. Typically, the low density region should be longer than
the high density region, since the slope of the longitudinal field Ez is steeper for the
higher density due to the shorter plasma period and larger wakefield amplitude there.
Only for very long laser pulses the longitudinal field amplitude in the wakefield can
be larger in the lower density compared to the high density region. If this effect is
stronger than the effect of the plasma wavelength on the slope of the accelerating field,
the low density region has to be shorter than the high density region. However, this
is only the case if the pulse length is longer than the resonant pulse length of the low
plasma density, which is not an efficient choice, and therefore will not be pursued here.
The modulation period λmod is determined by the target design and has to be large
enough so that machining of the target is still possible. Furthermore, the modulation
period should be larger than the plasma period. Yet, the modulation period also needs
to be short enough so that the bunch is not completely defocused in the high density
region. The betatron period can be a measure for this limitation. In the plasma it
is typically a few millimeters long for a kinetic energy of 100 MeV. Consequently,
λmod = 1 mm is used here, and the total target length is 10 mm. For a larger kinetic
energy the betatron period increases and the modulation period can also be longer.
The plasma density is chosen in the 1017 cm−3 range, large enough to achieve an
average accelerating gradient on the several GV/m level, while providing a long enough
plasma period to minimize the contribution of the curvature to the energy spread.
The minimum density is nmin = 1 · 1017 cm−3 and the maximum density is nmin =

3 · 1017 cm−3. A large difference between the minimum and maximum density shifts
the minimum of the effective longitudinal field Ēz further into the region of stable
transport. However, it might also make the target susceptible to spurious density
down ramp injection.

Driver Laser

In order to drive a (quasi-)linear wakefield the peak normalized laser vector potential
a0 = eA/mec

2 has to be around or below 1. It is chosen as a0 = 0.8 here. Yet, as long
as the bubble regime is avoided, this is not a sensitive parameter, and could also be
larger to increase the accelerating gradient. The laser pulse length is 76 fs FWHM,
which is the resonant driver length for the maximum density nmax. Like the peak
normalized vector potential a0, the pulse length is not a very sensitive parameter.
Laser guiding beyond the Rayleigh length is typically achieved by creating a preformed
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Driver Laser
spot size w0 50µm

pulse energy 4 J
pulse length (fwhm) 76 fs
normalized vector potential a0 0.8

Witness Bunch
kinetic energy Ekin 100 MeV
rms energy spread σE/Ekin 0.1 %
beam size σx = σy 2 µm

transverse emittance εn,x = εn,y 0.5 mmmrad
bunch charge Q 1 pC
bunch length σz 1 µm

Plasma Parameters
minimum density nmin 1 · 1017 cm−3

maximum density nmax 3 · 1017 cm−3

modulation period λmod 1 mm
target length l 10 mm
modulation shape eq. (5.4)

Table 5.1 – Laser, bunch and plasma parameters for demo simulations of the modulated den-
sity concept.
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plasma density channel with a capillary discharge (see [115, 116, 31], and further
references in [32]). The density in the plasma density channel increases radially, i.e.,
proportionally to r =

√
x2 + y2 . This causes a radial change of refractive index,

which has a focusing effect on the laser pulse. However, including a discharge into
the modulated density target might pose an additional experimental challenge, so that
laser guiding is not assumed here. Instead, the laser spot size is chosen as w0 = 50µm,
so that the Rayleigh length of ideally zR = 9.8 mm is almost as long as the complete
target. This also reduces the influence of laser self-focusing, which happens on the
scale of the Rayleigh length.

The complete parameter set is summarized in table 5.1.

5.3 Particle-In-Cell Simulations

The setup defined above is simulated with the full 3D PIC code Warp [39]. The
vacuum focal position of the laser is in the target center at z = 5 mm. The position
of the witness bunch behind the driver laser at the target entrance, ζ = −40µm, is
determined from the simulations to minimize the final correlated energy spread. This
accounts both for slippage and for the deviations of the wakefield from the linear theory
at a0 = 0.8, and is therefore slightly different than the position of minimum effective
longitudinal field, ζ = −37µm, shown in fig. 5.2(b).
The simulation box volume of 122µm×200µm×200µm is divided into 4892×100×100

cells with one particle per cell. The simulation is performed in the Lorentz-boosted
frame [56] with γboost = 8. For comparison, a case with the same laser and bunch pa-
rameters and a constant, intermediate plasma density of n = 2·1017 cm−3 is simulated,
where the bunch is positioned in the constant focusing region at ζ = −39µm. This
density is not only chosen for being in the middle between the minimum and maximum
density, but also because the plasma wavelength there is λp = 75µm, which provides
a similar longitudinal field period as given by the effective longitudinal field in the
modulated density target. Also here, due to the onset of wakefield nonlinearities, the
bunch position, ζ = −39µm, can be chosen farther away from the laser than indicated
by the plasma wavelength in the linear theory.

Figure 5.3 shows the bunch evolution through the 10 mm long target for the reference
case and for the modulated density case. The beam size (fig. 5.3(b)) decreases and
oscillates slowly and very similarly in both cases. The decrease can be attributed to a
smaller matched beam size as the bunch slips towards the laser in combination with
the energy gain. The oscillation might be caused by the matched beam size being
slightly smaller than the injected beam size of σx = 2µm. However, the emittance
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Figure 5.3 – Bunch evolution in the plasma target either for a constant density (yellow) or a
modulated density (blue). For symmetry reasons only the x plane is shown in
(a) and (b). The modulated plasma profile is sketched in gray. Figs. (e) and (f)
show the final longitudinal phase space at the end of the target at z = 10 mm.
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growth (fig. 5.3(a)) is negligible in both cases, as the deviation from the ideal matched
beam size is very small, and also since only a few betatron periods fit into the target
length.
The linearly correlated energy spread shown in fig. 5.3(c) is calculated like δE,corr =

〈ξEkin〉/(Ēkinσ
2
z). The angle brackets are defined as

〈ξEkin〉 =

∑N
i=1 ξiEkin,i

N
−
∑N
i=1 ξi

∑N
i=1Ekin,i

N2
, (5.5)

with the sums over all N particles of the bunch and ξ the internal longitudinal bunch
coordinate. In the constant density case, the linearly correlated energy spread, or
chirp, falls from initially 0 to −0.8 %/µm at the end of the target. The chirp decreases
faster at the end of the target, when the bunch has left the region near the minimum
of the longitudinal field and has slipped towards the driver laser. In the case of the
modulated density, the chirp decreases in the low density regions and increases in the
high density regions, which leads to a saw-tooth-like behaviour. At the end of the
target, the correlated energy spread amounts to only −0.09 %/µm. Slippage causes a
slow increase of the chirp in the first half and a slow decrease in the second half of the
target, as the bunch is injected with a slightly larger than optimum distance to the
driver laser and slips across the minimum of effective longitudinal field. The correlated
energy spread crosses zero near the end of the target, which means that it can be
completely eliminated by tuning the injection phase more precisely. Experimentally,
the energy spread can be used as a feedback to optimize the injection phase. This
assumes a small enough arrival time jitter, which is a prerequisite for any external
injection experiment.
Note that this 3D simulation using a finite-difference time domain solver is resolved
with 32 cells per laser wavelength, so that a slight overestimation of the slippage due
to spurious numerical dispersion is possible. However, in any case slippage is not a
dominant effect here, and could also be compensated experimentally by introducing
an up ramp density taper [68] or by properly choosing the injection phase, as done
here.

The projected final relative rms energy spread, fig. 5.3(d), is dominated by the chirp
for a constant plasma density and rises to 0.96 %. In the modulated density case, it
is reduced to 0.24 %, while the slice energy spread in the bunch center at ξ = 0 has
increased only from 0.10 % to 0.11 %. The main contribution to the projected energy
spread consequently is from the remaining chirp, as well as from higher order correla-
tions in the energy spread, such as from the curvature. This can also be observed in
the final longitudinal phase space shown in figure 5.3(e).
Compared to the constant density case, the net accelerating gradient is reduced by
the density modulation. The initial mean energy was 100 MeV in both cases, while
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the final mean energy after 10 mm propagation is 181 MeV or 157 MeV in the con-
stant or modulated density case, respectively. Yet, this reduction appears acceptable
considering the achieved beam quality.

5.4 Charge Limitation

In the example discussed above the bunch charge is low with 1 pC, and the peak current
amounts to 120 A. Typically, the achievable charge is limited by space charge effects
at the photocathode of the conventional, short bunch machine. However, especially
for FEL applications, a large bunch charge and consequently high current is desirable.
Therefore, the applicability of the modulated density concept to bunches carrying more
charge is discussed in this section.
Higher charge will lead to more pronounced beam loading, i.e., to the modification
of the wakefield due to the wake driven by the witness bunch itself. Inside the short
bunch, the slope of the beam-driven longitudinal wakefield is always negative. It
therefore counteracts the slope of the laser-driven wakefield in the focusing phase
region. An example is shown in figure 5.4. The on-axis longitudinal field Ez(ζ) from
3D PIC simulations is given for a bunch charge of 1 pC and of 4 pC, and a constant
plasma density of n = 2 · 1017 cm−3. The wakefield behind the bunch is modified
by beam loading. At the head of the bunch around ζ = −35µm the beam-driven
wakefield is not yet built up and no difference depending on the bunch charge is visible
in the longitudinal field, while at the center of the bunch at ζ = −39µm a change of
the slope of the longitudinal field is clearly visible.

In order to compensate for larger beam loading in the case of a modulated density
target, the distance of the bunch behind the laser can be decreased, so that the slope
of the effective longitudinal field increases, compare fig. 5.2(b). An example for the
bunch charge of 4 pC is shown in figure 5.5. In this 3D Warp simulation all parameters
are the same as for the case shown in fig. 5.3, compare table 5.1, except for the bunch
charge and the injection phase. The bunch is injected at ζ = −37µm, in contrast
to the previously used −40µm. The change of injection phase compensates for the
increased beam loading and the linearly correlated energy spread is only 0.004 %/µm

at the end of the target. With σE/Ēkin = 0.31 % the final projected rms energy spread
is slightly larger than in the case with 1 pC bunch charge (σE/Ēkin = 0.24 %). This
is caused by higher order correlations of the energy spread, which are visible in the
longitudinal phase space in fig. 5.5(b).

However, a certain amount of beam loading can prevent the build-up of a chirp also
for a constant density plasma, as has been proposed already in 1987 [108]. Ideally,
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Figure 5.4 – Longitudinal on-axis field Ez(r = 0, ζ) in the center of the 10 mm long target for
laser parameters given in table 5.1 and a constant density of n = 2 · 1017 cm−3.
The laser intensity and the bunch current profile are indicated in arb. u. in
black. The bunch extent in ±3σz is marked in dashed black. The inset shows
the longitudinal field in ±3σz of the bunch. The blue line corresponds to a bunch
charge of 1 pC, and the yellow line corresponds to a bunch charge of 4 pC. From
3D Warp simulations.
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Figure 5.5 – (a) Energy spread evolution and (b) final longitudinal phase space from a PIC
simulation assuming 4 pC bunch charge (other parameters like in table 5.1).
The bunch is injected nearer to the driver laser at ζ = −37µm to compensate
for the increased influence of beam loading. Higher order correlations of the
energy spread are visible in the phase space, which originate from the wakefield
modification due to the beam-driven wake, i.e., from beam loading.

108



5.4 Charge Limitation

σ
E
/
Ē
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Figure 5.6 – (a) Energy spread evolution and (b) final longitudinal phase space from a PIC
simulation assuming 4 pC bunch charge and n = 2 · 1017 cm−3. The bunch is in-
jected at ζ = −39µm, which is the same position as in the case with 1 pC charge
(compare fig. 5.3). The higher order correlations of the energy spread visible
in the longitudinal phase space are very similar to the case using a modulated
density target shown in fig. 5.5.

this requires a triangular current profile to also cancel higher order correlations of the
energy spread. For a Gaussian current profile some correlations will remain, but the
linear correlation can still be avoided [108].
As the slope of the longitudinal field is smaller further away from the laser, i.e., nearer
to the defocusing region, the witness bunch position where this can be expected to
happen for the lowest bunch charge is previously used ζ = −39µm in the reference
case. The charge is scanned in 1 pC steps in PIC simulations for a constant density
of 2 · 1017 cm−3, and the smallest final linearly correlated energy spread is obtained
for 4 pC and amounts to −0.01 %/µm. Fig. 5.6 shows the energy spread evolution
and the final longitudinal phase space. Like for the modulated density case, the slow
rise of the linearly correlated energy spread δE,corr during the first few mm and the
compensation to almost 0 in the second half of the target is characteristic for slippage
through the optimum phase region. The final projected rms energy spread amounts to
0.32 %. Also the shape of the longitudinal phase space is very similar to the one from
the modulated density target, see fig. 5.5. As the slope of the longitudinal field depends
on ζ, this result is strictly valid only for the chosen bunch position of ζ = −39µm. For
ζ > −39µm the slope of the laser-driven wakefield is larger, which implies that at these
phases also bunches carrying more charge can be accelerated without accumulating a
large correlated energy spread. However, also the accelerating gradient is smaller there.
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The injection phase consequently can be adjusted to the bunch charge to achieve a
minimal final energy spread, at the cost of a reduced accelerating gradient.

For the parameters considered in this chapter, the bunch charge of 4 pC can be viewed
as the limit for the applicability of the modulated density concept. While it is possible
for this charge to obtain the same results with a modulated density target as with a
constant density target, modulating the density does not provide an additional benefit.
In contrast, for lower charge, where beam loading is not as pronounced, modulating
the density does have the advantage of significantly reducing the linearly correlated
energy spread and consequently also the projected energy spread.
Above 4 pC beam loading will increase even more. In this regime, the slope of the
longitudinal field inside the bunch is dominated by the beam-driven wake. A positive
chirp will be imprinted on the bunch for both plasma profiles, severely hampering
the beam quality. In this regime, other approaches have to be found to increase the
possible bunch charge, such as adjusting the bunch phase or relaxing the matched
beam size by increasing the driver laser spot size or by shaping the driver laser pulse
with a superposition of modes [117].

5.5 Summary

This chapter was concerned with a new approach to shape the wakefield and to thereby
mitigate the build-up of an energy chirp on the witness bunch. A parameter set has
been identified where the proposed density modulation [111] can significantly improve
the beam quality in terms of energy spread, and numerical simulations to support
this have been performed. As the modulated density concept relies on the linear
wakefield regime, the considered parameter set assumes the external injection of an
ultrashort electron bunch. It has been shown with PIC simulations that the projected
relative rms energy spread can be reduced by a factor of four compared to a case
with intermediate, constant plasma density. The price to pay is a reduction of the net
accelerating gradient by 30 %.
The concept works well for the low charge bunches that can be expected for ultrashort
bunches produced from state-of-the-art conventional accelerators [112, 113]. However,
as soon as beam loading dominates, the slope of the accelerating field changes sign
inside the bunch. This cannot be compensated by modulating the density. For the
parameter set used here this threshold is around 4 pC.
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6 Conclusion and Outlook

The beam quality of Laser-Plasma Accelerators, especially regarding energy spread
and divergence, is one of the most critical open questions on the way to a laser-
driven brilliant light source. This thesis therefore is concerned with the theoretical
and numerical treatment of three different aspects how to tackle this issue.

Chapter 3 introduced a new technique to directly diagnose the longitudinal phase space
that makes use of a laser-driven wakefield. This allows to gain access to the current
profile and also to the slice energy spread, which are both crucial quantities for FEL
performance. Due to the high gradients achievable in plasma wakefields a temporal
resolution around one femtosecond or even in the attosecond range appears feasible.
At the same time, the setup is short with only a few millimeters length and therefore
well suited for compact accelerators. The technique does not require additional equip-
ment in a laser-plasma acceleration environment, where a high-power laser system and
a plasma target are needed for the acceleration in any case.
For experiments aiming at external injection the plasma-based transverse deflector
offers the unique possibility to diagnose the injected bunch directly at the injection
position – a feat that would be impossible with a transverse deflecting RF-cavity.
The REGAE external injection experiment is a promising candidate for a proof-of-
principle experiment of the plasma-based streaking concept. The currently foreseen
instrumentation at REGAE is sufficient to show a femtosecond resolution without any
further modifications. However, a major challenge for the successful operation are
timing jitters between the driver laser and the diagnosed bunch. Due to the strong
slope of the deflecting field these are directly translated into a steering of the beam,
making it hard to transport. While those shots that crossed the plasma at the correct
phase do not steer and still reach the screen, a large arrival time jitter will hamper the
experimental calibration. In such a case, the flexible adjustment of the used plasma
density or laser intensity allows to increase the tolerance towards timing jitters at the
cost of a loss of temporal resolution.
One of the experimental goals of the external injection experiment at REGAE is to gain
information on the plasma wakefield, a capability that could also be used to calibrate
the transverse deflection. By benchmarking numerical simulations to the calibration
obtained for a more relaxed parameter set, it might then be possible to validate the
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6 Conclusion and Outlook

wakefield modeling. This could allow to scale the numerically obtained calibration to
larger deflecting voltages, where a direct calibration is not possible.
Due to its high temporal resolution, the plasma-based transverse deflector is a promis-
ing candidate to diagnose a new phase space linearization concept proposed in [65, 24].
The demonstration of this concept is planned at REGAE, and in simulations ultra-
short electron bunches of around 1 fs have been achieved at a very low charge of a few
fC. The low charge makes a CTR measurement extremely challenging, if not impossi-
ble. Yet, the TDP does not have a low charge limit, as long as the transverse beam
profile can be detected, which has been achieved even for single electrons at REGAE
[118]. A possible issue might be the transverse electron beam size, which needs to be
much smaller than the laser spot size for the TDP. For the phase space linearization,
however, so far only designs for large electron beam sizes exist, and further studies are
necessary to reduce the electron beam size while maintaining the short bunch length.
Apart from the TDP, no other diagnostics has been proposed yet to demonstrate this
phase space linearization concept.
Arrival time jitters are a challenge mainly for hybrid acceleration schemes where an
RF to optical synchronization is needed. In all-optical plasma accelerators the electron
bunch is intrinsically synchronized to the driver laser pulse. Consequently, a part of
the laser that is split off to drive the transverse deflector stage is also synchronized to
the bunch.
An all-optical staging setup, however, poses other challenges. In between the two
stages, the first laser needs to be coupled out and the second laser has to be coupled
into the electron beam line. In ref. [25] this is solved with a tape-based plasma-mirror,
achieving a distance of only a few centimeters between the stages. However, the beam
emittance deteriorates during the passage through the tape. To avoid this, a much
longer emittance-conserving beam transport line between the two stages would be
needed, so that enough space is available to place mirrors.

The issue of transporting LPA beams while conserving the emittance was subject of
chapter 4. With the help of adiabatic matching sections at the exit and, for externally
injected beams, also at the entrance of the plasma target the beam size could be sig-
nificantly increased. This reduces the beam divergence before and after the target and
thereby suppresses chromatic emittance growth.
Two different strategies how to achieve an adiabatic extraction have been proposed,
either to taper the laser intensity or the plasma density. For low charge bunches, as
in the example of a hybrid accelerator, increasing the laser spot size and consequently
decreasing its intensity according to the ideal profile yields a divergence reduction of
more than a factor of four. However, for higher bunch charge as is often the case for
internal injection, the pure laser tapering is not a good option. The beam continues
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to drive its own wakefield after the laser intensity has dropped, the beam size there-
fore remains small, and even additional emittance growth occurs. Consequently, the
wakefield driven by the beam itself has to be reduced by tapering the plasma density.
The bunch charge is only one aspect that influences the matching section design. For
example, the bunch phase at the end of the target has to be taken into account, too,
as a density down ramp causes different focusing strength profiles depending on the
initial bunch phase. Practical considerations like the existence of a laser guiding chan-
nel or the total available target length may also play a role. The matching sections
therefore have to be tailored to the specific setup. Furthermore, a real target can very
well combine both strategies, the laser and the density tapering, like in the discussed
internal injection example.
The application of adiabatic matching sections can be tested at the external injection
experiment at the REGAE accelerator [24]. There, the tapering is mainly caused by
the change of laser spot size as the laser undergoes its focus, which is a comparably
slow process due to the long Rayleigh length.

Chapter 5 dealt with the correlated energy spread of LPA beams. The modulated
plasma density concept aims at removing the negatively correlated energy spread.
Such a chirp occurs for negligible beam loading as the bunch is accelerated on the
slope of the longitudinal field in the focusing region of the laser-driven wake, so that
the energy gain is larger in the bunch tail. By modulating the plasma density, the
bunch is periodically shifted to the defocusing region and the chirp is canceled out.
The idea relies on the linear or quasi-linear regime, as only there a significantly long
defocusing region is present in the wakefield. It is therefore well suited mainly for
externally injected beams.
The method approaches its limits as soon as beam loading considerably deforms the
laser-driven wakefield. This changes the slope of the accelerating field and eventually
also the sign of the correlated energy spread. For the case considered here, a charge
of 4 pC presents this limit, which corresponds to a peak current of 0.5 kA. On the
one hand, such a beam current is high for state-of-the-art conventional short bunch
machines that could be used as injectors for hybrid accelerators. The modulated
density concept here is a good option to conserve the beam quality. On the other
hand, keeping FEL applications in mind, the option to scale to higher currents is
desirable. Further studies therefore are required to investigate how beam loading can
be suppressed. This is a general issue that the modulated density concept shares also
with concepts featuring constant plasma density targets. A way to increase the bunch
charge that can be accelerated without accumulating a large correlated energy spread
is to shift the witness bunch further towards the driver laser, as in this phase region
the slope of the longitudinal field is larger. This option does not require a modulated
density profile, comes at the cost of a reduced accelerating gradient, and causes higher
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order correlations of the energy spread. Yet, since for an FEL application especially
the beam shape in the current peak is of interest, this could be an option to maintain
the beam quality specifically in this region. Another way is to shape the transverse
laser profile to influence the focusing forces of the wakefield. This can be used to
increase the matched beam size, as proposed in [117] for a constant plasma density
target.
Furthermore, it is worth exploring what other applications of the modulated density
methods are possible. Generally speaking, it provides a tool to shape the laser-driven
wakefield. For example, with a suitable density profile it might be possible to remove
also the remaining higher order correlations of the accelerating field, or to adjust
the laser-driven wakefield shape to the expected beam-driven component. Another
application could be the cancellation of a previously accumulated negative chirp, as –
in contrast to a constant density target – the modulated density concept provides the
freedom to accelerate the bunch at the negative slope of the longitudinal field.
The large energy spread is currently one of the main concerns regarding laser-plasma
driven brilliant light sources. Even if the modulated density concept proves to be
generally limited to comparably low bunch charge, it nevertheless provides another
method towards the application of LPA beams.

It is an attractive option to test the modulated plasma density concept at the external
injection experiment at REGAE. However, for the design of such a test a few issues
still need to be investigated. First, to reduce the gas load in the target chamber, the
density is in the 1016 cm−3 range, and therefore the technical feasibility of a modulated
density target in this density range needs to be explored. Furthermore, the low kinetic
energy of the REGAE beam will lead to more pronounced slippage effects, so that
the beam could slip out of the stable transport region. If this proves to be the case,
slippage can be easily circumvented by shortening the target or by introducing an up
ramp taper of the density [68]. The low kinetic energy also implies a short betatron
period. As the modulation period of the plasma density has to be shorter than the
betatron period to avoid emittance growth, this poses an additional challenge to the
target design and fabrication. However, this requirement can be relaxed by reducing
the laser intensity, which decreases the focusing strength in the wakefield. The laser
intensity is also a critical parameter from another point of view, namely the wakefield
regime. The modulated density concept relies on the (quasi-)linear regime. Due to the
low density, however, it is possible to access the bubble regime already at comparably
small a0 [32]. To avoid this, the laser intensity can be reduced, which is experimentally
straightforward.
In this way, the external injection experiment at REGAE can be a possible testbed for
all three concepts discussed here, for the transverse deflecting plasma stage, for the
adiabatic matching sections and also for the modulated plasma density concept.
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