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## Abstract

An in-depth knowledge of the structure and internal dynamics of molecules and molecular complexes is key for understanding their physical, chemical, and biological properties. Due to the strong relationship between molecular structure, intra- and intermolecular forces, and molecular function, structural information is helpful for the prediction of reaction pathways or possible binding. Rotational spectroscopy is well suited to shed light on the conformational flexibility and chirality of small and mediumsized molecules of biological relevance. Besides its exceptional accuracy in structure determination of gas phase molecules, rotational spectroscopy also provides information about the intramolecular forces and even the electronic structure.

Recent developments in microelectronics now allow broadband microwave spectrometers to record wide portions of the rotational spectrum in a very time efficient way. However, analyzing the spectra of larger molecules is challenging due to close lying transitions or overlapping spectra of different structural isomers. These challenges are tackled in this thesis by the development of a computer-based routine to automate the assignment and double-resonance experiments that provide information about the connectivity of the energy levels involved.

In the framework of this thesis, a broadband chirped-pulse Fourier transform microwave spectrometer was designed, constructed and evaluated. Using this spectrometer, different organic molecules are studied with increasing structural complexity and flexibility. Starting with the family of the rather rigid $p$-halotoluenes ( $p$-chloro-, $p$-bromo- and $p$-iodotoluene), their methyl internal rotation and quadrupole coupling is examined. Thereafter, the microwave spectra of the aromatic monoterpenoids thymol and carvacrol are used to determine the barrier of the methyl internal rotation. Two other monoterpenoids are studied afterwards: menthol and its ketone equivalent menthone. Due to the cyclohexane ring, their structural flexibility is increased compared to their aromatic counterpart thymol. Using the dense and overlapping spectrum of a mixture of menthone isomers, a computer program is described that automatically assigns and fits the rotational transitions based on calculated rotational constants from structural predictions.

Beyond traditional microwave spectroscopy, the chirped pulse method is extended by a polarization sensitive double-resonance scheme to differentiate between enantiomers of chiral molecules. Enantiomer differentiation and enantiomeric excess determination are presented for the molecule carvone. Furthermore, the phases of the molecular signals in double-resonance experiments are examined and compared to theoretical predictions. A strong phase change of the signal transition is observed at molecular resonance that can be exploited to yield information about the energy level arrangement and facilitate spectral assignment.

## Zusammenfassung

Die tiefergehende Kenntnis der Struktur und internen Dynamik von Molekülen und Molekülkomplexen ist entscheidend für das Verständnis ihrer physikalischen, chemischen und biologischen Eigenschaften. Da die Molekülstruktur mit den Kräften innerhalb eines Moleküls und letztendlich mit seiner Funktionalität verknüpft ist, können Strukturinformationen bei der Vorhersage von Reaktionswegen und möglichen chemischen Verbindungen helfen. Die Rotationsspektroskopie bietet nahezu ideale Vorraussetzungen für die Untersuchung der strukturellen Flexibilität und Chiralität kleiner und mittelgroßer Biomoleküle. Neben der hohen Genauigkeit bei der Strukturbestimmung von Molekülen in der Gasphase liefert die Rotationsspektroskopie auch Informationen über intramolekulare Kräfte und die Ladungsverteilung.

Die schnellen Entwicklungen im Bereich der Mikroelektronik haben die technologischen Grundlagen für die Breitbandspektroskopie im Mikrowellenbereich geschaffen, die große Bereiche des Rotationsspektrums gleichzeitig erfassen kann. Die Analyse der Spektren größerer Moleküle wird allerdings durch dicht beieinander liegende Rotationsübergänge oder durch überlappende Spektren verschiedener Strukturisomere erschwert. Diesen Herausforderungen wird in dieser Arbeit mit der Entwicklung einer computergestützten Routine zur automatisierten Linienzuordnung begegnet. Des Weiteren werden Doppelresonanzexperimente vorgestellt, die Informationen über die Konnektivität der beteiligten Energieniveaus liefern.

Im Rahmen dieser Arbeit wird ein breitbandiges Chirp-Puls Fouriertransformations-Mikrowellenspektrometer entworfen, gebaut und evaluiert. Mithilfe dieses Spektrometers werden diverse organische Moleküle mit ansteigender Strukturkomplexität und -flexibilität untersucht. Anhand der Familie der eher starren $p$-Halogentoluole ( $p$-Chlor-, $p$-Brom- und $p$-Iodtoluol) wird die interne Rotation der Methylgruppe und die Quadrupolkopplung untersucht. Danach wird mithilfe der Mikrowellenspektren der aromatischen Monoterpenoide Thymol und Carvacrol die Barriere der internen Rotation der Methylgruppe bestimmt. Zwei weitere Monoterpenoide werden anschließend untersucht: Menthol und sein Ketonäquivalent Menthon. Aufgrund des Cyclohexanringes zeigen sie eine höhere Strukturflexibilität im Vergleich zu ihrem aromatischen Pendant Thymol. Am Beispiel der dichten, sich überlappenden Spektren der Isomerenmischung von Menthon wird ein Computerprogramm getestet, das basierend auf berechneten Rotationskonstanten automatisch die verschiedenen Rotationsübergänge zuordnet.

Über die traditionelle Mikrowellenspektroskopie hinaus wird die Chirp-Puls Methode durch ein polarisationsempfindliches Doppelresonanzverfahren erweitert, mit dem Ziel, die Enantiomere chiraler Moleküle zu unterscheiden. Die eindeutige Unterscheidung der Enantiomere sowie die Bestimmung des Enantiomerenüberschusses wird für das Molekül Carvon vorgestellt. Weiterhin wird die Phase des molekularen Signals im Rahmen verschiedener Doppelresonanzexperimente untersucht und mit theoretischen Vorhersagen verglichen. Bei resonanter Anregung wird ein starker Phasensprung beobachtet, der genutzt werden kann, um Informationen über die Anordnung der Energieniveaus zu erhalten und um so die Spektrenzuordnung zu erleichtern.
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## Chapter 1

## Motivation

An in-depth knowledge of the structure and internal dynamics of molecules and molecular complexes is key for the understanding of their physical, chemical, and biological properties. Due to the strong relationship between the molecular structure, the intra- and intermolecular forces at play, and molecular function, structural information is helpful for the prediction of reaction pathways or possible binding. The lively interplay between structure determination and method development enabled various scientific breakthroughs, honored by several Nobel prizes (Yonath 2009 [1], Wüthrich 2002 [2], Ernst 1991 [3], Deisendorf/Huber/Michel 1988 [4, 5], Hauptmann/Karle 1985 [6, 7], Klug 1982 [8], Hodgkin 1964 [9]) in the last century. Even though biologically relevant molecules such as proteins, ribonucleic acids (RNA), or deoxyribonucleic acid (DNA) are huge, their functionality is often dominated by comparably small active sites. The understanding of the chemistry on these active sites is fundamental for drug development. However, this guest-host binding is a complex procedure depending upon conformational changes during the molecular recognition process and the chirality of the binding partners.

Rotational spectroscopy is well suited to shed light on the conformational flexibility and chirality of small and medium-sized molecules of biological relevance. Rotational spectroscopy is known for its exceptional accuracy in structure determination, but it also provides information about the intramolecular forces and even the electronic structure. The former is accessible via the effects on the of molecular vibrations, internal rotation, and centrifugal forces on the Hamiltonian, the latter by quadrupole coupling and dipole moments. Pure rotational spectroscopy is only applicable to gas-phase samples of molecules with a permanent dipole moment. However, the permanent dipole moment requirement is not a strong limitation for medium-sized biomolecules because their high asymmetry gives rise to nonzero permanent dipole moment. In contrast, the gas-phase requirement sets a challenging restriction to the maximum size of the molecule and removes the molecules from the more natural solution-phase environment, which has a direct impact on the studied conformational preferences. The size limitation is weakened by implementing advanced molecular beam sources e.g. laser ablation sources [10] and by forming molecular clusters with a solvent, the solution effect is mimicked [11-15]. Owing to recent development in the design of molecular sources and the broadband
capabilities of next generation microwave spectrometers, various building block molecules (e. g. monosaccharides [16], amino acids [17-19], nucleobases [20, 21], neurotransmitters [22]), drugs [23-27] and higher order clusters [15, 28-30] have been studied. Besides pure structure determination, complex inter- and intramolecular dynamics have also been analyzed using microwave spectroscopy [26, 31, 32].

Microwave spectroscopy also contributes significantly to the research area of astrochemistry. The molecular signals from dense gas clouds provide information how molecules are formed in space. New and powerful radio telescopes, e.g. Atacama Large Millimeter Array (ALMA) [33] and the Herschel space telescope [34], can provide multispectral images containing the signatures of several molecules and their isotopologues, molecular ions, and radicals [3537]. However, the analysis of the spectral data bears several challenges. The molecules in outer space are far from thermal equilibrium and their internal energies are spread over several vibrational states [38, 39]. Furthermore, the harsh environmental conditions in space promoting the generation of unstable molecular ions and radicals are not easily reproduced in the laboratory. However, a discharge source is a promising approach to produce radicals with an adequate efficiency [40].

The application of microwave spectroscopy to study molecular properties is an active area of research for now almost 70 years. Microwave spectrometry emerged after World War II supported by the increased development activities of radio detection and ranging (RADAR) equipment during the war. The first microwave spectrometers measured the absorption of monochromatic microwave radiation in a gas cell or waveguide. The microwave radiation was produced by klystrons, magnetrons, or traveling-wave tubes and detected by semiconductor crystals [41, Chap. 14, Chap. 15]. Lock-in amplifiers were used to enhance the sensitivity, while modulating the excitation intensity, the excitation frequency, or the absorption frequency by means of the Stark or Zeeman effects [41, Chap. 10, Chap. 11]. The first molecule investigated extensively by microwave spectroscopy was ammonia [42-44]. This relatively simple symmetric-top molecule already exhibits two challenging spectroscopic effects, namely the inversion splitting $[42,43]$ and the hyperfine structure due to the nitrogen quadrupole moment [44]. The concentrated research on ammonia led to the development of the MASER (microwave amplification by stimulated emission of radiation) [45, 46], the direct predecessor of the LASER (light amplification by stimulated emission of radiation) and the first experimental demonstration of stimulated emission.

While subsequent microwave investigations focused on molecules with increasing complexity, Kraitchman laid the theoretical foundation for determining molecular structure via isotopic substitution [47]. The invention of the time-domain emission spectrometers using pulsed microwave sources significantly enhanced the sensitivity and the molecular linewidth compared to absorption spectrometers [48-50]. To overcome the drawbacks of pressure broadening and low population densities in gas-cell spectroscopy at room temperatures, Balle and Flygare combined time-domain spectroscopy with a Fabry-Perot resonator and a supersonic expansion, one of the milestones in the history of microwave spectroscopy [51]. Grabow et al. improved the experimental setup by a coaxial arrangement of the molecular beam and the microwave field
[52]. The fast scan submillimeter/millimeter spectroscopic technique (FASSST), an absorption spectroscopy technique based on voltage tunable backward wave oscillators (BWO), provided broadband capabilities in the millimeter wave spectral region [53, 54]. Two-dimensional microwave spectroscopy was used in combination with different spectrometer designs to unravel coherence pathways, population transfer, and the connectivity of rotational energy levels [55-57].

The invention of the chirped-pulse Fourier transform microwave (CP-FTMW) spectrometer by Pate and coworkers in 2008 was a huge breakthrough in terms of bandwidth, measurement time, and flexibility [58]. Since then several CP-FTMW spectrometers have been constructed in different frequency ranges [29, 59-74] and novel applications of microwave spectroscopy demonstrated, including investigation of isomerization dynamics [75, 76], two-dimensional broadband microwave spectroscopy [77], and, within the framework of this dissertation, the differentiation of enantiomers [78, 79]. One of the current development trends are low-cost high bandwidth CP-FTMW spectrometers for commercial trace gas analysis [80-82]. A CPFTMW spectrometer has also been used to examine high Rydberg states in Sodium atoms [65]. Employing high gain frequency multiplier chains or frequency mixing CP-FTMW spectrometry can be extended to the mm-wave region [67, 70, 74, 80, 81].

Even though microwave spectroscopy is well-known for its outstanding accuracy in determining the molecular structure of gas-phase molecules, rotationally resolved UV or IR spectroscopy may complement the structural information for electronically or vibrationally excited states [83-85]. Another advantage of IR or UV spectroscopy over microwave spectroscopy is their higher time resolution that grants access to ultrafast phenomena via pump-probe experiments [86]. Rotational coherence spectroscopy (RCS), a new time-domain technique, circumvents the limitation of traditional rotational spectroscopy to polar molecules and simplifies the spectral assignment dramatically. RCS is a pump-probe approach, where the pump laser pulse creates a coherent superposition of rotational states and their evolution (dephasing and rephasing) is probed with a second laser pulse [87]. When combined with mass-spectrometry, the different isotopologues are disentangled to determine the substitution structure [88]. However, the complicated and expensive experimental setup of RCS currently outweighs its benefits by far.

Despite its exceptional structural resolution, microwave spectroscopy faces significant obstacles when it comes to structure determination of larger (bio)molecules (e.g. proteins or DNA), solution or solid-phase samples, or ultrafast phenomena (femtosecond timescale). These challenges are addressed by different, partially complementary techniques, e.g. nuclear magnetic resonance (NMR), X-ray, and electron diffraction. NMR provides excellent solution-phase structures of proteins, but each step from the sample preparation to the measurement and the final data analysis can be very tedious and time consuming [2, 89, 90]. X-ray diffraction is another more widespread method for structure determination (according to the published protein structures on the protein data base [91]), but their samples usually exist under unnatural conditions, e.g. molecular crystals or single, isolated molecules/particles, and are exposed to a harsh environment (ultrahigh vacuum). An exception to these conditions is small angle

X-ray scattering (SAXS), a low resolution technique, providing a rough estimate of the overall shape of the system under study [92-94]. High-resolution X-ray diffraction studies depend on a high quality crystalline sample, which cannot always be produced [1]. This requirement is about to change with the new, bright free-electron laser light sources. Their high photon flux allows the use of nanoprotein crystals [95-97], a single virus [98, 99], or even isolated gas-phase molecules [100]. On the other hand, the short pulse length of the X-ray laser must yield an unperturbed diffraction image before the sample transforms into a plasma (diffraction before destruction) [101-103]. To enhance the intensity and reduce the measurement time, alignment methods are applied in single molecule imaging [100].

Electron diffraction shares various properties with X-ray diffraction, but the main difference is in the interaction principle. Electrons interact with the electron cloud and the cores, while X-rays are scattered off by the electron cloud. This difference leads to about $10^{6}$ higher cross sections for electron diffraction. Consequently, the samples the electrons are interacting with must be very thin (typically less than 100 nm for biological samples) and resistant to the high vacuum conditions. The structural collapse upon dehydration is prevented by the use of negative stains or flash freezing the sample [104]. However, recent developments in nanofabrication enable the development of nanofluidic cells to image biological samples in solution [105]. Another advantage of electron diffraction over X-ray diffraction is the smaller wavelength of about 2 pm (compared to 150 pm for X-ray diffraction experiments at the Linac Coherent Light Source) resulting in higher resolution images. Recent sources for X-ray and electron diffraction provide a time resolution in the femtosecond regime, which enables the observation of chemically relevant processes [106-109].

The work described herein comprises different objectives, namely the construction of a CPFTMW spectrometer, the measurement and analysis of the rotational spectra of different organic molecules with increasing structural complexity, and the extension of the CP-FTMW technique to differentiate between enantiomers of chiral molecules. However, the central achievement is the design, construction, and evaluation of a chirped-pulse microwave spectrometer described in Chapter 3. Using this spectrometer different organic molecules are studied with increasing structural complexity and flexibility. Starting with the family of the rather rigid $p$-halotoluenes ( $p$-chloro-, $p$-bromo-, and $p$-iodotoluene), their methyl internal rotation and quadrupole coupling is examined (Chap. 4). Thereafter, the microwave spectra of the aromatic monoterpenoids thymol and carvacrol are used to determine the barrier of the methyl internal rotation. Subsequently the results are presented and discussed in an extensive comparison with similar molecules (Chap. 5). Due to the cyclohexane ring, the monoterpenoids menthol and its ketone equivalent menthone are more flexible than their aromatic counterpart thymol. Consequently their conformational landscape involves more minimum structures. In Chapter 6, the rotational spectra of menthol, menthone, and isomenthone are presented together with the assignment of the rotational constants to the calculated minimum structures.

Beyond traditional microwave spectroscopy, the chirped-pulse method is extended by a polarization sensitive double-resonance scheme to differentiate between enantiomers of chiral
molecules. Enantiomer differentiation as well as enantiomeric excess determination are presented in Chapter 7. In addition, the phase of the molecular signal in double-resonance experiments is examined and compared to theoretical prediction based on the dressed-state picture. The challenging assignment of dense rotational spectra containing several species (e.g. conformers, isotopologues) is tackled in this work with the development of an automatic assignment program (Sec. 6.3) and the microwave signal phase in double-resonance experiments is exploited to gain information about the energy level arrangement (Sec. 7.4). The next chapter gives an overview of the theoretical methods employed in this work including a description of the rotational Hamiltonian, the two-level Bloch equations, and a short glance into quantum chemical methods.

## Chapter 2

## Theoretical background

Spectroscopy is a probe of the energy eigenvalues of a quantum system employing static or dynamic electromagnetic fields. For a molecule of $N$ atoms and $M$ electrons, the timeindependent Schrödinger equation is:

$$
\begin{equation*}
\hat{H} \psi_{n}\left(\mathbf{Q}_{1}, \ldots, \mathbf{Q}_{\mathbf{N}}, \mathbf{q}_{1}, \ldots, \mathbf{q}_{M}\right)=E_{n} \psi_{n}\left(\mathbf{Q}_{1}, \ldots, \mathbf{Q}_{\mathbf{N}}, \mathbf{q}_{1}, \ldots, \mathbf{q}_{M}\right) \tag{2.1}
\end{equation*}
$$

where $\mathbf{Q}_{\mathbf{i}}$ and $\mathbf{q}_{\mathbf{j}}$ are vectors describing the position of the $i$-th nuclei and the $j$-th electron, respectively. $\psi_{n}$ represent the eigenfunctions of the Hamiltonian operator $\hat{H}$ with their corresponding eigenvalues $E_{n}$. The Hamiltonian operator can be divided into a kinetic energy term $\hat{T}$ and a potential energy term $\hat{V}$ [110]:

$$
\begin{equation*}
\hat{H}=\hat{T}+\hat{V}=\sum_{i=1}^{N} \frac{\hat{\mathbf{P}}_{i}^{2}}{2 m_{i}}+\sum_{j=1}^{M} \frac{\hat{\mathbf{p}}_{j}^{2}}{2 m_{e}}+\hat{V}\left(\mathbf{Q}_{\mathbf{1}}, \ldots, \mathbf{Q}_{\mathbf{N}}, \mathbf{q}_{1}, \ldots, \mathbf{q}_{M}\right) \tag{2.2}
\end{equation*}
$$

where $\hat{\mathbf{P}}_{i}$ and $\hat{\mathbf{p}}_{j}$ are the momentum operators of the atoms and electrons, respectively. The molecular dynamics and hence the molecular energy eigenvalues are mainly influenced by the electronic motions and the molecular vibrations and rotations. These different motions take place on different timescales. Electrons orbiting the nucleus need about a 1 fs for a revolution, much faster than the typical vibrational period of $10-100 \mathrm{fs}$. The rotation of the entire molecule occurs on even slower timescales of $0.1-10 \mathrm{ps}$. These differences in the time frames enable the separation of the distinct motions employing the central approximation in molecular spectroscopy: the Born-Oppenheimer approximation.

Within the Born-Oppenheimer approximation, the separation of the electronic and nuclear degrees of freedom becomes possible, exploiting the fact that the nuclei barely move during a period of the electronic movement [111]. Hence, the Hamiltonian can be evaluated in a two step procedure. Firstly, the electronic part of the Hamiltonian is solved with the nuclei at fixed positions $\mathbf{Q}_{a}$, and secondly the motion of the nuclei is evaluated using the averaged electric potential from step one.

Employing a similar strategy, the vibrational and the rotational motion can be separated.


Figure 2.1: Potential energy curves of two electronic states of a diatomic molecule. Each electronic state is subdivided into several vibrational states, which are again subdivided into rotational states. The $x$-axis represents the internuclear distance. The typical energy interval of rovibronic transitions are greater than $5000 \mathrm{~cm}^{-1}(>0.6 \mathrm{eV})$. The energy interval of rovibrational transitions is between $300-15000 \mathrm{~cm}^{-1}(30-0.7 \mu \mathrm{~m})$ and rotational transitions can be found in the spectral region of $0.03-300 \mathrm{~cm}^{-1}$ $(1-10000 \mathrm{GHz})$. The value $r_{e}$ describes the equilibrium internuclear distance and $r_{0}$ is the expectation value of the internuclear distance in the lowest vibrational state $(v=0)$.

The average contribution of the fast vibrational motions are included parametrically into the rotational part of the Hamiltonian. Hence, the total molecular Hamiltonian is represented as a sum of an electronic part $\hat{H}_{e l}$, a vibrational part $\hat{H}_{v i b}$, a rotational part $\hat{H}_{r o t}$, a translational part $\hat{H}_{\text {trans }}$ and a part depending on the nuclear spin $\hat{H}_{n s}$ :

$$
\begin{equation*}
\hat{H}=\hat{H}_{e l}\left(\mathbf{q}_{\mathbf{j}}, \mathbf{Q}_{a}\right)+\hat{H}_{v i b}\left(\mathbf{Q}_{\mathbf{i}}\right)+\hat{H}_{r o t}(\theta, \phi, \chi)+\hat{H}_{\text {trans }}(X, Y, Z)+\hat{H}_{n s} \tag{2.3}
\end{equation*}
$$

where $\theta, \phi, \chi$ are the Euler angles describing the orientation of the molecule in a laboratoryfixed frame $(X, Y, Z)$, while $\mathbf{q}_{j}$ and $\mathbf{Q}_{i}$ are internal coordinates describing the position of electrons and nuclei in the molecular fixed coordinate system. The molecular energy levels and the total molecular wave function follow [110]:

$$
\begin{align*}
E_{n} & =E_{e l, n}+E_{v i b, n}+E_{r o t, n}+E_{t r a n s, n}+E_{n s, n}  \tag{2.4}\\
\psi_{n} & =\varphi_{e l, n}\left(\mathbf{q}_{\mathbf{j}}, \mathbf{Q}_{a}\right) \varphi_{v i b, n}\left(\mathbf{Q}_{\mathbf{i}}\right) \varphi_{r o t, n}(\theta, \phi, \chi) \varphi_{\text {trans }, n}(X, Y, Z) \varphi_{n s, n} \tag{2.5}
\end{align*}
$$

Table 2.1: Possible identification of $a, b, c$ with $x, y, z$ leading to six different representations. The $I^{r}$ representation is best suited to describe a prolate symmetric top or a slightly asymmetric prolate top. Whereas the III representation is suitable for the description of oblate symmetric top or slightly asymmetric oblate tops.

|  | $I^{r}$ | $I^{l}$ | $I I^{r}$ | $I I^{l}$ | $I I I^{r}$ | $I I I^{l}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x$ | $b$ | $c$ | $c$ | $a$ | $a$ | $b$ |
| $y$ | $c$ | $b$ | $a$ | $c$ | $b$ | $a$ |
| $z$ | $a$ | $a$ | $b$ | $b$ | $c$ | $c$ |

The potential energy curves of two electronic states and the corresponding vibrational and rotational energy levels of a diatomic molecule are depicted in Figure 2.1. Microwave spectroscopy as employed in the present work probes the rotational part of the Hamiltonian. Hence, the rotational Hamiltonian and the corresponding time-independent Schrödinger equation

$$
\begin{equation*}
\hat{H}_{r o t} \varphi_{r o t}=E_{r o t} \varphi_{r o t} \tag{2.6}
\end{equation*}
$$

are discussed in detail in the following section.

### 2.1 Rotational Hamiltonian

From classical mechanics, the rotational energy of a rigid body is given by:

$$
\begin{equation*}
E_{r o t}=\frac{1}{2} \boldsymbol{\omega}^{T} \mathbf{I} \boldsymbol{\omega}=\frac{\mathbf{L}^{2}}{2 \mathbf{I}} \tag{2.7}
\end{equation*}
$$

with the inertia tensor $\mathbf{I}$, the angular velocity $\boldsymbol{\omega}$, and the angular momentum $\mathbf{L}$. In a rigid molecule, only the nuclei contribute significantly to the inertia tensor due to their much larger masses compared to the electrons. The nuclei of a molecule can be treated as point particles with masses $m_{i}$ at coordinates $\mathbf{Q}_{\mathbf{i}}\left(x_{i}, y_{i}, z_{i}\right)$ in a molecule-fixed coordinate system. Hence, the inertia tensor can be written as:

$$
\mathbf{I}=\sum_{i=0}^{N} m_{i}\left(\begin{array}{ccc}
y_{i}^{2}+z_{i}^{2} & -x_{i} y_{i} & -x_{i} z_{i}  \tag{2.8}\\
-y_{i} x_{i} & x_{i}^{2}+z_{i}^{2} & -y_{i} z_{i} \\
-z_{i} x_{i} & -z_{i} y_{i} & x_{i}^{2}+y_{i}^{2}
\end{array}\right)
$$

Upon diagonalization, the inertia tensor is transformed to the molecule-fixed principal axis system. The principal moments of inertia are defined by the diagonal elements of the inertia tensor with increasing size $I_{a} \leq I_{b} \leq I_{c}$. Within the principle axis system the rotational energy becomes:

$$
\begin{equation*}
E_{r o t}=\frac{L_{a}^{2}}{2 I_{a}}+\frac{L_{b}^{2}}{2 I_{b}}+\frac{L_{c}^{2}}{2 I_{c}} \tag{2.9}
\end{equation*}
$$

where $L_{g}(g=a, b, c)$ is the component of the angular momentum along the respective principal axis. The molecular fixed axes $(x, y, z)$ can be assigned to the principal axes $(a, b, c)$
in six different ways, which are summarized in Table 2.1. Those assignments or representations will become important hereinafter for the evaluation of the rotational Hamiltonian. The transformation from the classical rotational energy to the quantum mechanical rigid rotor Hamiltonian is straightforward by introducing the angular momentum operator $\hat{\mathbf{J}}$ :

$$
\begin{equation*}
\hat{H}_{\text {rid }}=\frac{\hat{\mathbf{J}}^{2}}{2 \mathbf{I}}=\frac{\hat{J}_{a}^{2}}{2 I_{a}}+\frac{\hat{J}_{b}^{2}}{2 I_{b}}+\frac{\hat{J}_{c}^{2}}{2 I_{c}} \tag{2.10}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{\mathbf{J}}=\hat{\mathbf{r}} \times \hat{\mathbf{p}}=-i \hbar(\hat{\mathbf{r}} \times \nabla) \tag{2.11}
\end{equation*}
$$

where $\hat{\mathbf{r}}$ is the position operator.
Due to the symmetry of the molecule, one of its moments of inertia might vanish or some of its moments of inertia might be equal. Hence four different classifications are established to classify molecules in rotational spectroscopy:

Linear molecules: Molecules with $I_{a}=0$ and $I_{b}=I_{c}$ are called linear molecules. They belong to the point groups $C_{\infty v}$ or $D_{\infty h}$. Typical examples are: hydrogen cyanide ( $H C N$ ), carbonyl sulfide (OCS).

Spherical-top molecules: Spherical tops are molecules with $I_{a}=I_{b}=I_{c}$ and $T_{d}, O_{h}$ or $I_{h}$ symmetry. Typical examples are: sulfur hexafluoride (SF6), methane ( CH 4 ).

Symmetric-top molecules: Two moments of inertia are equal for symmetric-top molecules. If $I_{a}=I_{b}<I_{c}$, the molecule is an oblate symmetric top (disc-shaped). For prolate symmetric-top molecules (cigar shaped), $I_{a}<I_{b}=I_{c}$. A symmetric-top molecule has $C_{n}$ symmetry $(n>2)$ or a $S_{4}$-axis of symmetry. Examples for symmetric tops include: ammonia $\left(\mathrm{NH}_{3}\right.$, oblate), iodomethane $\left(\mathrm{ICH}_{3}\right.$, prolate), benzene $\left(\mathrm{C}_{6} \mathrm{H}_{6}\right.$, oblate $)$, propadiene $\left(\mathrm{C}_{3} \mathrm{H}_{4}\right.$, prolate $)$.

Asymmetric-top molecules: Asymmetric-top molecules are the largest class and as the name indicates, all moments of inertia are different: $I_{a} \neq I_{b} \neq I_{c}$. Planar molecules are an important subgroup, where $I_{c}-I_{b}-I_{a}=0$. Examples of asymmetric-top molecules are water $\left(\mathrm{H}_{2} \mathrm{O}\right)$, phenol $\left(\mathrm{C}_{6} \mathrm{H}_{6} \mathrm{O}\right.$, planar), all amino acids.

The rigid rotor Hamiltonian (Eqn. 2.10) solely depends on angular momentum operators, which are defined in the molecular axis system. Even though the molecular axis system is well suited to describe the internal movements of the electrons and the nuclei, the molecular coordinate system $(x, y, z)$ needs to be related to the laboratory-fixed coordinate system ( $X, Y, Z$ ) for determining the rotational energy of a molecule. Because only the rotation and not the translational motion of the molecule is of importance for the rotational Hamiltonian, both coordinate systems coincide at the center of mass of the molecule, thus canceling out the center of mass motion. The orientation of both coordinate systems to each other is described by the three Euler angles $\theta, \phi$, and $\chi$ depicted in Figure 2.2, and the transformation


Figure 2.2: Illustration of the Euler angles $\theta, \phi$, and $\chi$ which define the orientation of a molecule $(x, y, z)$ in the laboratory frame ( $X, Y, Z$ ).
is expressed by three consecutive rotations about the axes (the explicit rotation matrices are stated in [112]):

1. Rotate $X$ and $Y$ by an angle $\phi$ about $Z$ into $X^{\prime}$ and $Y^{\prime}$.
2. Rotate $X^{\prime}$ and $Z$ by an angle $\theta$ about $Y^{\prime}$ into $X^{\prime \prime}$ and $z$.
3. Rotate $X^{\prime \prime}$ and $Y^{\prime}$ by an angle $\chi$ about $z$ into $x$ and $y$.

Now, the different Cartesian components of the angular momentum operator (Eqn. 2.10) can be expressed in terms of Eulerian angles in the molecule-fixed axis system [112]:

$$
\begin{align*}
& \hat{J}_{x}=i \hbar\left[\frac{-\cos \chi}{\sin \theta} \frac{\partial}{\partial \phi}+\frac{\cos \chi \cos \theta}{\sin \theta} \frac{\partial}{\partial \chi}+\sin \chi \frac{\partial}{\partial \theta}\right]  \tag{2.12}\\
& \hat{J}_{y}=i \hbar\left[\frac{\sin \chi}{\sin \theta} \frac{\partial}{\partial \phi}-\frac{\sin \chi \cos \theta}{\sin \theta} \frac{\partial}{\partial \chi}+\cos \chi \frac{\partial}{\partial \theta}\right]  \tag{2.13}\\
& \hat{J}_{z}=i \hbar \frac{\partial}{\partial \chi} \tag{2.14}
\end{align*}
$$

as well as in the laboratory-fixed coordinate system:

$$
\begin{align*}
& \hat{J}_{X}=i \hbar\left[\frac{-\cos \phi \cos \theta}{\sin \theta} \frac{\partial}{\partial \phi}+\frac{\cos \phi}{\sin \theta} \frac{\partial}{\partial \chi}-\sin \phi \frac{\partial}{\partial \theta}\right]  \tag{2.15}\\
& \hat{J}_{Y}=i \hbar\left[\frac{-\sin \phi \cos \theta}{\sin \theta} \frac{\partial}{\partial \phi}+\frac{\sin \phi}{\sin \theta} \frac{\partial}{\partial \chi}+\cos \phi \frac{\partial}{\partial \theta}\right]  \tag{2.16}\\
& \hat{J}_{Z}=i \hbar \frac{\partial}{\partial \phi} \tag{2.17}
\end{align*}
$$

The angular momentum operators satisfy the following commutation relations [113, 114]:

$$
\begin{gather*}
{\left[\hat{J}_{x}, \hat{J}_{y}\right]=-i \hbar \hat{J}_{z}, \quad\left[\hat{J}_{z}, \hat{J}_{x}\right]=-i \hbar \hat{J}_{y}, \quad\left[\hat{J}_{y}, \hat{J}_{z}\right]=-i \hbar \hat{J}_{x}}  \tag{2.18}\\
{\left[\hat{J}_{X}, \hat{J}_{Y}\right]=i \hbar \hat{J}_{Z}, \quad\left[\hat{J}_{Z}, \hat{J}_{X}\right]=i \hbar \hat{J}_{Y}, \quad\left[\hat{J}_{Y}, \hat{J}_{Z}\right]=i \hbar \hat{J}_{X}}  \tag{2.19}\\
{\left[\hat{\mathbf{J}}^{2}, \hat{J}_{g}\right]=0, \quad g=x, y, z}  \tag{2.20}\\
{\left[\hat{\mathbf{J}}^{2}, \hat{J}_{G}\right]=0, \quad G=X, Y, Z}  \tag{2.21}\\
{\left[\hat{J}_{g}, \hat{J}_{G}\right]=0 \quad g=x, y, z \quad G=X, Y, Z} \tag{2.22}
\end{gather*}
$$

According to the Heisenberg uncertainty principle, only the operator $\hat{\mathbf{J}}^{2}$, one of the operators $\hat{J}_{g}$ and one of the operators $\hat{J}_{G}$ can be measured simultaneously. In accordance with the spectroscopic literature, the components of the angular momentum $\hat{J}_{z}$ and $\hat{J}_{Z}$ are chosen, the projections of the total angular momentum on the $z$-axis and $Z$-axis, respectively. The $z$-axis is assigned to the principal axis with the highest symmetry making use of the appropriate representation in Table 2.1. Hence a complete set of eigenfunctions $|J K M\rangle$ can be found for the operators $\hat{\mathbf{J}}^{2}, \hat{J}_{z}$ and $\hat{J}_{Z}$. With the help of the ladder operator $\hat{J}_{ \pm}=\hat{J}_{x} \pm i \hat{J}_{y}$ and the commutation relations, the following eigenvalues can be derived [113, 115]:

$$
\begin{align*}
\hat{\mathbf{J}}^{2}|J K M\rangle & =J(J+1) \hbar|J K M\rangle  \tag{2.23}\\
\hat{J}_{Z}|J K M\rangle & =M \hbar|J K M\rangle  \tag{2.24}\\
\hat{J}_{z}|J K M\rangle & =K \hbar|J K M\rangle \tag{2.25}
\end{align*}
$$

with quantum numbers:

$$
\begin{aligned}
J & =0,1,2, \ldots \\
K & =-J,-J+1, \ldots, J-1, J \\
M & =-J,-J+1, \ldots, J-1, J
\end{aligned}
$$

The quantum number $J$ is a measure of the total angular momentum, the quantum numbers $K$ and $M$ describe the projections of the total angular momentum onto the $z$-axis and $Z$-axis, respectively. The derivation of explicit wave functions $|J K M\rangle$ is rather lengthy, but they can be stated in a closed form [116, p. 241]:

$$
\begin{align*}
|J K M\rangle= & \sqrt{\frac{2 J+1}{8 \pi^{2}}} e^{i M \phi} d_{M K}^{(J)}(\theta) e^{i K \chi} \\
= & \sqrt{\frac{2 J+1}{8 \pi^{2}}} X_{J K M} e^{i M \phi} e^{i K \chi}  \tag{2.26}\\
& \times\left\{\sum_{\sigma}(-1)^{\sigma} \frac{\left(\cos \frac{1}{2} \theta\right)^{2 J+K-M-2 \sigma}\left(-\sin \frac{1}{2} \theta\right)^{M-K+2 \sigma}}{\sigma!(J-M-\sigma)!(M-K+\sigma)!(J+K-\sigma)!}\right\}
\end{align*}
$$

with:

$$
X_{J K M}=\sqrt{(J+M)!(J-M)!(J+K)!(2 J+1)}
$$

The index $\sigma$ in the sum runs from 0 or $K-M$, whichever is larger, up to $J-M$ or $J+K$, whichever is smaller.

With the knowledge of the angular momentum operator properties and their eigenstates and eigenfunctions, it is possible to solve the rotational Hamiltonian for the different classes of molecules. Because rotational transitions and the corresponding energy levels are mostly in the frequency ranges of MHz and GHz , the rotational Hamiltonian is usually expressed in units of frequency rather than units of energy in rotational spectroscopy. The rotational constants $A, B$, and $C$ in units of frequency and with $A \geq B \geq C$ are:

$$
\begin{equation*}
A=\frac{\hbar}{2 I_{a}}, \quad B=\frac{\hbar}{2 I_{b}}, \quad C=\frac{\hbar}{2 I_{c}} \tag{2.27}
\end{equation*}
$$

The rotational Hamiltonian $\hat{H}_{\text {rid }}$ is redefined to have units of frequency:

$$
\begin{equation*}
\hat{\mathcal{H}}_{\text {rid }}=A \hat{\mathcal{J}}_{a}^{2}+B \hat{\mathcal{J}}_{b}^{2}+C \hat{\mathcal{J}}_{c}^{2} \tag{2.28}
\end{equation*}
$$

where the angular momentum operators are now unitless quantities with $\hat{\mathcal{J}}_{g}=\hat{J}_{g / \hbar}(g=$ $x, y, z, X, Y, Z)$ and $\hat{\mathcal{J}}=\hat{\mathbf{J}} / \hbar$. The rotational Hamiltonian of a prolate symmetric-top molecule employing the $I^{r}$ representation (for $B=C$ and with the principal axis $a$ being the highest symmetry axis) is given by:

$$
\begin{align*}
\hat{\mathcal{H}}_{\text {rid }} & =A \hat{\mathcal{J}}_{a}^{2}+B\left(\hat{\mathcal{J}}_{b}^{2}+\hat{\mathcal{J}}_{c}^{2}\right) \\
& =B \hat{\mathcal{J}}^{2}+(A-B) \hat{\mathcal{J}}_{z}^{2} \tag{2.29}
\end{align*}
$$

Note that the choice of the representation has no effect on the eigenstates and the eigenfunctions, but assigning the $z$-axis to the principal axis with the highest symmetry eases the computation of the Hamiltonian dramatically. The symmetric-top Hamiltonian is a function of the operators $\hat{\mathcal{J}}^{2}$ and $\hat{\mathcal{J}}_{z}^{2}$. Thus, the angular momentum eigenfunctions $|J K M\rangle$ are also eigenfunctions of the symmetric-top Hamiltonian. In the absence of any electromagnetic field, the corresponding energy levels $\mathcal{E}_{J K M}$ are $2 J+1$ times degenerate in $M$ and twofold degenerate in $K$ with $\mathcal{E}_{J K M}=\mathcal{E}_{J-K M}$. The matrix representation of $\hat{\mathcal{H}}_{\text {rid }}$ is diagonal, and the eigenvalues are independent of $M$ :

$$
\begin{equation*}
\mathcal{E}_{\text {rid }}=B J(J+1)+(A-B) K^{2} \tag{2.30}
\end{equation*}
$$

The evaluation of the transition dipole moments of symmetric-top molecules leads to the selection rules for pure rotational spectra: $\Delta J=0, \pm 1, \Delta M=0, \Delta K=0$ [115]. The selection rule $\Delta K=0$ implies that the transition frequency only depends on $J$. However, centrifugal distortion splits out the transitions with different K for a given $J \rightarrow J+1$ transition, which will be explained later in this section.


Figure 2.3: Rotational energy levels of an asymmetric-top molecule as a function of the asymmetry parameter $\kappa$. On the left the quantum numbers for the limiting prolate symmetric top are given and the right $y$-axis shows the quantum numbers for the limiting oblate top. The asymmetric-top energy levels are labeled by two different schemes: the King-Hainer-Cross notation $J_{K_{a} K_{c}}$ and the energy ordering labeling $J_{\tau}$, where $\tau$ ranges between $-K$ and $K$ and represents the energy ordering of a certain energy level within a J-stack. The energies are calculated for rotational constants of $A=3, C=1$ and a varying $B$ rotational constant.

A special case of a symmetric-top molecule is the linear molecule with $A=0$ and $C=B$. For the rotational Hamiltonian in the $I^{r}$ representation follows:

$$
\begin{equation*}
\hat{\mathcal{H}}_{r i d}=B \hat{\mathcal{J}}^{2} \tag{2.31}
\end{equation*}
$$

Because $\hat{\mathcal{J}}_{z}$ is zero for a linear molecule, the wavefunctions for a linear molecule $|J M\rangle$ are a subset of the symmetric-top eigenfunctions, independent of the quantum number $K$ and the Euler angle $\chi$. It can be shown that the spherical harmonics $Y_{J M}(\theta, \phi)$ are simultaneously eigenfunctions of the operators $\hat{\mathcal{J}}^{2}$ and $\hat{\mathcal{J}}_{Z}[112,115]$ :

$$
\begin{equation*}
|J M\rangle=\sqrt{\frac{1}{2 \pi}} Y_{J M}(\theta, \phi) \tag{2.32}
\end{equation*}
$$

The asymmetric-top Hamiltonian (Eqn. 2.28) with $A \neq B \neq C>0$ can not be solved analytically anymore. The choice of the representation is in principle arbitrary for an asymmetric
top, but the stability of the numerical methods employed for solving the asymmetric rotor Hamiltonian are greatly enhanced by using the appropriate representation for slightly asymmetric molecules ( $I^{r}$ representation for a slightly asymmetric prolate top with $A \gg B>C$ and $I I I^{r}$ representation for a slightly asymmetric oblate top with $A>B \gg C$ ). Here the Hamiltonian is set up in terms of $\hat{\mathcal{J}}^{2}, \hat{\mathcal{J}}_{z}^{2}$ and $\hat{\mathcal{J}}_{x}^{2}-\hat{\mathcal{J}}_{y}^{2}$ employing the $I^{r}$ representation:

$$
\begin{equation*}
\hat{\mathcal{H}}_{\text {rid }}=\frac{1}{2}(A+C) \hat{\mathcal{J}}^{2}+\left[A-\frac{1}{2}(B+C)\right] \hat{\mathcal{J}}_{z}^{2}+\frac{1}{2}(B-C)\left(\hat{\mathcal{J}}_{x}^{2}-\hat{\mathcal{J}}_{y}^{2}\right) \tag{2.33}
\end{equation*}
$$

The asymmetric-top Hamiltonian $\hat{\mathcal{H}}_{\text {rot }}$ does not commute with $\hat{\mathcal{J}}_{z}$ any more, which means that the projection of the total angular momentum on any of the molecule-fixed axes is not constant. Nevertheless, the basis set of the asymmetric-top Hamiltonian can be set up by linear combinations of the angular momentum basis set $|J K M\rangle$ [117, Chap. 7]. The matrix representation of the rotational Hamiltonian in Equation 2.33 is block diagonal in $J$ and $M$ and has only off-diagonal elements in $K$. The non-vanishing elements are given by [115]:

$$
\begin{align*}
\langle J K M| \hat{\mathcal{H}}_{\text {rid }}|J K M\rangle & =\frac{1}{2}(B+C)\left(J(J+1)-K^{2}\right)+A K^{2}  \tag{2.34}\\
\langle J K M| \hat{\mathcal{H}}_{\text {rii }}|J K \pm 2 M\rangle & =\frac{1}{4}(B-C)[(J(J+1)-K(K \pm 1))(J(J+1)-(K \pm 1)(K \pm 2))]^{\frac{1}{2}} \tag{2.35}
\end{align*}
$$

Each $J$-level can be evaluated individually, because the energy matrix is diagonal in $J$. Hence, for a specific $J$-level the matrix is quadratic with $2 J+1$ rows and columns, both representing $K$-values ranging from $-J$ to $+J$. In comparison to the symmetric-top eigenvalues, the $\mathcal{E}_{J K M}=\mathcal{E}_{J-K M}$ degeneracy is lifted, but the $2 J+1$ degeneracy in $M$ remains in the absence of an electric field.

The asymmetry parameter $\kappa$ is used to describe the asymmetry of a molecule [41, Chap. 4]:

$$
\begin{equation*}
\kappa=\frac{2 B-A-C}{A-C} \tag{2.36}
\end{equation*}
$$

For prolate symmetric tops, $\kappa$ equals -1 and in the oblate symmetric-top limit $\kappa$ is 1 (compare Fig. 2.3). For asymmetric-top molecules, the expectation value of the operator $\hat{\mathcal{J}}_{z}$ is not constant and the symmetric-top quantum number $K$ is not suited for labeling the energy levels. Therefore, the energy levels of an asymmetric top are labeled using the King-HainerCross notation with the pseudo quantum numbers $K_{a}$ and $K_{c}$ indicating the $K$-values for the limiting cases of a prolate and oblate symmetric-top molecule, respectively (compare Fig. 2.3) [118]. Also the energy ordering of the levels can be extracted from the $K_{a}$ and $K_{c}$ values: the difference $K_{a}-K_{c}$ gives the position in the energy level ordering ranging from $-J$ to $+J$. The energy level scheme of an asymmetric-top molecule is illustrated in Figure 2.3 for different values of $\kappa$.

The selection rules for an asymmetric top are more complicated than for a symmetric-top molecule because all three dipole moment components along the principle axes can be nonvanishing. Each dipole moment component enables a set of transitions with different selection rules for the pseudo quantum numbers $K_{a}$ and $K_{c}$. They are summarized in Table 2.2.

Table 2.2: Summary of the different types of possible transitions in an asymmetric-top molecule and the corresponding selection rules for the pseudo quantum numbers $K_{a}$ and $K_{c}$.

|  | dipole | $\Delta K_{a}$ | $\Delta K_{c}$ |
| :---: | :---: | :---: | :---: |
| $a$-type | $\mu_{a}$ | $0, \pm 2, \ldots$ | $\pm 1, \pm 3, \ldots$ |
| $b$-type | $\mu_{b}$ | $\pm 1, \pm 3, \ldots$ | $\pm 1, \pm 3, \ldots$ |
| $c$-type | $\mu_{c}$ | $\pm 1, \pm 3, \ldots$ | $0, \pm 2, \ldots$ |

The selection rules for $J$ and $M$ are $\Delta J=0, \pm 1$ and $\Delta M=0$. Transitions with $\Delta J=$ -1 constitute the $P$-branch and transitions with $\Delta J=+1$ the $R$-branch. In contrast to symmetric-top molecules, also transitions with $\Delta J=0$ appear in the spectrum: the $Q$-branch. In emission spectroscopy only $P$ - and $Q$-branch transitions are observed. A permanent dipole moment is a strict requirement for observing pure rotational spectra of any kind of molecule.

In the preceding paragraph, it was assumed for simplicity that molecules are rigid rotors, but real molecules are flexible. Molecular vibrations, internal rotations, and centrifugal forces can distort the geometry of a molecule from its equilibrium. Because vibrations happen on a much faster timescale than the rotation of a molecule, they can be included parametrically into the Hamiltonian. Thus in practice, a different set of rotational constants is used for each normal vibrational mode. Internal rotation and centrifugal distortion can not be treated in an effective manner because they alter or contribute to the angular momenta. Whereas the theory of internal rotation is covered in Section 2.3, the effects of centrifugal distortion are shortly reviewed in the following. In order to correct for centrifugal stretching of the molecule due to its rotation, higher order terms of the angular momenta need to be included into the Hamiltonian. Because of time-reversal symmetry, the odd-order terms vanish and only the even order terms need to be considered [119]:

$$
\begin{equation*}
\hat{\mathcal{H}}_{c d}=\hat{\mathcal{H}}_{r i d}+\frac{\hbar^{4}}{4} \sum_{\alpha \beta \gamma \delta} \tau_{\alpha \beta \gamma \delta} \hat{\mathcal{J}}_{\alpha} \hat{\mathcal{J}}_{\beta} \hat{\mathcal{J}}_{\gamma} \hat{\mathcal{J}}_{\delta}+O(6)+\ldots \tag{2.37}
\end{equation*}
$$

$\alpha, \beta, \gamma$ and $\delta$ can take any value of $x, y$ and $z$. The parameters $\tau_{\alpha \beta \gamma \delta}$ are related to the force constants within a molecule. In principle the sum in Equation 2.37 has $3^{4}=81$ components, but Watson demonstrated, that due to symmetry properties and commutation relations, the number of components can be reduced to five determinable linear combinations of fourth-order corrections [119, 120]. Two different reduction schemes have been established in rotational spectroscopy: the A- and the S-reduction. The first one is best suited for most asymmetrictop molecules, the latter one, as the name indicates, is designed for symmetric and slightly asymmetric-top molecules. In the A-reduction, the rotational Hamiltonian including the five
quartic centrifugal distortion constants $\Delta_{J}, \Delta_{J K}, \Delta_{K}, \delta_{J}$ and $\delta_{K}$ is given by [117, Chap. 8]:

$$
\begin{align*}
\mathcal{H}_{c d}^{(A)}= & \frac{1}{2}\left(B^{(A)}+C^{(A)}\right) \hat{\mathcal{J}}+\left[A^{(A)}-\frac{1}{2}\left(B^{(A)}+C^{(A)}\right)\right] \hat{\mathcal{J}}_{z}^{2} \\
& +\frac{1}{2}\left(B^{(A)}-C^{(A)}\right)\left(\hat{\mathcal{J}}_{x}^{2}-\hat{\mathcal{J}}_{y}^{2}\right)-\Delta_{J} \hat{\mathcal{J}}^{4}-\Delta_{J K} \hat{\mathcal{J}}^{2} \hat{\mathcal{J}}_{z}^{2}-\Delta_{K} \hat{\mathcal{J}}_{z}^{4}  \tag{2.38}\\
& -2 \delta_{J} \hat{\mathcal{J}}^{2}\left(\hat{\mathcal{J}}_{x}^{2}-\hat{\mathcal{J}}_{y}^{2}\right)+\delta_{K}\left[\hat{\mathcal{J}}_{z}^{2}\left(\hat{\mathcal{J}}_{x}^{2}-\hat{\mathcal{J}}_{y}^{2}\right)+\left(\hat{\mathcal{J}}_{x}^{2}-\hat{\mathcal{J}}_{y}^{2}\right) \hat{\mathcal{J}}_{z}^{2}\right] \\
& +O(6)+\ldots
\end{align*}
$$

For a linear molecule, $\Delta_{J}$ is the only non-vanishing distortion constant and directly linked to the interatomic forces. Also for some symmetric-top molecules, the distortion constants can be related to the internuclear forces [121]. But for most asymmetric-top molecules, the distortional constants cannot provide any detailed information of the forces at play inside a molecule because of the number of different force constants involved. Even though the information is limited for this class of molecules, the distortion constants provide an idea of the stiffness of the molecule, especially when compared to other, similar molecules. Quartic distortional constants are usually much smaller than the rotational constants by three to six orders of magnitude, but they are gaining importance for high-resolution measurements and rotational spectra including high $J$ and/or high $K$ states. However, the main benefit of the centrifugal distortion terms is the more accurate description of the rotational Hamiltonian, rather than a direct correlation to molecular properties. The rotational constants depend on the order of the correction and the type of reduction employed, which is indicated by the superscript in the Hamiltonian 2.38. The zero-order or 'rigid' rotational constants can be extracted from the 'nonrigid' rotational constants and the centrifugal distortion constants [117]. This becomes crucial when 'rigid' rotational constants are required for structure determination or for comparison with rotational constants calculated by quantum chemistry programs. The matrix representation of the nonrigid Hamiltonian is still diagonal in $J$ and $M$ with the following elements [117, Chap. 8]:

$$
\begin{align*}
\langle J K M| \hat{\mathcal{H}}_{c d}^{(A)}|J K M\rangle= & \frac{1}{2}\left(B^{(A)}+C^{(A)}\right)\left(J(J+1)-K^{2}\right)+A^{(A)} K^{2}-\Delta_{J} J^{2}(J+1)^{2}  \tag{2.39}\\
& -\Delta_{J K} J(J+1) K^{2}-\Delta_{K} K^{4}+O(6)+\ldots \\
\langle J K M| \hat{\mathcal{H}}_{c d}^{(A)}|J K \pm 2 M\rangle= & \left\{\frac{1}{4}\left(B^{(A)}-C^{(A)}\right)+\delta_{J} J(J+1)+\frac{1}{2} \delta_{J K}\left[K^{2}+(K \pm 2)^{2}\right]\right\}  \tag{2.40}\\
& \times[(J(J+1)-K(K \pm 1))(J(J+1)-(K \pm 1)(K \pm 2))]^{\frac{1}{2}} \\
& +O(6)+\ldots
\end{align*}
$$

### 2.2 Hyperfine splitting: Nuclear quadrupole coupling

Most concepts for fine and hyperfine splittings in molecular spectra can be adapted from atoms. For atoms, spin-orbit coupling of the electrons and the interaction of the magnetic nuclear moment with the magnetic fields of the electrons are the main source of fine and hyperfine splittings. However, the ground state of the molecules investigated herein is a
${ }^{1} \Sigma$ state with no electronic angular momentum and a vanishing electronic spin, because all electrons are paired in a closed-shell configuration. As a consequence, the main contribution to the fine and hyperfine splitting in atomic spectra are negligible for most ground-state molecules. Of course, excited electronic states or the corresponding molecular ions may still account for nonzero electronic angular momenta or electronic spin. Hence, the more important hyperfine interaction within these ground-state molecules is the coupling of the nuclear charge density $\rho(\mathbf{r})$ with the electric potential $V(\mathbf{r})$ generated by the electrons and the other nuclei:

$$
\begin{equation*}
E_{Q}=\int \rho(\mathbf{r}) V(\mathbf{r}) d \mathbf{r} \tag{2.41}
\end{equation*}
$$

with the integral evaluated over the whole nuclear volume. The potential produced by the extranuclear charges can be expressed in a multipole expansion and the interaction is thus given by:

$$
\begin{equation*}
E_{Q}=\underbrace{V(0) \int \rho d \mathbf{r}}_{\text {monopole term }}+\underbrace{\left.\sum_{i=0}^{3} \frac{\partial V}{\partial x_{i}}\right|_{\mathbf{r}=0} \int x_{i} \rho d \mathbf{r}}_{\text {dipole term }}+\underbrace{\left.\frac{1}{2} \sum_{i=0}^{3} \sum_{j=0}^{3} \frac{\partial^{2} V}{\partial x_{i} x_{j}}\right|_{\mathbf{r}=0} \int x_{i} x_{j} \rho d \mathbf{r}}_{\text {quadrupole term }}+\ldots \tag{2.42}
\end{equation*}
$$

where the $x_{i}$ are the Cartesian coordinates $x, y, z$. The integration of the monopole term gives the constant $Z e V(0)$, where $Z$ is the atomic number of the nucleus. For symmetry reasons, the dipole moment of the nuclear charge distribution vanishes for all nuclei [41, Chap. 5]. Hence, the nuclear quadrupole moment is the first nonzero and non-constant term in the series accessible by spectroscopic measurements. The motion and the nuclear charge distribution is dependent on the nuclear spin angular momentum operator $\hat{\mathbf{I}}$. The eigenvalues of the total nuclear spin operator $\hat{\mathbf{I}}^{2}$ in the nuclear spin basis $\left|I M_{I}\right\rangle$ are:

$$
\begin{equation*}
\hat{\mathbf{I}}^{2}\left|I M_{I}\right\rangle=\hbar^{2} I(I+1) \tag{2.43}
\end{equation*}
$$

It can be shown that the quadrupole moment vanishes for nuclei with a spin smaller than one [115]. However, many atoms have at least one isotope with a nuclear spin equal or larger than one, but often this isotope is not the most abundant one or is unstable. Prominent examples of stable quadrupolar nuclei are nitrogen ${ }^{14} \mathrm{~N}$ with $I=1$, chlorine ${ }^{35} \mathrm{Cl}$ and ${ }^{37} \mathrm{Cl}$ with $I=3 / 2$, bromine ${ }^{81} \mathrm{Br}$ and ${ }^{79} \mathrm{Br}$ with $I=3 / 2$ and iodine ${ }^{127} \mathrm{I}$ with $I=5 / 2$. Also metals have significant nuclear quadrupole moments, and some have been studied employing microwave spectroscopy in the recent past [122-124]. A compilation of nuclear spins and quadrupole moments of most isotopes is provided by the International Union of Pure and Applied Chemistry (IUPAC) [125].

Because the electric potential $V$ must satisfy the Laplace equation, the quadrupole term in Equation 2.41 can be expressed as a quantum-mechanical Hamiltonian with the tensors of second rank $\hat{Q}_{i j}$ and $\hat{V}_{i j}$ [115]:

$$
\begin{equation*}
\hat{H}_{Q}=\frac{1}{6} \hat{Q}_{i j} \cdot \hat{V}_{i j}=\frac{1}{6} \sum_{i} \sum_{j} \hat{Q}_{i j} \hat{V}_{i j} \tag{2.44}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{V}_{i j}=\left.\frac{\partial^{2} V}{\partial x_{i} x_{j}}\right|_{\mathbf{r}=0} \tag{2.45}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{Q}_{i j}=\int\left(3 x_{i} x_{j}-\delta_{i j} \mathbf{r}^{2}\right) \rho d \mathbf{r} \tag{2.46}
\end{equation*}
$$

For an atomic nucleus, the operator $\hat{Q}_{i j}$ can be rewritten in terms of the nuclear spin operator $\hat{\mathbf{I}}$. The non-trivial derivation includes irreducible tensor methods, Glebsch-Gordan coefficients, and the Wigner-Eckart theorem. Charles Slichter provides a good review in his book [126]. Here only the final result is stated:

$$
\begin{equation*}
\hat{H}_{Q}=\frac{e Q}{6 I(2 I-1)} \sum_{i} \sum_{j} \hat{V}_{i j}\left[\frac{3}{2}\left(\hat{I}_{i} \hat{I}_{j}+\hat{I}_{j} \hat{I}_{i}\right)-\delta_{i j} \hat{\mathbf{I}}^{2}\right] \tag{2.47}
\end{equation*}
$$

The quantity $Q$ represents the quadrupolar moment of the nucleus (as tabulated in Ref. [125]), and $e$ is the elementary charge. Its product is given by the matrix element of the operator component $\hat{Q}_{z z}$, where $z$ is pointing along the direction of the nuclear spin:

$$
\begin{equation*}
e Q=\left\langle I M_{I}=I\right| \hat{Q}_{z z}\left|I M_{I}=I\right\rangle \tag{2.48}
\end{equation*}
$$

Note that $\hat{Q}_{z z}$ is the only relevant component of the tensor operator $\hat{Q}_{i j}$ for deriving the quadrupolar moment. This result is due to the fact that the nuclear charges are moving rapidly along the $z$-axis and consequently the charge distribution appears cylindrically symmetric. Therefore the quadrupolar moment is a measure of the deviation of the nuclear charge distribution from spherical symmetry. For a positive $Q$, the charge distribution is elongated along z. $Q$ has negative values for a flattened charge distribution [41, Chap. 5].

The general Hamiltonian in Equation 2.47 holds for all kinds of substances with quadrupolar nuclei: solids, liquids and gases. For rotational spectroscopy, the molecules under study need to be in the gas phase and thus the nuclear spin $\hat{\mathbf{I}}$ and the angular momentum of the molecule $\hat{\mathbf{J}}$ couple to the total angular momentum $\hat{\mathbf{F}}$ with $\hat{\mathbf{F}}=\hat{\mathbf{J}}+\hat{\mathbf{I}}$. The angular momenta $\hat{\mathbf{J}}$ and $\hat{\mathbf{I}}$ are precessing about $\hat{\mathbf{F}}$, while $\hat{\mathbf{F}}$ is precessing about a space-fixed axis and only the absolute value of the total angular momentum $\hat{\mathbf{F}}^{2}$ and one of its components $\hat{F}_{Z}$ can be measured simultaneously. The corresponding eigenvalues in the product basis of the angular momentum eigenfunctions $|J K M\rangle$ and the nuclear spin eigenfunctions $\left|I M_{I}\right\rangle$ are:

$$
\begin{align*}
\hat{\mathbf{F}}^{2}\left|J K I F M_{F}\right\rangle & =\hbar^{2} F(F+1)  \tag{2.49}\\
\hat{F}_{Z}\left|J K I F M_{F}\right\rangle & =M_{F} \hbar  \tag{2.50}\\
\hat{\mathbf{I}}^{2}\left|J K I F M_{F}\right\rangle & =\hbar^{2} I(I+1) \tag{2.51}
\end{align*}
$$

with

$$
\begin{aligned}
F & =J+I, J+I-1, \ldots,|J-I| \\
M_{F} & =F, F-1, \ldots,-F
\end{aligned}
$$



Figure 2.4: The frequency differences for two implementations of the quadrupole coupling Hamiltonian for different values of the quadrupole coupling constant $\chi_{z z}$. Various transitions of a symmetric-top molecule ( $B=890 \mathrm{MHz}$ ) are used to compare the prediction of the program XIAM neglecting terms in the Hamiltonian that are offdiagonal in $J$ and the prediction of the program SPCAT that considers all relevant terms of the Hamiltonian. The difference between the two implementations depends heavily on the quantum numbers $J, K$ and $F$ involved in the transition. The values of the quadrupole coupling constant $\chi_{z z}$ of the halogens chlorine ( $\chi_{z z} \approx 50-70 \mathrm{MHz}$ ), bromine ( $\chi_{z z} \approx 400-600 \mathrm{MHz}$ ), and iodine ( $\chi_{z z} \approx 1700-2300 \mathrm{MHz}$ ) suggest that already for the description of the quadrupole coupling of chlorine, the use of the full Hamiltonian is recommended in high-resolution microwave spectroscopy.

The quadrupolar moment operator $\hat{Q}_{i j}$ in the Hamiltonian (Eqn. 2.44) is set up in the nuclear spin axis system with the $z$-axis pointing along the nuclear spin. Hence the electric field gradient operator $\hat{V}_{i j}$ needs to be expressed in the same space-fixed axis system. Thus for a rotating molecule the electric field gradient operator becomes dependent on the angular momentum operator $\hat{\mathbf{J}}$ describing the rotation of the molecule. Averaged over the molecular rotation, the charge distribution is cylindrically symmetric along an axis $z_{J}$ parallel to $\hat{\mathbf{J}}$. Employing the Laplace equation it can be shown that the Hamiltonian is only dependent on $\frac{\partial^{2} V}{\partial z_{J}^{2}}$.

In general, the matrix representation of the Hamiltonian $\hat{H}_{Q}$ is not diagonal in $J$, because the quadrupole coupling alters the rotational wavefunctions. $J$ is therefore not a 'good' quantum number anymore. Benz et al. derived the matrix elements of $\hat{H}_{Q}$ using irreducible tensor operator methods [127]. However, for small quadrupolar moments the off-diagonal terms are negligible, because $\hat{\mathbf{J}}$ almost coincides with $\hat{\mathbf{F}}$. In this case, $\hat{H}_{Q}$ can be expressed in terms of nuclear spin and angular momentum operators [117, Chap. 9]:

$$
\begin{equation*}
\hat{H}_{Q}=\frac{e Q q_{J}}{2(2 J-1) I(2 I-1)}\left[3(\hat{I} \cdot \hat{J})^{2}+\frac{3}{2} \hat{I} \cdot \hat{J}-\hat{I}^{2} \hat{J}^{2}\right] \tag{2.52}
\end{equation*}
$$

where $q_{J}$ describes the expectation value of the electric field gradient at the position of the nucleus along $z_{J}$ :

$$
\begin{equation*}
q_{J}=\langle J K M=J| \frac{\partial^{2} V}{\partial z_{J}^{2}}|J K M=J\rangle \tag{2.53}
\end{equation*}
$$

The corresponding energies are given by [117, Chap. 9]:

$$
\begin{align*}
E_{Q} & =\frac{e Q q_{J}}{J} \frac{\frac{3}{4} C(C+1)-I(I+1) J(J+1)}{2(2 J-1) I(2 I-1)}  \tag{2.54}\\
C & =F(F+1)-I(I+1)-J(J+1)
\end{align*}
$$

Whether the simplified Hamiltonian in Equation 2.52 can be used or not is firstly a question of the magnitude of the quadrupolar moment and secondly dependent on the spectral resolution of the experiment. In Figure 2.4, the difference for various transition frequencies obtained by including off-diagonal elements on one hand and by neglecting the off diagonal elements on the other hand are plotted for a symmetric-top molecule ( $B=890 \mathrm{MHz}$ ) against the magnitude of a virtual quadrupolar moment. The graph shows that for chlorine, bromine, and iodine the off-diagonal terms are not negligible in state-of-the-art microwave spectrometers.

The scalar molecular property $e Q q_{J}$ is usually expressed in the principal axis system of the molecule, because these quantities are determined experimentally:

$$
\chi^{(2)}=e Q q^{(2)}=\left(\begin{array}{lll}
\chi_{a a} & \chi_{a b} & \chi_{a c}  \tag{2.55}\\
\chi_{b a} & \chi_{b b} & \chi_{b c} \\
\chi_{c a} & \chi_{c b} & \chi_{c c}
\end{array}\right)
$$

with the elements of the second-order tensor $q^{(2)}: q_{\alpha \beta}=\frac{\partial^{2} V}{\partial \alpha \partial \beta}$, where $\alpha$ and $\beta$ can take any of the values $a, b$ and $c$. For weakly coupling nuclei, such as nitrogen and chlorine, only the diagonal elements of $\chi^{(2)}$ are experimentally accessible. Furthermore, $\chi^{(2)}$ is symmetric and traceless $\left(\chi_{a a}+\chi_{b b}+\chi_{c c}=0\right)$.

Upon diagonalization $\chi^{(2)}$ is rotated into the principal axis system of the field gradient, with the diagonal elements $\chi_{x x}, \chi_{y y}$ and $\chi_{z z}$. For diagonalizing $\chi^{(2)}$, the off-diagonal elements are also needed, but they are usually not determined by experiments and, if so, they usually bear large errors (besides strongly coupling nuclei, such as iodine or rhenium). They are usually taken from quantum chemical calculations, which are capable of predicting the elements of $\chi^{(2)}$ to an acceptable accuracy, depending on the quadrupolar nuclei. The largest component is assigned to $\chi_{z z}$, which points along the bond direction.

The field gradient provides valuable information about the charge distribution in the vicinity of the quadrupolar nucleus. This information is linked to the character of the chemical bond in which the quadrupolar atom is involved, assuming that the atom is only bound to one other atom. For axially symmetric bonds (such as $\sigma$-bonds) the following relation holds: $\chi_{x x}=\chi_{y y}=-\frac{1}{2} \chi_{z z}$. Any deviation from axial symmetry reflects itself in the asymmetry

Table 2.3: Compilation of the atomic spin I, its quadrupole moment $Q$, and the value of the atomic quadrupole coupling constant eQqn10, where the subscript n10 labels a p-state with the atomic main quantum number $n$.

|  |  | $I$ | $Q\left(\mathrm{fm}^{2}\right)^{1}$ | $e Q q_{n 10}(\mathrm{MHz})^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| deuterium | ${ }^{2} \mathrm{H}$ | 1 | $+0.286(2)$ | - |
| nitrogen | ${ }^{14} \mathrm{~N}$ | 1 | $+2.001(10)$ | $-10(n=2)$ |
| chlorine | ${ }^{35} \mathrm{Cl}$ | $3 / 2$ | $8.50(11)$ | $+109.74(n=3)$ |
|  | ${ }^{37} \mathrm{Cl}$ | $3 / 2$ | $-6.44(7)$ | $+86.51(n=3)$ |
| bromine | ${ }^{79} \mathrm{Br}$ | $3 / 2$ | $31.8(5)$ | $-769.76(n=4)$ |
|  | ${ }^{81} \mathrm{Br}$ | $3 / 2$ | $+26.6(4)$ | $-643.03(n=4)$ |
| iodine | ${ }^{127} \mathrm{I}$ | $5 / 2$ | $72.0(20)$ | $+2292.71(n=5)$ |

${ }^{1}$ all values from Reference [125]
${ }^{2}$ all values from Reference [117, Chap. 14]
parameter $\eta$ [117, Chap. 14]:

$$
\begin{equation*}
\eta=\frac{\chi_{x x}-\chi_{y y}}{\chi_{z z}} \tag{2.56}
\end{equation*}
$$

For example, a double bond is expected to give rise to a nonzero asymmetry parameter. In planar molecules a good measure for the $\pi$-bonding nature is the Goldstein parameter $\delta$ [128]:

$$
\begin{equation*}
\delta=\frac{2}{3} \frac{\chi_{x x}-\chi_{y y}}{e Q q_{n 10}} \tag{2.57}
\end{equation*}
$$

The parameter $q_{n 10}$ is the field gradient produced by the p-electrons of the atoms. Hence, it is an atomic quantity, which can be measured precisely by atomic beam resonance experiments. There is evidence that d-electrons are more effectively screened from the nucleus than pelectrons, which contribute most to the electric field gradient at the nuclear position [117, Chap. 14]. The values of $Q$ and $e Q q_{n 10}$ for various elements are listed in Table 2.3.

Maybe the most general information deduced from the nuclear quadrupole coupling hyperfine splitting is $i_{c}$, a parameter describing the ionic character of the bond [117, Chap. 14]:

$$
\begin{equation*}
i_{c}=1+\frac{\chi_{z z}}{e Q q_{n 10}} \tag{2.58}
\end{equation*}
$$

$i_{c}$ is zero for completely covalently bound atoms with quadrupolar nuclei and one for totally ionic bonds.

Other approaches have been derived in the past to extract more information about the bond nature from the nuclear quadrupole coupling constants. Townes and Schawlow present a theory to exploit the quadrupole coupling constant for the determination of the electronic structure. But their theory depends on assumptions that make them applicable only to


Figure 2.5: Three fold barrier of an internal rotor with $C_{3 V}$-symmetry, i.e. methyl group. The horizontal lines represent the energy levels of the internal rotor and they are marked with the harmonic oscillator quantum number $\nu$ and the symmetry label $\sigma$.
specific classes of molecules [129, Chap. 9].
The selection rules for $J$ and $K$ (or $K_{a}$ and $K_{c}$ ) of symmetric or asymmetric-top molecules are still valid. In addition the selection rules for the quantum number $F$ and $M_{F}$ are given by [115]:

$$
\begin{align*}
\Delta F & =0, \pm 1  \tag{2.59}\\
\Delta M_{F} & =0, \pm 1 \tag{2.60}
\end{align*}
$$

Because the rotational energy levels split up into various $F$-sublevels (compare Eqn. 2.54), the rotational transitions exhibit a hyperfine structure. For example for a molecule containing one atom with a nuclear spin of $I=3 / 2$, nine hyperfine components are present for transitions involving $J^{\prime}, J^{\prime \prime}>2$. In symmetric-top molecules the $K$-degeneracy of the transitions is lifted. The hyperfine pattern collapses quickly with increasing $J$, so that low $J$ transitions are best suited to study nuclear quadrupole coupling.

### 2.3 Internal rotation

Internal rotation is an important example of intramolecular large amplitude motion. Large amplitude motion refers to internal movement with amplitudes on the order of the molecular bond length, which may alter the molecular structure significantly or convert the molecule from one equivalent structure to another one via tunneling. Large amplitude motions are usually the result of shallow double or even multi-well potentials, where the conventionally
isolated rotational and vibrational degrees of freedom are coupled. Depending on the temperature of the molecular sample, large amplitude motion includes large librational oscillations in a shallow potential (mostly observed in molecular clusters), soft internal rotations (like methyl group internal rotation), inversion motions (e.g. inversion of an amino group), proton tunneling, ring puckering, and structural isomerizations.

For this work, only the internal rotation of the methyl group, a symmetric rotor with $C_{3 V^{-}}$ symmetry, is of interest. The one-dimensional rotation of a bound methyl group in the molecular potential $V(\alpha)$ is described by the following Schrödinger equation:

$$
\begin{equation*}
\hat{H} \varphi(\alpha)=\left[-F \frac{\partial^{2}}{\partial \alpha^{2}}+V(\alpha)\right] \varphi(\alpha)=E \varphi(\alpha) \tag{2.61}
\end{equation*}
$$

where $\alpha$ is the rotation angle and $F$ is the reduced rotational constant for the motion of the methyl rotor relative to the remaining molecular framework (defined in Eqn. 2.69). Because of the symmetry properties of the methyl top, the potential $V(\alpha)$ can be expanded in the following manner:

$$
\begin{equation*}
V(\alpha)=\frac{V_{3}}{2}(1-\cos 3 \alpha)+\frac{V_{6}}{2}(1-\cos 6 \alpha)+O(9)+\ldots \tag{2.62}
\end{equation*}
$$

For most molecules, the expansion can be truncated after the first term, but for some molecules with certain symmetry properties higher order terms gain importance. The $V_{3}$ part of the potential even vanishes for toluene or $p$-substituted halotoluenes (see Chap. 4).

For simplicity only three-fold barriers are considered here, where all but the $V_{3}$ coefficient vanish in the expansion. The shape of such a potential is illustrated in Figure 2.5. The solutions for the Hamiltonian in Equation 2.61 are easily obtained for the two limiting cases $V_{3} \rightarrow 0$ and $V_{3} \rightarrow \infty$. For the free rotor case ( $V_{3}=0$ ) the eigenfunctions $\varphi^{(0)}(\alpha)$ and the energy eigenvalues $E^{(0)}$ have the form [117, Chap. 12]:

$$
\begin{align*}
\varphi^{(0)}(\alpha) & =A e^{i m \alpha}  \tag{2.63}\\
E^{(0)} & =F m^{2} \tag{2.64}
\end{align*}
$$

The values for the quantum number $m=0, \pm 1, \pm 2, \ldots$ are obtained by applying the boundary conditions $\varphi^{(0)}(\alpha)=\varphi^{(0)}(\alpha+2 \pi)$. Each level is twofold degenerate, which corresponds to the different directions of the rotation in a classical picture. For high barriers, $V_{3} \rightarrow \infty$, the potential can be expanded in $\cos 3 \alpha$ around small values of $\alpha$ in a Taylor series:

$$
\begin{equation*}
\cos 3 \alpha=1-\frac{9}{2} \alpha^{2}+\frac{27}{8} \alpha^{4}+\ldots \tag{2.65}
\end{equation*}
$$

If the expansion is truncated after the quadratic term, the well known harmonic oscillator wavefunctions are solutions for the Hamiltonian with the energies [117, Chap. 12]:

$$
\begin{equation*}
E^{(\infty)}=\sqrt{3 V_{3} F}\left(\nu+\frac{1}{2}\right) \tag{2.66}
\end{equation*}
$$



Figure 2.6: Energy levels of an internal rotor as a function of the barrier height of a three-fold potential. The reduced rotation constant $F$ was set to 1 MHz . In the limit $V_{3} \rightarrow 0$, the energies are twofold degenerate and coincide with the free rotor energies (quantum number $m$ ) as can be seen in the inset. For $V_{3} \rightarrow \infty$ the energies are threefold degenerate and converge to the harmonic oscillator energies (quantum number $\nu$ ).

The quantum number $\nu$ can take the integer values $0,1,2, \ldots$ and each of the vibrational sublevels is triply degenerate, which corresponds to a vibration in every well of the potential. If the barrier has finite height, tunneling through the barrier can occur and the formerly triply degenerate vibrational sublevels split into two degenerate levels designated with the symmetry label E (and the quantum number $\sigma= \pm 1$ ) and one nondegenerate level A (and the quantum number $\sigma=0$ ). Hence, the newly introduced quantum number $\sigma$ defines the symmetry of the corresponding torsional wavefunction. For the general problem with a finite value of $V_{3}$, the Schrödinger equation can be rewritten as a Mathieu equation [130]. The solutions are given by the following Fourier series:

$$
\begin{equation*}
\varphi_{\nu \sigma}(\alpha)=|\nu \sigma\rangle=\sum_{k=-\infty}^{\infty} A_{k}^{(\nu)} e^{i(3 k+\sigma) \alpha} \tag{2.67}
\end{equation*}
$$

The calculation of the eigenvalues and the $A_{k}^{(\nu)}$ coefficients is described in Reference [117, Chap. 12]. In Figure 2.6 the energies of the internal rotor are plotted versus the potential height. For $V_{3} \rightarrow 0$ the energies are twofold degenerate and coincide with the free rotor energies and for $V_{3} \rightarrow \infty$ the energies are threefold degenerate and coalesce with the harmonic oscillator energies.

For deriving the Hamiltonian, which includes both the overall and the internal rotations, one needs to consider the coupling of these two motions. Neglecting any distortional effects, the rotational Hamiltonian of a molecule with one internal rotor is expressed in the principal axis
system (PAS) [117, Chap. 12]:

$$
\begin{equation*}
\hat{\mathcal{H}}_{\text {int }}=A \hat{\mathcal{J}}_{a}^{2}+B \hat{\mathcal{J}}_{b}^{2}+C \hat{\mathcal{J}}_{c}^{2}+F\left(\hat{\mathbf{j}}_{\alpha}-\rho_{a} \hat{\mathcal{J}}_{a}-\rho_{b} \hat{\mathcal{J}}_{b}-\rho_{c} \hat{\mathcal{J}}_{c}\right)^{2}+V(\alpha) \tag{2.68}
\end{equation*}
$$

with

$$
\hat{j}_{\alpha}=-i \frac{\partial}{\partial \alpha}, \quad \rho_{g}=\frac{\lambda_{g} I_{\alpha}}{I_{g}}, \quad g=a, b, c
$$

and

$$
\begin{equation*}
F=\frac{\hbar}{2 r I_{\alpha}}, \quad r=1-\sum_{g=a, b, c} \lambda_{g}^{2} \frac{I_{\alpha}}{I_{g}} \tag{2.69}
\end{equation*}
$$

The angular momentum operator of the internal rotor $\hat{\mathbf{j}}_{\alpha}$ is expressed in the principle axis system and $I_{\alpha}$ represents the moment of inertia of the internal rotor. The orientation of the internal rotor in the principle axis system is defined by the direction cosines $\lambda_{a}, \lambda_{b}$, and $\lambda_{c}$. The cross terms $-2 \hat{\mathbf{j}}_{\alpha} \rho_{g} \hat{\mathcal{J}}_{g}$ impede a separation of the Hamiltonian because they depend on both the asymmetric rotor basis $|J K M\rangle$ and the torsional wavefunctions $|\nu \sigma\rangle$. If the barrier is high, the separation of the torsional energy levels of different $\nu$ is large compared with the rotational levels. Hence, the internal motion can be included parametrically into the Hamiltonian as perturbations. Applying a Van Fleck transformation, the Hamiltonian can be rewritten for a specific torsional state $|\nu \sigma\rangle$ [130]:

$$
\begin{equation*}
\hat{\mathcal{H}}_{i n t, \nu \sigma}=A \hat{\mathcal{J}}_{a}^{2}+B \hat{\mathcal{J}}_{b}^{2}+C \hat{\mathcal{J}}_{c}^{2}+F \sum_{n} W_{\nu \sigma}^{(n)}\left(\rho_{a} \hat{\mathcal{J}}_{a}+\rho_{b} \hat{\mathcal{J}}_{b}+\rho_{c} \hat{\mathcal{J}}_{c}\right)^{n} \tag{2.70}
\end{equation*}
$$

with the first three perturbation coefficients:

$$
\begin{align*}
W_{\nu \sigma}^{(0)} & =E_{\nu \sigma}  \tag{2.71}\\
W_{\nu \sigma}^{(1)} & =-2\langle\nu \sigma| \hat{j}|\nu \sigma\rangle  \tag{2.72}\\
W_{\nu \sigma}^{(2)} & =1+4 F \sum_{\nu^{\prime}} \frac{\left.|\langle\nu \sigma| \hat{j}| \nu^{\prime} \sigma\right\rangle\left.\right|^{2}}{E_{\nu \sigma}-E_{\nu^{\prime} \sigma}} \tag{2.73}
\end{align*}
$$

For a small reduced barrier $s=\frac{4 V_{3}}{9 F}$ or when $\rho$ and $K$ are both large, many terms of the perturbation series must be taken into account. This effect limits the procedure to high barrier cases where a rapid convergence of the perturbation series allows most of the higher order terms to be ignored. Note, odd perturbation terms vanish for A states $(\sigma=0)$. This implementation of the internal motion is called the principal axis method (PAM) and was successfully applied by Gerhard and coworkers on o-chlorotoluene [131]. They also provide a detailed description of the fitting procedure using the SPFIT program.

To overcome the drawbacks of not including the terms $-2 \hat{\mathbf{j}}_{\alpha} \rho_{g} \hat{\mathcal{J}}_{g}$ directly in the PAM Hamiltonian, two other methods have been proposed: the rho axis method (RAM) and the internal axis method (IAM). In the RAM, the coordinate system is rotated such that the $z$ axis is parallel to $\boldsymbol{\rho}$, which implies that $\rho_{x}$ and $\rho_{y}$ are zero. Then only the term $-2 \hat{\mathbf{j}}_{\alpha} \rho_{z} \hat{\mathcal{J}}_{z}$ is non-vanishing and is also diagonal in the quantum number $K$. This approach enables the


Figure 2.7: Two-level system with a ground state $|a\rangle$ and an excited state $|b\rangle$. A photon with the energy $\hbar \omega$ can transfer the system from the ground state to the excited state. The system decays after some time by stimulated or spontaneous emission. The photon emitted is resonant to the transition with the energy $\omega_{0}=\left(E_{b}-E_{a}\right) / \hbar$.
separation of the torsional and rotational parts of the Hamiltonian, but the torsional part remains $K$ dependent. The RAM Hamiltonian can be expressed as periodic solutions to the Mathieu equation, but the definition differs for the different programs employing this method: Belgi [132], ERHAM [133], the SPFIT front-end IAMCALC [134], and RAM36 [135]. For obvious reasons, the RAM is not applicable for molecules with more than one internal rotor. However, Woods proposed to use a combination of the RAM and the PAM, the combined axis method (CAM) [136, 137]. Hartwig et al. developed the program XIAM, which employs the CAM and is capable of handling molecules with up to three internal rotors [138]. In the XIAM program, the torsional states are evaluated in their individual rho-axis system and rotated to the principal axis system afterwards. In the IAM the term $-2 \hat{\mathbf{j}}_{\alpha} \rho_{z} \hat{\mathcal{J}}_{z}$ is eliminated by a second rotation, but the mathematical description of the Hamiltonian becomes complicated [139]. Thus, no program was developed employing this method up to now.

### 2.4 Bloch equations

In the proceeding sections, the unperturbed rotational Hamiltonian was derived. However to spectroscopically obtain information about the different energy levels of the molecule, the interaction with electromagnetic fields needs to be considered. To account for the interaction, the unperturbed rotational Hamiltonian $\hat{\mathcal{H}}_{0}$ is extended by a time dependent interaction term $\hat{V}(t)$. Usually $\hat{\mathcal{H}}_{0}$ is expressed as diagonal matrix with the unperturbed energy eigenvalues on the main diagonal and $\hat{V}(t)$ adds off-diagonal elements describing the coupling of the different states via the electromagnetic radiation [140]. For simplicity, the following discussion is limited to two coupling states. In the case of an isolated system of two non-degenerate eigenstates $|a\rangle$ and $|b\rangle$ (compare Fig. 2.7), the unperturbed Hamiltonian $\hat{\mathcal{H}}_{0}$ can be written:

$$
\hat{\mathcal{H}}_{0}=\left(\begin{array}{cc}
E_{a} & 0  \tag{2.74}\\
0 & E_{b}
\end{array}\right)
$$

The interaction is induced by a linearly polarized electromagnetic wave $\mathbf{F}$ propagating along the $y$-axis with the field amplitude $\mathcal{E}(\mathbf{r}, t)$ :

$$
\begin{equation*}
\mathbf{F}=\left(\frac{1}{2} \mathcal{E}(\mathbf{r}, t) \mathbf{e}_{z} e^{i(k y-\omega t)}+\frac{1}{2} \mathcal{E}^{*}(\mathbf{r}, t) \mathbf{e}_{z} e^{-i(k y-\omega t)}\right) \tag{2.75}
\end{equation*}
$$

where $\omega$ is the angular frequency and $k$ is the wave vector along the $y$-axis. For this example the field amplitude $\mathcal{E}$ is chosen such that it is a real quantity and constant in space and time. Furthermore, the propagation term $k y$ is neglected, because the interaction volume is assumed to be much smaller than the wavelength of the radiation (electric dipole approximation). The electromagnetic radiation $\mathbf{F}$ is then:

$$
\begin{equation*}
\mathbf{F}=\frac{1}{2} \mathcal{E} \mathbf{e}_{z}\left(e^{i \omega t}+e^{-i \omega t}\right) \tag{2.76}
\end{equation*}
$$

The interaction Hamiltonian $\hat{V}$ is given by the product of the space-fixed dipole moment operator $\hat{\mu}$ and the electromagnetic field $\mathbf{F}$ :

$$
\hat{V}(t)=\hat{\mu} \cdot \mathbf{F}=\left(\begin{array}{cc}
0 & \mu_{a b}  \tag{2.77}\\
\mu_{b a} & 0
\end{array}\right) \cdot \mathbf{F}=\left(\begin{array}{cc}
0 & \mu \\
\mu & 0
\end{array}\right) \cdot \mathbf{F}
$$

The transition dipole moment $\mu_{a b}$ is the complex conjugate of the transition dipole moment $\mu_{b a}$. If $\mu_{a b}$ is a real quantity ( $\mu_{a b}=\mu_{b a}^{*}=\mu_{b a} \equiv \mu$ ) and the quantization axis of the molecule is chosen to be parallel to the electromagnetic radiation (in this case along the $z$-axis), the Hamiltonian of the system $\hat{\mathcal{H}}$ can be expressed by:

$$
\hat{\mathcal{H}}=\hat{\mathcal{H}}_{0}-\hat{V}=\left(\begin{array}{cc}
E_{a} & -\frac{1}{2} \mu \mathcal{E}\left(e^{i \omega t}+e^{-i \omega t}\right)  \tag{2.78}\\
-\frac{1}{2} \mu \mathcal{E}\left(e^{i \omega t}+e^{-i \omega t}\right) & E_{b}
\end{array}\right)
$$

In rotational spectroscopy, a single molecule in a specific quantum state is not probed, but rather many molecules in a statistical ensemble of quantum states. These mixed states are best described by the density matrix formalism introduced by von Neumann [141]. Mixed quantum states and the density matrix formalism are explained in detail elsewhere [142], so that here only the important results and properties are stated. The density operator is defined by:

$$
\begin{equation*}
\hat{\rho}=\sum_{n} p_{n}\left|\psi_{n}\right\rangle\left\langle\psi_{n}\right| \tag{2.79}
\end{equation*}
$$

where $p_{n}$ is the probability to encounter a single quantum system of the mixture in the state $\left|\psi_{n}\right\rangle$. The density operator can be expressed in a matrix representation using a convenient set of $N$ basis states [142, Chap. 2]. The corresponding density matrix is a Hermitian $N \times N$ matrix with a trace of one. The diagonal elements represent the population of the different states, and the off-diagonal elements characterize the coherences between the different states. The density matrix contains the whole information of the statistical ensemble and especially
the expectation value of any observable $\hat{A}$ is given by:

$$
\begin{equation*}
\langle\hat{A}\rangle=\operatorname{Tr}(\hat{\rho} \hat{A}) \tag{2.80}
\end{equation*}
$$

The time evolution of the density matrix is predicted by the Liouville equation:

$$
\begin{equation*}
i \hbar \frac{\partial \hat{\rho}(t)}{\partial t}=[\hat{\mathcal{H}}(t), \hat{\rho}(t)] \tag{2.81}
\end{equation*}
$$

The density matrix for the two-level system discussed previously and illustrated in Figure 2.7 is defined by:

$$
\hat{\rho}=\left(\begin{array}{cc}
\rho_{a a} & \rho_{a b}  \tag{2.82}\\
\rho_{b a} & \rho_{b b}
\end{array}\right)
$$

Before the time evolution of the density matrix elements is derived, the Hamiltonian can be simplified by applying the rotating wave approximation (RWA), which is conveniently done in the interaction picture. After transforming the Hamiltonian back to the Schrödinger picture, the evaluation of the Liouville equation yields:

$$
\begin{align*}
\frac{\partial \rho_{a a}}{\partial t}=\dot{\rho}_{a a} & =-i \frac{\Omega}{2}\left(\rho_{a b} e^{-i \omega t}-\rho_{b a} e^{i \omega t}\right)  \tag{2.83}\\
\dot{\rho}_{b b} & =i \frac{\Omega}{2}\left(\rho_{a b} e^{-i \omega t}-\rho_{b a} e^{i \omega t}\right)  \tag{2.84}\\
\dot{\rho}_{a b} & =i \omega_{0} \rho_{a b}-i \frac{\Omega}{2}\left(\rho_{a a} e^{-i \omega t}-\rho_{b b} e^{i \omega t}\right)  \tag{2.85}\\
\dot{\rho}_{b a} & =-i \omega_{0} \rho_{b a}+i \frac{\Omega}{2}\left(\rho_{a a} e^{-i \omega t}-\rho_{b b} e^{i \omega t}\right) \tag{2.86}
\end{align*}
$$

with the Rabi frequency $\Omega=\frac{\mathcal{E} \mu}{\hbar}$ and the resonance frequency $\omega_{0}=\left(E_{b}-E_{a}\right) / \hbar$. The rapid oscillation at the optical frequency $\omega$ can be eliminated by transforming to a rotating frame:

$$
\begin{aligned}
\varrho_{a a} & =\rho_{a a}, \quad \varrho_{b b}=\rho_{b b} \\
\varrho_{a b} & =\rho_{a b} e^{i \omega t}, \quad \varrho_{b a}=\rho_{b a} e^{-i \omega t}
\end{aligned}
$$

The resulting equations are the so-called optical Bloch equations:

$$
\begin{align*}
\varrho_{a a} & =-i \frac{\Omega}{2}\left(\varrho_{a b}-\varrho_{b a}\right)  \tag{2.87}\\
\varrho_{b b} & =i \frac{\Omega}{2}\left(\varrho_{a b}-\varrho_{b a}\right)  \tag{2.88}\\
\varrho_{a b} & =-i \delta \varrho_{a b}-i \frac{\Omega}{2}\left(\varrho_{a a}-\varrho_{b b}\right)  \tag{2.89}\\
\varrho_{b a} & =i \delta \varrho_{b a}+i \frac{\Omega}{2}\left(\varrho_{a a}-\varrho_{b b}\right) \tag{2.90}
\end{align*}
$$

where $\delta=\omega-\omega_{0}$ is the detuning of the incoming radiation from resonance. The time dependence of the density matrix elements of a two-level system can be illustrated by the


Figure 2.8: (a) Rabi oscillations of the population difference $\Delta N$ for different values of the detuning neglecting all damping terms. Note, only on resonance can a complete population inversion be achieved. (b) The same values for the detuning as in (a) were used to mark the trace of the Bloch vector on the Bloch sphere. The Bloch vector itself moves on a cone with different opening angles depending on the detuning. The direction of the driving vector is indicated by arrows of different colors. In this example, the Bloch vector always has length one, because damping of the population or the coherences is neglected.

Bloch vector $\boldsymbol{\Theta}$ precessing about the effective field vector $\boldsymbol{\Lambda}$ [143]:

$$
\frac{\partial \boldsymbol{\Theta}}{\partial t}=\boldsymbol{\Lambda} \times \boldsymbol{\Theta} \quad \text { with } \quad \boldsymbol{\Theta}=\left(\begin{array}{c}
u  \tag{2.91}\\
v \\
w
\end{array}\right)=\left(\begin{array}{c}
\varrho_{a b}+\varrho_{b a} \\
i\left[\varrho_{a b}-\varrho_{b a}\right] \\
\varrho_{a a}-\varrho_{b b}
\end{array}\right)=\left(\begin{array}{c}
2 \cdot \operatorname{Re}\left(\varrho_{a b}\right) \\
2 \cdot \operatorname{Im}\left(\varrho_{a b}\right) \\
\Delta N
\end{array}\right)
$$

and

$$
\boldsymbol{\Lambda}=\left(\begin{array}{c}
-\Omega \\
0 \\
\delta
\end{array}\right)
$$

For a pure state two-level system, which can be described by a single state vector $|\psi\rangle$, the Bloch vector has unit length and the corresponding Hilbert space is the unit sphere, the so-called Bloch sphere. If the system is isolated the system will stay in a pure state. However, interaction with the environment usually introduces damping of the population and the coherences, and the system cannot be described by pure states any more, but instead by mixed states which lie within the Bloch sphere. Spontaneous emission or inelastic collisions are damping mechanisms, which act on both the populations and the coherences. They are phenomenologically included into the Bloch equations by the damping constant $\gamma_{1}$ [144]. In addition the coherence terms might be perturbed by phase changes due to elastic collisions. Hence, a second damping constant $\Gamma$ accounts for this process. Finally, the two damping terms for the coherences are combined in the damping constant $\gamma_{2}=\frac{\gamma_{1}}{2}+\Gamma$ and the Bloch


Figure 2.9: Scheme of transient emission spectroscopy. The polarization of the molecular ensemble builds up during the excitation pulse. When the polarization is maximized ( $\frac{\pi}{2}$-conditions), the radiation is switched off the polarization starts to decay due to damping processes. The resulting free induction decay (FID) is recorded and the transition frequency is obtained via Fourier transformation.
equations for a two-level system with damping terms yield:

$$
\begin{align*}
\dot{\varrho}_{a a} & =-i \frac{\Omega}{2}\left(\varrho_{a b}-\varrho_{b a}\right)+\gamma_{1} \varrho_{b b}  \tag{2.92}\\
\varrho_{b b} & =i \frac{\Omega}{2}\left(\varrho_{a b}-\varrho_{b a}\right)-\gamma_{1} \varrho_{b b}  \tag{2.93}\\
\varrho_{a b} & =-\left(i \delta+\gamma_{2}\right) \varrho_{a b}-i \frac{\Omega}{2}\left(\varrho_{a a}-\varrho_{b b}\right)  \tag{2.94}\\
\varrho_{b a} & =\left(i \delta-\gamma_{2}\right) \varrho_{b a}+i \frac{\Omega}{2}\left(\varrho_{a a}-\varrho_{b b}\right) \tag{2.95}
\end{align*}
$$

The probed observable in a spectroscopic experiment is the polarization $\hat{P}$ with the expectation value [143]:

$$
\begin{equation*}
\langle\hat{P}\rangle=N \cdot \operatorname{Tr}(\hat{\rho} \hat{\mu}) \tag{2.96}
\end{equation*}
$$

where $N$ is the number of molecules in the ensemble.
Different experimental techniques to probe molecular transitions are discussed in the following: transient absorption, transient emission, and fast passage excitation. As the name suggests, transient absorption refers to an absorption measurement while the molecules under study are exposed to a monochromatic light field. If the time resolution permits, Rabi oscillations (or optical nutation) can be observed as depicted in Figure 2.8, otherwise only a depletion of the incoming light field is observed.

In the transient emission technique, the molecules are excited by a monochromatic pulse which is short compared to the damping time constants. Afterwards the damped emission signal, the so-called free induction decay (FID), is measured in the time domain. Maximum coherence leading to a maximum emission signal is achieved by applying a $\frac{\pi}{2}$-pulse, where the length of the pulse is chosen such that $\Omega \cdot t=\frac{\pi}{2}$. In contrast a $\pi$-pulse leads to population inversion and a vanishing emission signal. A perfect $\pi$-pulse can only be realized for zero


Figure 2.10: (a) Bloch sphere representations of a chirped pulse excitation in the rapid adiabatic passage ( $R A P$ ) regime in the rotating frame. While the chirped pulse goes through resonance, the Bloch vector can follow the driving vector smoothly, which leads to complete population inversion. Far off resonance the Bloch vector rotates rapidly around the poles of the Bloch sphere. (b) Bloch sphere representations of a chirped pulse excitation in the linear fast passage (LFP) regime. In this case, the coupling is much weaker and the Bloch vector cannot follow the driving vector adiabatically anymore. This regime is best suited for maximizing the polarization of the molecular ensemble.
detuning and vanishing damping mechanisms. The pulse scheme for the transient emission technique is depicted in Figure 2.9.

In fast passage excitation, the frequency of the excitation radiation is swept through the molecular resonance in a short time. Hence, the effective field vector is no longer constant during the pulse. Two different regimes are commonly distinguished: the rapid adiabatic passage (RAP) and the linear fast passage (LFP) [143]. In the RAP regime, the Rabi frequency is large so that the coupling is strong and the Bloch vector can smoothly follow the effective field vector. Depending on the bandwidth of the pulse, this can lead to a $\pi$-pulse or population inversion. In the LFP regime, the coupling is weaker so that the Bloch vector cannot follow the effective field vector adiabatically. In this regime, no $\pi$-pulse can be achieved. The motion of the Bloch vector for the two different regimes for the same driving pulse bandwidth is illustrated in Figure 2.10a and 2.10b. Fast passage excitation is used throughout this thesis and the different regimes are evaluated using the molecule benzonitrile in Section 3.3.

The derivation of the Bloch equations for a two-level system can be applied to more complex energy level schemes. The application of the rotating wave approximation and the transformation to a rotating frame is straightforward, but the number and complexity of the equations increases rapidly, especially when multicolor experiments, pulse-sequences, or complicated level schemes are simulated. In Chapter 7, three-level Bloch equations for the three-wave
mixing experiment will be examined.

### 2.5 Spectral fitting

Key to any successful analysis of molecular spectra is the use of the appropriate Hamiltonian, which considers the quantum mechanical effects accessible with the applied experimental method. As mentioned in the beginning of this chapter, the type of observables influencing the spectrum are dependent on the time and frequency resolution of the experiment. For example, the fast motion of the electrons does not affect the pure microwave spectrum directly, but indeed the averaged molecular charge distribution influences the structure of the molecule and thus the experimentally determined rotational constants. The same is true for vibrational motions, so that a different set of rotational constants can be used for different vibrational or electronic states. However in the case of large amplitude motion, Coriolis coupling, or Fermi resonances, the coupling of the vibrational and rotational states requires an explicit consideration of the vibrational motion in the Hamiltonian. Hence, for any spectroscopic problem the question arises: What are the physical quantities affecting the spectrum at a specific experimental resolution? Sometimes, both a global approach, which aims to describe more states within the same Hamiltonian, and a local or effective approach, which splits the problem into subsets, can reproduce the experimental data with the same accuracy. Here the choice is usually a tradeoff between the complexity of the Hamiltonian and the direct access to the spectroscopic quantities of interest.

After assigning the experimentally obtained transitions to theoretically predicted ones using the corresponding quantum numbers, a least square method is used for parameter optimization. The Hamiltonian should be truncated to a minimum set of parameters, that can reproduce the spectrum to experimental accuracy [119]. The errors of the fitted parameters are then dependent on the experimental accuracy and the choice of the Hamiltonian. Different programs have been developed to match a specific class of problems. A good overview of many programs concerning microwave spectroscopy is provided by the PROSPE website, which is maintained by Z. Kisiel [145]. In the following, the fitting programs used in this dissertation are shortly discussed together with their main benefits. Detailed information about the programs are given in the chapters, where they are applied to specific problems.

SPFIT/SPCAT: The SPFIT/SPCAT suite of programs is one of the most prominent programs for fitting rotational spectra and was developed by H. Pickett [134, 146]. His implementation of the rotational Hamiltonian includes centrifugal distortion, quadrupole coupling of up to three nuclei, spin-rotation coupling, Coriolis coupling, and Fermi resonances. As mentioned earlier in this chapter, SPFIT can be used to treat internal rotation splitting in different ways.

XIAM: The program XIAM was developed by Hartwig et al. mainly to fit spectra of molecules with internal rotors [138]. The program implements first-order quadrupole
coupling, which is appropriate for weak coupling nuclei i.e. nitrogen or chlorine, but fails predicting the spectrum of larger coupling atoms i.e. bromine or iodine. Its ease of use, its speed, and its ability to fit up to three internal rotors makes XIAM widely used in the rotational spectroscopy community.

RAM36: Most programs aiming to predict the spectra by molecules with an internal rotor are limited to $V_{3}$-type potentials. The program RAM36 was recently designed to also fit $V_{6}$-type potentials. It was successfully tested on toluene [135].

### 2.6 Quantum chemical calculations

Quantum chemical methods have developed concurrently with the advances in computation capacities to become a powerful tool for solving the molecular Hamiltonian to determine molecular parameters. For small and medium size molecules (up to 20 heavy atoms or so), which are of relevance for microwave spectroscopy, these methods have proven to provide good results for the molecular charge distribution. In this section, the molecular Hamiltonian and the common principles of most algorithms are introduced. Afterwards different methods are presented and their possible benefits for rotational spectroscopy are discussed.

Including only the internal degrees of freedom and ignoring the nuclear spin interaction, the molecular Hamiltonian in Equation 2.2 can be rewritten to:

$$
\hat{H}=\underbrace{-\sum_{i=1}^{N} \frac{\hbar^{2}}{2 m_{i}} \nabla_{i}^{2}}_{\begin{array}{c}
\text { kinetic energy of }  \tag{2.97}\\
\text { the nuclei }
\end{array}}-\underbrace{\sum_{j=1}^{M} \frac{\hbar^{2}}{2 m_{e}} \nabla_{j}^{2}}_{\begin{array}{c}
\text { kinetic energy of } \\
\text { he electrons }
\end{array}}-\underbrace{\sum_{i=1}^{N} \sum_{j=1}^{M} \frac{Z_{i} e^{2}}{r_{i j}}}_{\begin{array}{c}
\text { nucleielelectron } \\
\text { interaction }
\end{array}}+\underbrace{\sum_{\substack{\text { nuclei-nuclei } \\
\text { interaction }}}^{N} \frac{e^{2}}{r_{j k}}}_{\begin{array}{c}
\text { electron-electron } \\
\text { interaction }
\end{array}}+\underbrace{}_{\sum_{i<l}^{N} \frac{Z_{i} Z_{l} e^{2}}{r_{i l}}}
$$

By applying the Born-Oppenheimer approximation, the electronic wavefunctions are separated from the nuclei motions and hence the single electron Hamiltonian is given by [147, Chap. 4]:

$$
\begin{equation*}
\hat{h}_{j}=-\frac{\hbar^{2}}{2 m_{e}} \nabla_{j}^{2}-\sum_{i=1}^{N} \frac{Z_{i} e^{2}}{r_{i j}}+\sum_{k \neq j}^{N} \int \frac{e^{2}\left|\varphi_{j}\right|}{r_{j k}} d \mathbf{r} \tag{2.98}
\end{equation*}
$$

The Hamiltonian describing all electrons in a molecule is just the sum over all single electron Hamilton operators $\hat{h}_{j}$. Unfortunately, the product of the single electron waveforms is not suitable to describe the electronic waveform of the molecule because electrons are fermions and thus subject to the Pauli exclusion principle. Hence, the resulting all electron waveform of the molecule needs to be antisymmetric. John Slater proposed in 1929 to use the nowadays called Slater determinate, which results not only in an antisymmetric waveform, but also

Table 2.4: Compilation of the scaling behavior of different computational methods in dependence on the number of basis functions $N$. Note that scaling refers to how time increases with the molecular size, but says nothing about the absolute amount of time required for a given molecule.

| method | Scaling behavior |
| :---: | :---: |
| DFT | $<N^{3}[147$, p. 273$]$ |
| HF | $N^{4}[147$, p. 273$]$ |
| hybrid DFT | $\approx N^{4}[147$, p. 273$]$ |
| MP2 | $N^{5}[147$, p. 237$]$ |
| CCSD | $N^{6}[147$, p. 237$]$ |
| $\mathrm{CCSD}(\mathrm{T})$ | $N^{7}[147$, p. 237$]$ |

considers the electronic spin [148]:

$$
\psi\left(\mathbf{q}_{1}, \mathbf{q}_{2}, \ldots, \mathbf{q}_{M}\right)=\frac{1}{\sqrt{M!}}\left|\begin{array}{cccc}
\chi_{1}\left(\mathbf{q}_{1}\right) & \chi_{2}\left(\mathbf{q}_{1}\right) & \cdots & \chi_{M}\left(\mathbf{q}_{1}\right)  \tag{2.99}\\
\chi_{1}\left(\mathbf{q}_{2}\right) & \chi_{2}\left(\mathbf{q}_{2}\right) & \cdots & \chi_{M}\left(\mathbf{q}_{2}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\chi_{1}\left(\mathbf{q}_{M}\right) & \chi_{2}\left(\mathbf{q}_{M}\right) & \cdots & \chi_{M}\left(\mathbf{q}_{M}\right)
\end{array}\right|
$$

As already defined, $M$ is the total number of electrons and $\chi$ is the product of the spatial orbital and a spin wavefunction. In order to solve the one electron Hamiltonian in Equation 2.98 , the wavefunction of all other electrons $\varphi_{j}$ needs to be known. However, the wavefunctions $\varphi_{j}$ are initially not known because they would result from solving the $M$ single electron Hamiltonians. A method to determine the single electron wavefunctions without the exact knowledge of the electron-electron interaction was introduced by Douglas Hartree for atoms and was improved by Wladimir Fock [149-151]. Based on their work, Hartree-Fock (HF) theory evolved and employs a self-consistent field approach [147, Chap. 4]. HF theory is an ab initio method and independent of any empirical parameters. Electron exchange correlation is considered in the HF method via the slater determinant, but completely neglects electronelectron correlation. Hence, for most applications in rotational spectroscopy the HF method lacks accuracy.

Various theories have been developed to include electronic correlation in HF theory. One of the more relevant post-HF methods is Møller-Plesset perturbation theory of nth order (MPn) [152] and coupled cluster theory (CC) [153]. Both methods are based on an HF approach. But whereas MPn theory adds the electronic correlation in a perturbative manner directly to the HF Hamiltonian, coupled cluster theory incorporates the electron-electron correlation into the molecular wavefunctions. The scaling behavior is worse for both methods compared to the HF method and increases rapidly when higher order terms are included (compare Table 2.4).

Another theoretical approach to obtain information about the electron distribution is density functional theory $(\mathrm{DFT})$, where the charge density $\rho(\mathbf{q})$ is the fundamental quantity [154].

The charge density is defined as followed:

$$
\begin{equation*}
\rho(\mathbf{q})=M \int \ldots \int\left|\psi\left(\mathbf{q}_{1}, \mathbf{q}_{2}, \ldots, \mathbf{q}_{M}\right)\right|^{2} d \mathbf{q}_{1} d \mathbf{q}_{2} \ldots d \mathbf{q}_{M} \tag{2.100}
\end{equation*}
$$

where the electronic wavefunctions with their dependence on $M$ position vectors ( $\mathbf{q}_{1}, \mathbf{q}_{2}, \ldots, \mathbf{q}_{M}$ ) are mapped onto the charge density, which is only dependent on a single position vector $\mathbf{q}$. Hohenberg and Kohn proved that the charge density specifies all molecular properties [155]. Hence, a functional $E[\rho(\mathbf{q})]$ must exist that gives the exact ground state energy for the exact ground state density [156]:

$$
\begin{equation*}
E[\rho(\mathbf{q})]=E_{N e}[\rho(\mathbf{q})]+T[\rho(\mathbf{q})]+E_{e e}[\rho(\mathbf{q})] \tag{2.101}
\end{equation*}
$$

with

$$
\begin{equation*}
E_{N e}[\rho(\mathbf{q})]=\int \rho(\mathbf{q}) V_{N e}(\mathbf{q}) d \mathbf{q} \tag{2.102}
\end{equation*}
$$

The total functional $E[\rho(\mathbf{q})]$ can be expressed as a sum of a functional describing the interaction of the electrons with the external potential $E_{N e}[\rho(\mathbf{q})]$, a functional describing the kinetic energy of the electrons $T[\rho(\mathbf{q})]$ and a functional determining the electronic interaction $E_{e e}[\rho(\mathbf{q})]$. The choice of the functional $E_{N e}[\rho(\mathbf{q})]$ is straightforward, whereas the mathematical expression of the other two functionals is subject to ongoing research. Not surprisingly, the functionals are usually similar to the ones used in the HF Hamiltonian, but augmented with semi-empirical expressions for the electron correlation. If the exact functional is used, the energy is minimized for the exact charge density. These semi-empirical functionals are optimized using experimental results or benchmarked with higher level calculations. Axel Becke introduced the hybrid functional approach, which involves the exact HF exchange correlation energy and improved many molecular parameters [157]. Prominent hybrid functionals are the B3LYP (Becke, three parameter, Lee-Yang-Parr) functional [158] and the M06 series of the Minnesota functionals, which also takes dispersion interactions into account [159]. The huge advantage of the DFT methods is the low computational cost compared to post-HF ab initio methods (compare Table 2.4).

For describing the molecular wavefunction, all quantum chemical methods require a mathematical framework termed the basis set. Most methods employ the linear combination of atomic orbitals (LCAO) to form the molecular wavefunction. The atomic waveforms can be approximated by Slater type orbitals (STO), which have a radial part proportional to $r^{l} e^{-\zeta r}$ ( $l$ is the angular quantum number) [160]. Spherical harmonics are used to describe the angular distribution of the orbital similar to the hydrogen atom. Unfortunately the radial part of the Slater type orbitals are difficult to handle mathematically. However, the radial part of the STOs can be approximated with a linear combination of Gaussian type orbitals (GTO) of the form $r^{l} e^{-\alpha r^{2}}$, which are much easier to handle computationally [161]. Figure 2.11 shows the approximation of the s-orbital of the hydrogen by one, two and three contracted Gaussian-Type Orbitals.

If only one STO is used to describe a single atomic orbital in a molecule, the basis set is


Figure 2.11: Approximation of the exact Slater type radial dependence of the s-orbital of hydrogen with a superposition of $N$ Gaussian functions ( $N=1,2,3$ ). Three Gaussian functions already lead to a good approximation of the Slater type radial dependence.
said to be minimal. The STO-nG series of basis sets is an example for minimal basis sets, where the STO is approximated by n GTOs [162]. Multiple-zeta basis sets use more than one STO to describe the atomic orbitals, which increases the flexibility of LCAO to mimic the molecular orbitals. Normally, the core electrons are more strongly localized around the nuclei than the valence electrons of the atoms. These differences are considered in a split-valence basis set, where only one STO is used to describe the core electrons, but the basis of the valence electrons is built upon more STOs. Polarization functions are sometimes necessary to describe the polarization of an atomic orbital due to the molecular charge distribution. They consist of STOs with the angular quantum number larger than the highest occupied atomic orbital. For loosely bound electrons in anions, Rydberg states, or van der Waals complexes, diffuse functions are useful to map the electron density correctly. They describe the long range characteristics of the electronic wavefunction and they are recognized by their small $\zeta$ exponent.

Two classes of basis sets are widely used: Pople-type [163, 164] and Dunning-type basis sets [165]. Both are split-valence basis sets, but the Pople-type basis sets (e.g. 6-311++G**) ${ }^{\text {© }}$ provide many options to adjust the basis set to a specific problem (number of valence STOs, type and number of polarization functions and diffuse functions). The Dunning-type basis sets (e.g. aug-cc-pVTZ) provide less options for customization, but they are especially designed for
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Figure 2.12: Relative energy of optimization calculations for menthone using the B3LYP functional and various basis sets. As expected the energy decreases with the number of basis functions included in the calculation. In the example of menthone, the use of diffuse functions did not reduce the energy significantly. In contrast the use of polarization functions has a large impact on the energy.
correlation corrected methods. The choice of the basis set depends on the molecular system under study and the available computing power. The computation time of different methods scale differently. Various scaling factors are summarized in Table 2.4. The energy converges towards a limit for the HF, post-HF and the DFT methods for an increasing number of wavefunctions. In Figure 2.12, the calculated energies for the optimized structure of menthone is shown using the B3LYP functional and different basis stets. It can be seen that diffuse functions have only a small impact on the energy, whereas the influence of the polarization functions on the energy is significant. If the calculation includes atoms with a high number of electrons, electron core potential ECP can facilitate the calculations. ECPs integrate and combine the potential produced by both the inner-shell electrons and the nucleus, which reduces the basis set for heavy atoms tremendously. A collection of many basis sets and electron core potentials in different formats are published online on the Basis Set Exchange website [166].

The interplay between theoretical investigations and rotational spectroscopy is manyfold. Not only do experiments provide a high standard to benchmark quantum-chemical approaches, but theoretical results are also utilized to interpret and complement experimental outcomes. This interplay is illustrated with the example of the rotational constants, maybe the most important quantity obtained experimentally by rotational spectroscopy. The rotational constants of a calculated structure can be used to predict the rotational spectrum, thus facilitating the
spectral assignment. And the comparison of the experimentally obtained rotational constants with the calculated ones provides evidence of structural properties of the molecule under study. However, the outcome of all quantum chemical calculations should be handled with care and different methods and basis sets should be used to confirm theoretical results.

Puzzarini published an extensive review and a perspective article describing the role of theory in supporting rotational spectroscopy [167, 168]. The following discussion highlights a few topics important for this dissertation.

Molecular structure: In principle one of the outstanding features of rotational spectroscopy is the determination of the effective molecular structure via isotopic substitution. However, the analysis of the rotational spectra of all singly substituted species is rather tedious and the natural abundance of some isotopologues is so small that they need to be artificially enhanced in order to obtain a detectable signal. As mentioned above, information about the structure might be obtained by simply comparing the experimentally obtained rotational constants with the calculated ones. For small molecules (up to six heavy atoms) Puzzarini et al. showed excellent agreement for experimentally obtained bond length and bond angles and their calculated analogues employing high level ab initio methods (e.g. CCSD $(T)$ ) and large basis sets (e.g. cc-pVQZ) [167]. They also employed extrapolation techniques to estimate the structural parameters in the complete basis set limit [169]. Using high level calculations and extrapolation techniques, the deviation of the calculated and experimentally obtained structural parameter is on the order of a few per mille. However, computation time is usually limited and therefore the calculations for larger molecules are always a compromise between speed and accuracy. In this work, the MP2 ab initio method and DFT, employing the B3LYP and M06-2X functionals are used with different basis set. If the highest order calculation is not a feasible option, different low-level calculations employing different methods and basis sets provide a good cross-check of the results in a decent time [170]. Using the MP2 method and DFT a good overlap of the experimental and the calculated rotational constants are demonstrated in Chapter 4, Chapter 5, and Chapter 6.

Dipole moments: Microwave spectroscopy can provide precise values of dipole moment components via Stark effect measurements, but in the spectrometer setup presented herein this feature is not yet implemented. Even though the dipole moment components cannot be determined exactly, they are linked to the line strengths of different types of transitions (compare Table 2.2) in asymmetric-top spectra. By evaluating the intensity of the different types of transitions, the relative dipole moment components can be estimated. A comparison of this estimation to the calculated dipole moment components is helpful for the assignment of a measured spectrum to a calculated structure. Another use of the calculated dipole moment components is three-wave mixing, where the sign of the product of the dipole moment components determines the enantiomer (compare Chap. 7). When calculated dipole moments are compared with those obtained by microwave spectroscopy, they need to be expressed in the principal axis
system. Benchmark calculation for different ab initio methods and basis sets were performed by Bak et al. for a set of small molecules [171]. Their main conclusion was that the electron correlation treatment of the basis set is more important for the accuracy of the calculation than the pure size of the basis set.

Nuclear quadrupole moment coupling: Most quantum chemical calculations provide an estimate of the charge distributions inside a molecule. With knowledge of the charge distribution, the calculation of the nuclear quadrupole moments is straightforward by applying Equation 2.42. Mostly only the off-diagonal elements of the calculated quadrupole tensor are combined with the experimentally obtained diagonal elements to rotate the quadrupole tensor to the principal axis system of the field gradient (compare Sec. 2.2 of this chapter). Relativistic corrections must be taken into account for molecules with larger atoms (e.g. halogens) when calculating the nuclear quadrupole moment or the dipole moment, both of which depend on the charge distribution [172]. W. Bailey provides a good overview of benchmark calculations for the very common nitrogen quadrupole coupling in different molecules [173].

Force fields: The calculation of the harmonic and anharmonic force field of a molecule provides various benefits for microwave spectroscopy. The force field is necessary to calculate the rotational constants of vibrationally excited states. But also if the molecule is in the lowest vibrational state, its zero-point vibrations alter the ground state energy, influence the potential energy surface, and might even change the energy ordering of the non-rigid structural isomers. If a substitution structure is obtained by employing Kraitchman's equations [47], the harmonic and anharmonic part of the force field can be used to account for the change of the rotational constants due to the molecular vibrations. The resulting structure is called semi-experimental equilibrium structure and provides the best estimate for the molecular equilibrium structure from microwave spectroscopy up to now [174].

Potential energy surface: The complexity of the potential energy surface goes along with the flexibility of a molecule. Large and complex molecules can exhibit many conformers and even at the low temperatures of a molecular beam various conformers might remain significantly populated (compare Chap. 5 and Chap. 6). To estimate which conformers exist and their energies, a conformation search or a scan of the potential energy surface provides in-depth information. Most conformation search routines populate the conformational space manually or artificially, optimize the resulting structures and compare the structures and energies of the conformations. If the molecular flexibility is already restricted to a few coordinates, potential energy surfaces can be calculated by scanning along these coordinates. This method is applied in Chapter 5 and Chapter 6 for the rotation of the isopropyl or the hydroxyl group of the molecules carvacrol, thymol, menthol, and menthone. In molecular beam microwave spectroscopy, not only are the relative energies of the different conformers of interest, but also the barriers between them, because they might provide insight if the molecule can cool down from one local
minimum to another one during supersonic expansion [175].

## Chapter 3

## Experimental details

The experiments were performed with a molecular beam equipped chirped-pulse microwave spectrometer that was newly constructed within the framework of this thesis. The experimental techniques, spectrometer, and molecular beam are detailed in this chapter. This chapter closes with an evaluation of the experimental performance.

### 3.1 Chirped-pulse microwave spectrometer

Chirped-pulse Fourier transform microwave spectrometry (CP-FTMW) is a fast passage excitation technique pioneered by Pate et al. [58]. Fast passage excitation can be realized in two different ways: sweeping the excitation radiation through the molecular resonance or sweeping the molecular resonance through the fixed frequency of the excitation radiation. Both sweeping processes need to be fast compared to the relaxation time. McGurk et al. introduced this technique by irradiating a molecular ensemble with a fixed microwave frequency and quickly sweeping the molecular transition using the molecular Stark effect [49]. With advances in microelectronics, the digital synthesis of a microwave chirp became feasible and Pate et al. were the first to apply CP-FTMW in the cm-wavelength region [58]. The waveform of a linear chirp can be described by the following formula of the electric field:

$$
\begin{equation*}
\mathcal{E}(t)=\mathcal{E}_{0} e^{i\left(\omega_{s} t+\frac{\alpha t^{2}}{2}\right)} \tag{3.1}
\end{equation*}
$$

where $\alpha$ is the chirp rate, defined by start and end frequency of the chirp $\omega_{s}$ and $\omega_{e}$, respectively, and the pulse length $\tau_{\text {pul }}$ :

$$
\begin{equation*}
\alpha=\frac{\omega_{e}-\omega_{s}}{\tau_{p u l}} \tag{3.2}
\end{equation*}
$$

The instantaneous frequency of the chirped microwave pulse is then given by:

$$
\begin{equation*}
\omega=\omega_{s}+\alpha t \tag{3.3}
\end{equation*}
$$



Figure 3.1: Experimental setup of the COMPACT microwave spectrometer. The dashed lines are trigger or synchronization lines. Solid lines represent microwave cables. The chirp is generated in the AWG, amplified by the TWTA, and transmitted into the vacuum chamber via a microwave horn. The FID is received with another microwave horn, amplified with a low-noise amplifier, and finally recorded by an oscilloscope. The trigger pulse control system, the oscilloscope, and the AWG are phase locked to a Rb-frequency standard. To ensure absolute phase stability, the oscilloscope is directly triggered by the $A W G$ by one of its marker channels.

The intensity of the emitted molecular signal is proportional to the number of molecules $N$, the transitions frequency $\omega$, the square of the transition dipole moment $\mu^{2}$, the amplitude of the excitation radiation $\mathcal{E}_{0}$, the population difference of the two states involved in the transition $\Delta N_{0}$, and the inverse square root of the chirp rate $\alpha$ [58]:

$$
\begin{equation*}
S \propto N \cdot \omega \cdot \mu^{2} \cdot \mathcal{E}_{0} \cdot \Delta N_{0} \cdot \sqrt{\frac{\pi}{\alpha}} \tag{3.4}
\end{equation*}
$$

One of the objectives of this thesis was the construction of a new chirped-pulse Fourier transform microwave spectrometer, COMPACT (compact-passage acquired coherence technique). It is a combination of the designs presented by Pate et al. [58] and of that proposed by Grabow [143]. Figure 3.1 shows a scheme of the spectrometer together with a photo of the vacuum chamber. The spectrometer covers the frequency region of $2-8.5 \mathrm{GHz}$ and was intentionally chosen to investigate complex molecules with large moments of inertia and thus small rotational constants, leading to low transition frequencies.

The heart of the spectrometer is a $24 \mathrm{GS} / \mathrm{s}$ arbitrary waveform generator (Tektronix AWG 7122A) that creates the microwave chirps. The synthesized chirps have a bandwidth of


Figure 3.2: Evaluation of the microwave chirp $(1-9 \mathrm{GHz}, 48 \mu \mathrm{~s})$ at different stages of the experiment. (a) Waveform of the chirped pulse synthesized at $24 \mathrm{GS} / \mathrm{s}$. (b) The spectrum of the waveform in (a). All frequency components between 1 and 9 GHz are equally abundant. (c) Waveform emitted by the AWG and directly recorded by the scope. The periodic structure upon the waveform and the corresponding spectrum (d) is most likely due to internal back reflections. (e) Waveform recorded after passing the TWTA. The corresponding spectrum (f) reveals the frequency dependence of the TWTA and the sharp cutoffs at 2 and 8 GHz .


Figure 3.3: Spectrographs of the microwave chirp $(1-9 \mathrm{GHz}, 48 \mu \mathrm{~s})$ of the waveforms recorded directly after the $A W G$ (a) and after passing the TWTA (b). The main microwave chirp is easily identified as straight line with a positive slope. The line with a negative slope results from mixing with internal clock of the $A W G$. The spectrograph in (b) also exhibits higher harmonics of the chirps introduced by the TWTA, but with a much reduced intensity. Also remarkable is the noise the TWTA adds to the spectrum in the $2-8 \mathrm{GHz}$ bandwidth. The color scale is logarithmic for both spectrographs.
$2-8.5 \mathrm{GHz}$ and are swept linearly within a short time (typically $1 \mu \mathrm{~s}$ to $4 \mu \mathrm{~s}$ ). The microwave excitation chirp is amplified by an adjustable traveling wave tube amplifier (Amplifier Research 300T2G8) with up to 300 W output power. All microwave components (cables, connections, microwave horns, switches etc.) bear a frequency dependent performance, but ultimately the spectrometer is governed and limited by the frequency dependence of the traveling wavetube amplifier (TWTA). Figure 3.2 illustrates the evolution of a linear $1-9 \mathrm{GHz}$ and $48 \mu \mathrm{~s}$ long microwave chirp at different stages of the experiment. The waveform and the Fourier transform of the chirp generated by a computer program and sampled at $24 \mathrm{GS} / \mathrm{s}$ are presented in Figures 3.2a and 3.2b. As expected, the waveform and the corresponding spectrum are perfectly flat, because the sampling theorem is fulfilled. Figure 3.2c shows the waveform emitted by the arbitrary waveform generator (AWG) and directly recorded by the oscilloscope (Tektronix DPO 71254 A ) at $100 \mathrm{GS} / \mathrm{s}$. The intensity of the waveform drops slowly with increasing frequency and it exhibits a periodic structure, which might be due to internal back reflections. Some sharp intensity peaks are apparent in the spectrum at different frequencies i.e. $3000 \mathrm{MHz}, 3125 \mathrm{MHz}, 6250 \mathrm{MHz}$, etc. (compare Fig. 3.2d). The origin of theses lines is most likely due to the channel bandwidth of 12.5 GHz of the oscilloscope. The last subset in Figure 3.2 shows the microwave chirp recorded after the TWTA. The gain of the TWTA was set to $6 \%$, the highest possible value before the oscilloscope was overdriven, which would result in a clipped waveform. The intensity reduction with increasing frequency seems to be enhanced compared with the waveform measured directly after the AWG. But more importantly are the abrupt intensity cutoffs at 2000 MHz and 8000 MHz , which limits the frequency bandwidth of the spectrometer. The frequency dependent performance of the TWTA needs to be kept in mind when the intensities of rotational spectra are compared with theory.

Two spectrographs are performed to reveal the time-dependence of different frequency components of the waveform after the AWG and after the TWTA. A chirp should produce a line in a spectrograph with a positive or negative slope depending on the chirp direction. The spectrograph of the waveform taken directly from the AWG shows a very intense line for the main chirp with a positive slope (Fig. 3.3a). However, there is also a trace with a negative slope, which crosses the line of the main chirp at 6 GHz . Neill et al. observed a similar behavior that they explained with frequency mixing of the chirp with the internal clock of the AWG at 10 GHz [64]. In the spectrograph generated from the waveform taken after the TWTA (Fig. 3.3b), both the strong trace with a positive slope and the weaker trace with a negative slope are still apparent. In addition, the amplifier introduces harmonics of the chirp up to the fourth order. These sidebands are so weak relative to the primary chirp that in most cases they should not significantly influence the relative intensity accuracy of the observed molecular transitions.

Hence, the frequency range is mainly defined by the TWTA and was intentionally chosen for the investigation of large and complex molecules with large moments of inertia and thus small rotational constants, leading to low transition frequencies. Furthermore, many molecular features, such as the $K$ manifolds for asymmetric-top molecules, become more complicated with increasing rotational quantum number $J$, so having access to low $J$ transitions is very valuable. In cavity-based FTMW spectroscopy, the physical size of the microwave cavity becomes an important aspect at low frequencies. Microwave reflectors as large as 48 inches (about 122 cm ) are used to access the low frequency range down to 1 GHz [176]. Physical size is less of a problem with chirped-pulse spectroscopy using horn antennas.

After amplification, the excitation chirp is transmitted into the vacuum chamber using horn antennas (Advanced Technical Materials 250-441EM-NF). The distance between the emitting and the receiving horn antennas is approximately 21 cm . The molecules are seeded into a rare gas mixture and supersonically expanded into the vacuum chamber using a pulsed nozzle (Parker General Valve, Series 9). The valves are mounted on the top of the vacuum chamber about 10 cm above the microwave horns. Usually, neon is used as backing gas at stagnation pressures of $1-5 \mathrm{bar}$, but also helium and argon are available for this purpose. The molecule's internal degrees of freedom are cooled efficiently in a supersonic expansion. A thermodynamical and hydrodynamical evaluation of the supersonic expansion, including the influence of different backing gases, is detailed in the next section. Depending on the molecule under study, a gas mixture can be prepared, but for larger molecules the sample needs to be heated in order to bring enough molecules into the gas phase. For those molecules, the sample container can be placed directly prior to the nozzle and both the container as well as the nozzle can be heated using a heater rope to a maximum temperature of approximately $200^{\circ} \mathrm{C}$. To avoid condensation, the tubing connecting the container and the nozzle is also heated with a heater rope.

Subsequently, the internally cold molecules interact with the microwave radiation emitted by the horn antennas. If a frequency within the chirp is resonant with a molecular transition, the molecular sample is polarized, i.e., a macroscopic dipole moment is formed (compare Sec. 2.4).


Figure 3.4: Trigger scheme of the experiment. An experimental sequence starts with a gas pulse. Hence, the valve is opened for a time $\tau_{v a l v e}$. After a time $t_{\text {exp }}$, the expansion reaches the interaction region and the excitation sequence starts with opening the protection switch for a time $\tau_{\text {prot }}$. After a short delay $t_{\text {amp }}$, the TWTA is turned on and again after a short delay $t_{\text {pul }}$ the excitation pulse is emitted. The delay $t_{\text {del }}$ for the FID recording is set such that the excitation pulse does not interfere with the recorded signal.

The free-induction decay (FID) of the polarization is received by the second horn antenna and amplified with a low-noise microwave amplifier (Miteq Amplifier AMF-5F-0200080-1510P). The AWG and the oscilloscope (Tektronix DPO 71254A) are phase-locked to a 10 MHz Rb-disciplined quartz oscillator (Stanford Research FS 725) to ensure phase stability. On the receiver end, a high-power diode limiter (Aeroflex ACLM-4535) and a solid-state, single-pole single-throw switch (SPST, Advanced Technical Materials S1517D) are integrated to protect the sensitive receiver electronics from the high-power excitation pulse (compare Fig. 3.1). In the current setup, the resolution is mainly determined by the length of the recorded FID (typically $10-50 \mu \mathrm{~s}$ ) resulting in a linewidth as small as 20 kHz at $50 \mu \mathrm{~s}$.

The photon energy in the microwave spectral region is rather small compared to other spectroscopic techniques and thus the molecular signal is more difficult to detect. Hence, depending on the molecular density and the strength of the dipole moment, between hundreds and several million averages are often necessary to obtain a reasonable signal-to-noise ratio. Ensuring phase stability of the AWG and the oscilloscope during the measurement period is crucial for the performance of the experiment. Therefore, the oscilloscope is directly triggered by a marker channel of the AWG. For all other components of the experiment, a highly accurate phase stability is not mandatory and would eventually introduce unwanted signal lines in the spectrum if phase stable triggers from microwave switches couple to the microwave signal lines.

The experiment sequence is depicted in Figure 3.4. The valve is triggered at time zero and the valve driver holds it open for a time $\tau_{\text {valve }}$. The valve opening time was usually set to $380 \mu \mathrm{~s}$. Afterwards the molecules expand freely into the vacuum for a time $t_{\text {exp }}=600-900 \mu \mathrm{~s}$. Then the actual excitation process starts with opening of the protection switch, which protects the sensitive detection electronics from the strong excitation pulse. Hence, the protection switch stays open for the time the TWTA operates and the microwave chirp is emitted. After a delay
of $t_{a m p}$, the amplifier is turned on for a time period of $\tau_{a m p}$. The TWTA amplifies only for the time the chirp is emitted, usually with a pre-buffer of 500 ns to account for the ramp up time of the TWTA. Finally, the AWG is triggered to fire the microwave pulse and to trigger the oscilloscope to record the FID for a time $\tau_{\text {sig }}$. For generating the trigger pulses, a National Instruments PXI system (PXIe-1065) is employed. The PXI system has a 100 MHz internal clock, 18 free module slots and a high speed backbone bus connecting all installed modules. A multifunction DAQ unit (NI PXI-6221 M Series) and a timing I/O module (NI PXI-6602) are used to generate and emit the trigger pulses via two front ends, which were designed and manufactured by the Leibniz-Universität Hannover. The program FTMW++ of Jens-Uwe Grabow (Leibniz-Universität Hannover) is employed as a soft panel to control the trigger sequence. The program runs in a Windows 7 environment on an embedded computer module (PXIe-8108). The program FTMW++ is complemented with self-written LabView scripts to automate different sets of experiments. The experimental repetition rate is ultimately limited by the pumping speed of the vacuum system, but in practice the FID recording by the oscilloscope already sets an upper limit for the repetition rate. Depending on the length of the recorded FID signal, the maximum repetition rate of the experiment ranges between $1-10 \mathrm{~Hz}$.

The vacuum chamber is a 1280 mm long cylinder with a diameter of 640 mm and a total volume of 1647 l. Both ends are sealed with ISO-K 630 reducer flanges to an ISO-K 200 flange. The horns are mounted to the smaller center flanges on both sides and N-type microwave feedthroughs are used to couple the microwave excitation chirp into and the molecular signal out of the chamber. The vacuum chamber has two ISO-K 160 flanges and one ISO-K 200 flange on both sides for the adjustment of the nozzle and the microwave horns. The chamber has a ISO-K 500 flange on the top, with various adapters for different nozzles and a vacuum gauge, and two ISO-K 500 flanges on the bottom. The diffusion pump (Leybold DIP 12000) is connected to one of the flanges on the bottom, the other one is blind flanged. The diffusion pump has a pumping speed of $12000 \mathrm{l} / \mathrm{s}$ and is backed by a double stage rotary vane pump (Leybold Trivac D 40 B ATEX) with a pumping speed of $111 / \mathrm{s}$. The pressure inside the chamber is controlled by a combined Pirani/cold cathode vacuum gauge (Pfeiffer Compact FullRange Gauge PKR 261), while a Pirani vacuum gauge (Pfeiffer TPR 280) is used to measure the pressure in the pre-vacuum line.

### 3.2 Molecular beam technique

Atomic and molecular beams are a powerful tool in many fields of physics and physical chemistry. Particularly, high precision experiments and high-resolution spectroscopy benefited tremendously from these techniques. Otto Stern pioneered the atomic and molecular beam technique and received the Nobel prize in 1943 for his contribution in this field. Rabi, Ramsey, and Herschbach advanced the beam technique or adapted it to other scientific areas. They were also awarded by the Nobel prize for their contributions on atomic and molecular beam techniques (Rabi 1944, Herschbach/Lee/Polanyi 1986, Ramsey/Paul/Dehmelt 1989). The


Figure 3.5: Graphical illustration of a beam of ammonia molecules seeded into a backing gas. The change in the density and the temperature of the beam is depicted by the red shaded color.
advantages are manyfold and the most important ones for this work will be highlighted here. First of all, the internal and external degrees of freedom of the system under study can be cooled very efficiently within atomic and molecular beams. The low translational temperature (i.e. the velocity distribution within the beam is small) leads to a narrow spectral line-shape in spectroscopic techniques, whereas low rotational and vibrational temperatures limit the number of significantly populated levels, which increases the signal intensity for these populated transitions. Furthermore, low internal temperatures greatly facilitate the understanding of the molecular spectrum, because only a small subset of the molecular energy levels contribute to it. Another advantage arises when the atomic or molecular beam is so dilute that the molecules and atoms are noninteracting and the intrinsic atomic or molecular properties can be studied. Then, the collisional broadening decreases drastically and the transient time broadening dominates the line widths.

In principle, any atomic or molecular beam is a gas expansion from a high pressure area into vacuum (compare Fig. 3.5). In other words, it is an intended and very well controlled leak in the vacuum chamber [177, 178]. In the following, the focus is set on atomic beams, because the molecular beams used in this work are atomic beams seeded with a small fraction of molecules as explained later in this section. For ideal monoatomic gases, the velocity distribution $P(v)$ inside the high pressure container follows the Maxwell-Boltzmann distribution:

$$
\begin{equation*}
P(v)=4 \pi\left(\frac{m}{2 \pi k_{B} T}\right)^{3 / 2} v^{2} e^{-\frac{m v^{2}}{2 k_{B} T}} \tag{3.5}
\end{equation*}
$$

Hence, the distribution depends only on the atomic mass $m$ and the temperature $T$ inside the container. Figure 3.6a and Figure 3.6b illustrate the effect of different atomic masses and different sample temperatures on the velocity distribution, respectively.

Depending on the pressure inside the container $p_{0}$ and the diameter of the container opening $D$ (compare Fig. 3.5), the atomic beam can be classified to be effusive or supersonic. An effusive beam is formed when the mean free path length $\lambda$ of the atoms is much larger than the container opening. Then the atom encounters no collisions with other atoms during the expansion through the pinhole and consequently no energy is transferred. The velocity distribution


Figure 3.6: (a) Maxwell-Boltzmann velocity distributions of different noble gases at room temperature ( 294 K ) and (b) Maxwell-Boltzmann velocity distributions of neon at different temperatures.
of an effusive beam follows the Maxwell-Boltzmann distribution multiplied by the velocity $v$, because the probability that the atom leaves the container through the orifice is proportional to its absolute velocity [179]. Even though the effusive beam cannot cool the atoms in the expansion, it still provides a noninteracting environment, which enabled many important experiments (e.g. Stern-Gerlach experiment of atomic spins interacting with magnetic fields [180, 181]). Furthermore, the velocity spread of an effusive atomic beam perpendicular to the traveling direction can be confined with the use of pinholes or skimmers. This approach is a tradeoff between velocity spread and particle density, but it allows ultimately Dopplerfree spectroscopic experiments. Many atomic beam experiments rely on effusive techniques, especially when the cooling behavior is less of an issue. Moreover, effusive beams are less demanding on the pumping requirements than supersonic beam techniques.

In contrast to the effusive beam, the supersonic beam can cool the external and internal degrees of freedom of atoms and molecules very efficiently. A pinhole diameter much larger than the mean free path length $\lambda$ enables many collisions during the expansion. Due to the collisional energy transfer, the beam is more confined and the velocity distribution is much narrower compared to the Maxwell-Boltzmann velocity distribution at the container temperature, even though the mean velocity is higher. Figure 3.7 illustrates the velocity distribution inside the container and in the atomic beam. Under the assumption that the expansion is isentropic and adiabatic, thermodynamics can be employed to determine the terminal velocity of the beam. In an isentropic and adiabatic expansion the sum of the enthalpy $H$ and the kinetic energy of the directed mass flow is conserved (both the enthalpy and the directed mass are dependent on the distance $x$ to the starting point of the expansion):

$$
\begin{equation*}
H(x)+\frac{1}{2} m v(x)^{2}=\text { const. } \tag{3.6}
\end{equation*}
$$

If the enthalpy is completely converted into a directed mass flow, the terminal velocity $v_{\max }$ of the atoms for an ideal gas is only dependent on the container temperature and the mass of


Figure 3.7: Comparison of the velocity distribution of neon atoms at room temperature and after supersonic expansion in an atomic beam reaching $T=1 \mathrm{~K}$. The velocity distribution of the supersonic expansion is shifted to the terminal velocity $v_{m a x}$. Both distributions are normalized to one.
the atoms [182]:

$$
\begin{equation*}
v_{\max }=\sqrt{\frac{5 k_{B} T_{0}}{m}} \tag{3.7}
\end{equation*}
$$

where $T_{0}$ is the temperature inside the container and $m$ is the mass of the atom. In reality the expansion is not perfectly isentropic or adiabatic and the mean velocity of the ensemble of atoms will never reach the terminal velocity. However, simulations and experiments show that the mean velocity is increasing quickly with a fast convergence towards the terminal velocity in the first fraction of the expansion [183]. Hence, the terminal velocity provides already a good estimate for the mean downstream velocity of the beam [182].

Because the supersonic expansion is a very dynamic process depending on various parameters like collision rate, collision cross-section etc., the thermodynamic properties like pressure, temperature or particle density cannot be stated in a closed form for all positions in the beam. Nevertheless, the mean velocity, the pressure, the temperature, and the particle density on the centerline of the beam are dependent on only two quantities: the ratio of specific heats and the local Mach number, both of which are position dependent [182]. The local Mach number describes the ratio of the particle velocity and the local speed of sound and can be modeled using hydrodynamics. Different mathematical formulas exist to fit the results of the hydrodynamic simulations for the Mach number within distinct regions of the beam [183].

Herein the dynamics will be explained qualitatively using Figure 3.8. Within the container, the atoms collide frequently, therefore the speed of sound is much faster than the mean particle velocity, leading to a small Mach number. Inside the expansion, the situation is reversed because the temperature, the pressure, and the particle density decrease rapidly, while the mean velocity increases even faster. Hence, Mach numbers much larger than one


Figure 3.8: Scheme of the different regions in a supersonic expansion and their corresponding Mach numbers. For gas expanding from a round pinhole, a barrel shock wave is formed, where the expanding atoms collide with the background gas. The barrel shock wave together with the central shock wave, the so called Mach disk, limits the supersonic expansion with its intrinsic cooling properties. Ideally the spectroscopic measurement takes place in the zone of silence, where the low particle density leads to effectively no interactions between atoms and the temperature of the expansion has reached its stagnation value.
can be achieved in the atomic beam, which makes the expansion supersonic. For a point source, the expansion has a barrel shape and shock waves are formed at the boundaries due to the collision with the background gas. The central shock wave is called Mach disk, a phenomenon known from other supersonic processes (e.g. supersonic aircrafts or bullets). These shock waves are important for the expansion, because they protect the atoms in the socalled zone of silence from stochastic collisions with the warm background gas. The density in the zone of silence becomes so dilute that effectively no collisions take place any more. Hence, the cooling stagnates and the temperature characterizing the velocity spread drops out of equilibrium. The description of the velocity distribution with a single temperature model only makes sense when the system is in thermal equilibrium and the velocity spread follows a Gaussian distribution. Even though the conditions in a supersonic expansion are far from thermal equilibrium, the velocity distribution can be approximated by two Gaussians and two corresponding temperatures, one describing the velocity distribution longitudinal to the beam $P_{\|}$, the other one transversal to the beam $P_{\perp}$ :

$$
\begin{gather*}
P_{\|}\left(v_{\|}\right)=\sqrt{\frac{m}{2 \pi k_{B} T_{\|}}} e^{-\frac{m\left(v_{\|}-v_{\max }\right)^{2}}{2 k_{B} T_{\|}}}  \tag{3.8}\\
P_{\perp}\left(v_{\perp}\right)=\frac{m}{2 \pi k_{B} T_{\perp}} e^{-\frac{m v_{\perp}^{2}}{2 k_{B} T_{\perp}}} \tag{3.9}
\end{gather*}
$$

The velocity distribution parallel to the beam $P_{\| \mid}$is illustrated in Figure 3.7. Note, that the reliability of the simple two temperature model heavily depends on the experimental setup (e.g. if pinholes, skimmers, etc. are used to confine the beam).

The stagnation temperature decreases while the extent of the zone of silence increases with an increasing orifice diameter $D$ or an increasing pressure inside the container $P_{0}$ [182]. Both possibilities to enhance the cooling behavior have severe implications on the pumping requirements. Another effect which must be considered is the formation of clusters in a supersonic expansion. Many van der Waals complexes form easily in the cold conditions of an atomic beam. To avoid clustering, rare gas atoms are used in atomic and molecular beams. In addition, clustering requires three body collisions, that scale as $p_{0}^{2} D$ while two body collisions scale as $p_{0} D$ [182]. Consequently, low pressure and large diameter orifices reduce clustering.

In scientific literature, a molecular beam is often a rare gas beam doped with a small fraction of molecules. In principle a pure molecular beam can be formed, but the cooling behavior is worse than in a doped atomic beam, and the formation of dimers, trimers and higher order molecular clusters is promoted. If the fraction of molecules seeded into an atomic beam is small, the molecules thermalize with the surrounding atoms and exhibit similar thermodynamic properties. The main application of molecular beams in spectroscopy is the efficient cooling of the internal degrees of freedom, mainly the rotational and vibrational ones [184]. Within the expansion, the internal energy of the molecule is transferred to the translational energy of the surrounding atoms via inelastic binary collisions. The cooling efficiency of the internal degrees of freedom is dependent on the position in the expansion and the energy level structure of the molecule. If the energy differences of the internal degrees of freedom are small, the transfer to translational energy is more efficient, because less collisions are required to overcome the energy gap. The cooling of electronic excited states is almost impossible, but this is usually not necessary, because only the electronic ground state of most molecules is populated at room temperature. The cooling of the vibrations in a supersonic expansion heavily depends on the vibrational mode structure. In a diatomic molecule, only one vibrational mode exists and the spacing between the different vibrational energy levels is comparably large. Whereas polyatomic molecule exhibits more low lying vibrational modes, making the collisional cooling more efficient. However, the rotational internal degrees of freedom are most efficiently cooled because of their small energy differences. In the course of the expansion, the collision rate decreases and at some point this number is so small that the degrees of freedom are frozen, which means that the internal energy distribution is no longer changing. As a result, the vibrational energy distribution is frozen in first, followed by the rotational energy distribution. Because a single collision is sufficient to transfer translational energy from one particle to another, the temperatures describing the internal degrees of freedom are always larger or equal to the stagnation translational temperature. This behavior would suggest that the best internal cooling is achieved with heavy backing gases, resulting in a low stagnation translational temperature. However, the formation of clusters is enhanced for rare gas atoms with increasing size. Hence, the choice of the backing gas providing the best internal cooling is a tradeoff between a small terminal velocity distribution and cluster formation.

Figure 3.9a shows the predicted spectrum of the monoterpenoid carvone $\left(\mathrm{C}_{10} \mathrm{H}_{14} \mathrm{O}\right)$ at different rotational temperatures illustrating the benefits of low rotational temperatures for mi-


Figure 3.9: (a) Simulated rotational spectra of the monoterpenoid carvone $\left(\mathrm{C}_{10} \mathrm{H}_{14} \mathrm{O}\right)$ at different rotational temperatures in thermal equilibrium. (b) Simulated rotational spectra of carvone, the female sex hormone estradiol $\left(\mathrm{C}_{18} \mathrm{H}_{24} \mathrm{O}_{2}\right)$, and the important sterol cholesterol $\left(\mathrm{C}_{27} \mathrm{H}_{46} \mathrm{O}\right)$ at a rotational temperature of 0.5 K illustrating the impact of the size of a molecule on the density and intensity of the rotational transitions. The rotational constants of estradiol and cholesterol were estimated via force field calculations. The grey shaded area marks the frequency range of the COMPACT spectrometer.
crowave spectroscopy. The transition intensities at lower temperatures are greatly enhanced due to the population of only a few rotational states. The probability for the population of a rotational state $P_{j}$ in thermal equilibrium is given by the Boltzmann distribution:

$$
\begin{equation*}
P_{j}=\frac{N_{j}}{N}=\frac{g_{j} e^{-\frac{E_{j}}{k_{B} T_{R}}}}{Q_{R}} \tag{3.10}
\end{equation*}
$$

where $N_{j}$ is the number of molecules in the rotational state with the energy $E_{j}, T_{R}$ is the rotational temperature and $g_{j}$ is the quantum state degeneracy. $Q_{R}$ is the rotational partition function, where the sum goes over all rotational states:

$$
\begin{equation*}
Q_{R}=\sum_{i} g_{i} e^{-\frac{E_{i}}{k_{B} T_{R}}} \tag{3.11}
\end{equation*}
$$

The impact of the size of the molecule on the intensity profile is illustrated in Figure 3.9b. The transitions of larger molecules like the female sex hormone estradiol $\left(\mathrm{C}_{18} \mathrm{H}_{24} \mathrm{O}_{2}\right)$ or the important sterol cholesterol $\left(\mathrm{C}_{27} \mathrm{H}_{46} \mathrm{O}\right)$ are shifted to the low frequency end of the spectrum and their intensities drop dramatically due to their high state density. As described earlier, the molecules in a supersonic expansion are not in thermal equilibrium. Usually, the intensity profile of the rotational transitions cannot be modeled exactly using a single temperature distribution. In some cases, stacks of close lying states provide more effective cooling than other pathways leading to non-equilibrium conditions [185].


Figure 3.10: (a) Rotational spectrum of trifluoroiodo methane $\left(\mathrm{CF}_{3} \mathrm{I}\right)$ obtained with the Hamburg COMPACT spectrometer after 1, 10, 100 and 1000 acquisitions using two valves simultaneously and neon as carrier gas. The $J \rightarrow J+1: 0 \rightarrow 1$ (around 3 GHz ) and the $J \rightarrow J+1: 1 \rightarrow 2$ (around 6 GHz ) rotational transitions are displayed. Both transitions are split due to nuclear quadrupole coupling arising from the iodine nucleus. (b) Comparison of the experimental spectrum ( $J \rightarrow J+1: 1 \rightarrow 2$ rotational transition, positive trace) with a simulation (negative trace) indicating the very good agreement for both the frequencies and the intensities of the quadrupole hyperfine transitions.

### 3.3 Commissioning and performance

The commissioning of the spectrometer was performed with the molecules trifluoroiodo methane $\left(\mathrm{CF}_{3} \mathrm{I}\right)$ and benzonitrile $\left(\mathrm{C}_{7} \mathrm{H}_{5} \mathrm{~N}\right)$. These molecules were chosen because their rotational constants are known [60, 186] and their dipole moments are reasonable large, making them easier to detect with rotational spectroscopy. Furthermore at low rotational temperatures their most intense transitions are situated in the spectral bandwidth of the COMPACT spectrometer. Also both molecules exhibit nuclear quadrupole splitting, giving rise to distinct intensity patterns that serve as a good test of the intensity accuracy. Moreover, $\mathrm{CF}_{3} \mathrm{I}$ is a gas, whereas benzonitrile is a liquid with a relatively high vapor pressure of about 1 mbar at standard conditions [187]. Hence, no further effort is required to seed a descent amount of molecules into the supersonic expansion.

Figure 3.10 shows the rotational spectrum in the spectral region of $2-8 \mathrm{GHz}$ of the prolate
This section is partly based on the following publication:

- D. Schmitz, V. A. Shubert, T. Betz, and M. Schnell, Multi-resonance effects within a single chirp in broadband rotational spectroscopy: The rapid adiabatic passage regime for benzonitrile, J. Mol. Spec. 280, 77-84 (2012). (key ideas: 50\%, experimental: 40\%, data analysis: 40\%, writing up: 10\%) [69]


Figure 3.11: Simplified energy level scheme of all relevant energy levels and transitions, neglecting quadrupole hyperfine splitting, of benzonitrile in the frequency bandwidth of the spectrometer. On the right, the molecular structure of benzonitrile is shown.
symmetric top $\mathrm{CF}_{3} \mathrm{I}$, after 1, 10, 100, and 1000 FID acquisitions obtained with the COMPACT spectrometer using two simultaneously operated valves. $\mathrm{CF}_{3} \mathrm{I}$ (spectroscopic constants: $B=$ $1523.27715(26) \mathrm{MHz}, \chi_{a a}=-3217.424(12) \mathrm{MHz}$ ) was mixed with the carrier gas neon in a $3: 100$ pressure ratio and expanded into the chamber via supersonic expansion. The spectrum exhibits huge hyperfine splitting due to nuclear quadrupole coupling of the iodine nucleus with the total angular momentum. The resulting splitting pattern and its intensities are very characteristic and can facilitate the spectral assignments. The main features of the rotational spectrum are already seen after one FID acquisition. After 1000 acquisitions (about 9 minutes recording time), all of the spectral features are resolved with a good signal-to-noise ratio. Figure 3.10 displays a comparison of the experimental and the calculated rotational spectrum for the $J \rightarrow J+1: 1 \rightarrow 2$ transition of $\mathrm{CF}_{3} \mathrm{I}$. The experimental intensities of chirped-pulse FTMW spectroscopy, when working in the linear-fast passage regime, are accurate over the relevant frequency range and agree well with the calculated ones. Care must be taken at the limits of the frequency bandwidth of the spectrometer, where the power of the TWTA drops rapidly. Reliable intensity information is extremely useful for the assignment of new species, in determining relative dipole moment components, and in estimating the relative populations of different species, such as conformers, that contribute to the spectrum.

To obtain reliable intensity information, the spectrometer should be operated in the linearfast passage (LFP) regime, which leaves the population distribution essentially unchanged. However, high power excitation in combination with large molecular dipole moments can drive the population out of equilibrium in the rapid adiabatic passage (RAP) regime. These strong perturbations of the populations together with broad bandwidth chirp excitation enable stepwise multi-resonance effects as explained in the following on the example of benzonitrile. The planar asymmetric-top molecule benzonitrile (rotational constants: $A=5656.01(17) \mathrm{MHz}$, $B=1546.8711(10) \mathrm{MHz}, C=1214.40331(83) \mathrm{MHz}$ ) has only one non-vanishing dipole moment component $\mu_{a}=4.5152$ (68) D, which gives rise to a purely $a$-type spectrum [186]. A simplified energy level scheme of all relevant energy levels and transitions is depicted in Figure 3.11, neglecting the quadrupole hyperfine splitting arising from the nitrogen nucleus quadrupole moment. Three progressive series of rotational transitions are located within the


Figure 3.12: (a) Rotational spectrum of benzonitrile obtained by employing a low power excitation chirp with a positive (chirp-up) and a negative (chirp-down) chirp rate. The transition intensities of the two individual measurements are almost identical. (b) Same experimental procedure as in (a) but employing high power excitation chirps. The intensities of the chirp-up and chirp-down measurements differ significantly, suggesting population transfer in the RAP regime. The transition $1_{10} \rightarrow 2_{11}$ was used to normalize the intensities in all experiments.
bandwidth of the spectrometer (compare Fig. 3.11). However, the transition $2_{11} \rightarrow 3_{12}$ at 8.3 GHz cannot be accessed anymore and the populations of the rotational levels involved in the transition $1_{10} \rightarrow 2_{11}$ at 5.3 GHz are not affected by any other transition in the frequency range of the spectrometer. Thus, the transition $1_{10} \rightarrow 2_{11}$ was used to normalize the intensities in the following experiments.

Two sets of experiments were executed to study the effect of stepwise population transfer. Firstly, the molecules were probed with a microwave chirp with a positive chirp rate (chirpup: $2-8.3 \mathrm{GHz}, 1 \mu \mathrm{~s}$ ) and with a negative chirp rate (chirp-down: $8.3-2 \mathrm{GHz}, 1 \mu \mathrm{~s}$ ) at low excitation power (gain of the TWTA was set to $50 \%$, corresponding to about 75 W output power), and secondly at high excitation power (gain of the TWTA was set to $100 \%$, corresponding to about 300 W output power). If the populations are affected by the excitation pulse via double-resonance excitation, the obtained intensities for the chirp up and the chirp down measurements should be different. The excitation chirp probes the population difference in various progressive series of transitions once starting from the low frequency, another time starting at the high frequency end.

Figure 3.12a presents the rotational spectra of benzonitrile in the $2-8.3 \mathrm{GHz}$ frequency range obtained using a chirp-up pulse and a chirp-down pulse at low power setting on the TWTA. The individual rotational transitions are labeled using the $J_{K_{a} K_{c}}$ quantum numbers. The relative intensities are nearly identical in both spectra (chirp-up and chirp-down). Thus, at low power the chirp has a negligible effect on the relative populations of the rotational states and the excitation can be described within the LFP regime. The situation is different for the high power measurement shown in Figure 3.12b. Two important points should be noted: (a) the relative intensities of the individual transitions clearly depend on the direction of the chirp, and (b) the relative intensities differ from those obtained in the low-power measurements for


Figure 3.13: Rotational spectrum of benzonitrile obtained in the frequency region between 5 and 6.7 GHz . Transitions arising from the parent species, its isotopologues, one benzonitrile-water cluster, two benzonitrile-neon clusters, and a vibrationally excited state of benzonitrile are indicated.
which the linear fast passage regime is valid (see Fig. 3.12a). These findings can be explained with stepwise multi-resonance effects as described within the RAP regime, where population inversion is possible. As discussed in Section 2.4, the population of the respective energy levels can be significantly influenced by the chirp. For example, for the chirp-up measurement within the $J_{0 K_{c}=J}$ series (Fig. 3.12b), the population of the $1_{01}$ energy level will be enriched in the course of the chirp via the $0_{00} \rightarrow 1_{01}$ transition at 2.76 GHz . This change will then be probed by the same chirp when approaching resonance for the $1_{01} \rightarrow 2_{02}$ transition at 5.5 GHz . As a result, the $1_{01} \rightarrow 2_{02}$ transition is strongly enhanced compared to the $0_{00} \rightarrow 1_{01}$ transition. This change in turn leads to an increase of the population of the $2_{02}$ level, within the RAP regime, and thus to an enhancement of the $2_{02} \rightarrow 3_{03}$ transition at 8.2 GHz .

In principle, tailored microwave chirps together with high power microwave sources allow the population transfer to a single rotational quantum state. However, complex rotational level schemes and the high number of populated levels might complicate this task. In atomic physics, complete population transfer was already achieved in a simple three-state ladder system of rubidium ( $5 \mathrm{~s}, 5 \mathrm{p}, 5 \mathrm{~d}$ states) using a chirped laser pulse in the RAP regime [188191].

Finally, a measurement averaging 624000 acquisitions of benzonitrile was performed to evaluate the sensitivity of the spectrometer. Many publications in high resolution spectroscopy exist that describe the spectra and report rotational constants of benzonitrile [186, 192], its isotopologues [193, 194], the benzonitrile dimer [195], the benzonitrile-water cluster [12], benzonitrile rare gas clusters [196], and dipole-bound complexes of benzonitrile with various other organic molecules [197]. A signal-to-noise ratio of about 10000 for the strongest transitions of benzonitrile enabled the observation of all mono substituted isotopologues, one benzonitrilewater cluster, two benzonitrile-neon clusters, and a vibrationally excited state of benzonitrile.


Figure 3.14: Zoom in of the spectrum to the rotational transition $1_{01} \rightarrow 2_{02}$ of benzonitrile and its mono substituted isotopologues. The quadrupole splitting pattern is observed for all ${ }^{13} \mathrm{C}$ isotopologues, but not for the ${ }^{15} \mathrm{~N}$ isotopologue due to its nuclear spin of $1 / 2$.

The benzonitrile dimer was not observed in the spectrum, because it has a vanishing permanent dipole moment [195]. The spectrum obtained in the frequency region between 5 and 6.7 GHz is presented in the upper trace of Figure 3.13. The lower trace shows the predicted spectra based on fitted rotational constants for the different species identified in the spectrum. The intensities for the parent species of benzonitrile are off the $y$-axis scale.

A zoom into the spectrum to distinguish the individual isotopologues is presented in Figure 3.14. Again the intensities of the parent species are cut off to provide a better visibility of the low intensity components in the spectrum. The intensities of the transitions originating from the ${ }^{13} \mathrm{C}$ isotopologues reflect nicely their natural abundance of about $1 \%$. Because the structures of the C 2 and the C 6 isotopologues are equivalent, as well as the structures of the C3 and the C5 isotopologues, their transition intensities are doubled compared to the C1, $\mathrm{C} 4, \mathrm{C} 7$ isotopologues. The substitution of nitrogen ${ }^{14} \mathrm{~N}$ to ${ }^{15} \mathrm{~N}$ has the largest impact on the rotational constant because the nitrogen atom is furthest away from the center of mass of the molecule than any other atom. Due to the nuclear spin of $1 / 2$ of ${ }^{15} \mathrm{~N}$, this isotopologue exhibits no quadrupole hyperfine splitting and the population is not distributed over different hyperfine levels. Hence, the intensity of the transition originating from the ${ }^{15} \mathrm{~N}$ isotopologue is comparable to the transitions of the ${ }^{13} \mathrm{C}$ isotopologues even though the natural abundance of ${ }^{15} \mathrm{~N}$ is only $0.4 \%$. The knowledge of the rotational constants of all singly substituted carbon and nitrogen isotopologues enables the determination of the heavy atom structure of benzonitrile employing Kraitchman equations [47]. The substitution structure of benzonitrile obtained by microwave spectroscopy was already determined by Rudolph et al. [194].

## Chapter 4

## Communication through the phenyl ring: internal rotation and nuclear quadrupole splitting in p-halotoluenes

### 4.1 Introduction

The effect of internal rotation in molecules, as well as the magnitude and origin of the forces that impede free internal rotation, has long interested chemists. Internal rotation is understood as the rotation of one or several parts of a molecule, such as a methyl group, about a bond relative to the remaining molecular structure. Molecules containing internal rotors play important roles in a variety of chemical environments and thus have been the subject of numerous previous studies [26, 31, 32]. Evidence of such complex molecules has been seen in astrochemical observations [199, 200]. Furthermore, the high-resolution data expected soon from next-generation array telescopes, such as the extended Very Large Array (eVLA) [201] and the Atacama Large Millimeter/submillimeter Array (ALMA) [33], will rely on highquality terrestrial laboratory measurements in efforts to understand the spectra obtained from them.

Rotational spectroscopy and rotationally resolved ultraviolet (UV) spectroscopy have proven to be well-suited methods for exploring the properties of internal rotation [115, 202]. Herein, the COMPACT broadband chirped-pulse microwave spectrometer (Chap. 3) is used that allows for the quick recording of high-resolution rotational spectra over a wide frequency range. This capability, along with the rotational transition line intensities that it provides, makes it particularly suited for investigating the rotational spectra of complex molecules, i.e.

[^1]

Figure 4.1: Scheme of the structure of a p-halotoluene. The halogen atom is labeled with an $X$ (with $\mathrm{X}=\mathrm{Cl}, \mathrm{Br}, \mathrm{I}$ ). The rotation angle of the methyl internal rotation is indicated in (a) as well as the principal axis system (b). Note, the principal axis system coincides with the principal axis system of the field gradient.
when the molecule is highly flexible and when rotational transitions are split by additional couplings, e.g. by the presence of quadrupolar nuclei.

The investigation of series of $p$-halotoluenes (with chlorine, bromine and iodine as the halogen substituent, see Scheme 4.1) was chosen to learn about the potential interactions of the quadrupolar nuclei with the internal rotation via the phenyl ring. Due to the symmetry of the molecule, the methyl group internal rotation with respect to the molecular frame is hindered by a sixfold barrier, $V_{6}$. It is discussed in the literature that internal rotation barriers can be influenced by substituents as far as 10 atoms away [203] and these effects can be transmitted through conjugated bond systems, such as phenyl rings [204]. The halogen substituents fluorine (investigated previously) [205], chlorine, bromine, and iodine (this work) differ in their electronic behavior. This difference is evidenced by their varying electronegativities and also their sizes, which in the case of the $p$-halotoluenes lead to differences in overlap of the valence p-orbitals of the halogens with the phenyl $\pi$-cloud.

The rotational spectra of the $p$-halotoluene series contain two sensitive probes for studying communication pathways via the phenyl ring. One is the interaction of the nuclear spin of the halogen substituents ( $I_{C l}=3 / 2, I_{B r}=3 / 2, I_{I}=5 / 2$ ) with the overall rotation of the molecule. This interaction leads to characteristic line splittings in the spectra that are sensitive to the chemical environment of the quadrupolar nucleus, e.g. the electron density around the atom and thus the character of the chemical bond (detailed in Sec. 2.2). The second probe is the barrier hindering the internal rotation of the methyl group, as it is sensitive to the character of the bond between the methyl carbon and the phenyl ring (Sec. 2.3). This bond character depends on the electronic structure of the phenyl ring that in turn depends on the other substituents on the ring.


Figure 4.2: The experimental rotational spectra (black, positive traces) and simulated spectra (negative traces) of the p-halotoluenes measured in this work. The different colors of the simulated spectra correspond to the different isotopologues and $m$ states of the transitions. Blue: $m=0$ for $\mathrm{p}^{35} \mathrm{ClC}_{7} \mathrm{H}_{7}, \mathrm{p}^{81} \mathrm{BrC}_{7} \mathrm{H}_{7}$ and $\mathrm{pIC}_{7} \mathrm{H}_{7}$. Red: $m=1$ for $\mathrm{p}^{35} \mathrm{ClC}_{7} \mathrm{H}_{7}, \mathrm{p}^{81} \mathrm{BrC}_{7} \mathrm{H}_{7}$ and $\mathrm{pIC}_{7} \mathrm{H}_{7}$ Teal: $m=0$ for $\mathrm{p}^{37} \mathrm{ClC}_{7} \mathrm{H}_{7}$ and $\mathrm{p}^{79} \mathrm{BrC}_{7} \mathrm{H}_{7}$. Yellow: $m=1$ for $\mathrm{p}^{37} \mathrm{ClC}_{7} \mathrm{H}_{7}$ and $\mathrm{p}^{79} \mathrm{BrC}_{7} \mathrm{H}_{7}$. For $\mathrm{pClC}_{7} \mathrm{H}_{7}$, the groups of transitions correspond to $J=1 \rightarrow 2,2 \rightarrow 3$ and $3 \rightarrow 4$. In $\mathrm{pBrC}_{7} \mathrm{H}_{7}$, the groups of transitions correspond to $J=1 \rightarrow 2,2 \rightarrow 3,3 \rightarrow 4,4 \rightarrow 5,5 \rightarrow 6$ and $6 \rightarrow 7$. For $\mathrm{pIC}_{7} \mathrm{H}_{7}$, the groups of transitions correspond to $J=1 \rightarrow 2,2 \rightarrow 3$, $3 \rightarrow 4,4 \rightarrow 5,5 \rightarrow 6,6 \rightarrow 7,7 \rightarrow 8$ in order of increasing frequency, respectively.

It is the aim of the present investigation to shed more light on the influence of the particular substituents and to study the ability of the phenyl ring to communicate information from one substituent to another. The range in values of both halogen electronegativities and quadrupolar coupling constants should yield information about the influence of both on the internal rotation barrier. Accompanied by electronic structure calculations, the capabilities and high resolution of the broadband chirped-pulse Fourier transform microwave (CP-FTMW) spectrometer presented in Chapter 3 are perfectly suited to such studies of intramolecular interactions. Spectra are anticipated that contain a larger number of transitions spread over a wide range due to the low-barrier $V_{6}$ internal rotation tunneling and nuclear quadrupole coupling.

In the following, the experimental details (Sec. 4.2) and computational methods (Sec. 4.3) are introduced, followed by a section on the spectral details and fitting (Sec. 4.4). In the Results and Discussion section (Sec. 4.5), the interaction between the internal rotation of the methyl group and the nuclear spin of the halogen substituents is addressed. Finally, this chapter closes with a Summary and Conclusions section (Sec. 4.6).

### 4.2 Experimental

The CP-FTMW spectrometer was detailed in Chapter 3 and only a brief description is given here. The molecules of interest were introduced into the chamber via supersonic expansion from pulsed valves operating at 2 Hz . Two sets of experiments were performed. In the first, the sample holders were placed outside the vacuum and heated to $38^{\circ} \mathrm{C}, 50^{\circ} \mathrm{C}$ and $50^{\circ} \mathrm{C}$ for $p$-chlorotolouene $\left(\mathrm{pClC}_{7} \mathrm{H}_{7}\right)$, $p$-bromotoluene $\left(\mathrm{pBrC}_{7} \mathrm{H}_{7}\right)$ and $p$-iodotoluene $\left(\mathrm{pIC}_{7} \mathrm{H}_{7}\right)$, respectively. Neon was used as the carrier gas at an absolute backing pressure of 3.0 bar. In a second set of experiments employing argon as the buffer gas, the sample holders were placed inside the vacuum and heated to approximately $85^{\circ} \mathrm{C}$ for all species at backing pressures between 1.3 and 2.8 bar.

After supersonic expansion into the chamber, the ensemble of molecules was polarized with a $1 \mu \mathrm{~s}$ chirp spanning $2-8.5 \mathrm{GHz}$. For each spectrum, $50 \mu \mathrm{~s}$ of the FID was recorded at a resolution of 10 ps , yielding a frequency resolution of 20 kHz in the Fourier transform (FT) and hence the rotational spectra obtained. Typically, $200000-500000$ FIDs were co-added for each spectrum. Prior to performing the FT on $\mathrm{pClC}_{7} \mathrm{H}_{7}$ and $\mathrm{pBrC}_{7} \mathrm{H}_{7}$, a Kaiser-Bessel window was applied for 69 dB sidelobe attenuation [58]. Background lines were present in the raw FT obtained from the FID and were removed by masking, as elaborated on in the supplementary material of Reference [198].

### 4.3 Computational Methods

Electronic structure calculations were performed with the Gaussian 03 [206] and Gaussian 09 [207] program suites. Structural optimizations were performed with both Møller-Plesset second-order perturbation theory (MP2) and density functional theory employing the Becke, three parameter, Lee-Yang-Parr (B3LYP) exchange-correlation functional (compare Sec. 2.6). The aug-cc-pVTZ basis set was used in both methods. For the $\mathrm{pIC}_{7} \mathrm{H}_{7}$ calculations, a basis set [208] containing an effective core potential from the ESML basis set exchange was employed [166, 209]. To obtain reasonable quadrupole coupling constants for $\mathrm{pIC}_{7} \mathrm{H}_{7}$, B3LYP calculations were repeated using the $6-311 \mathrm{G}(\mathrm{d}, \mathrm{p})$ basis set [210] from the ESML basis set exchange [166, 209]. B3LYP relaxed energy scans for the internal rotation of the methyl group were performed with both the cc-pVTZ and aug-cc-pVTZ basis sets. Relaxed energy MP2 scans were carried out only with the cc-pVTZ basis set.

### 4.4 Spectral details and fitting

The $p$-halotoluenes are asymmetric tops with only a single nonzero dipole moment component, $\mu_{a}$, that lies along the principal axis that passes through the halogen and methyl carbon. This configuration gives rise to $a$-type transitions, i.e. $\Delta J= \pm 1, \Delta K_{a}=0$ and $\Delta K_{c}= \pm 1$ (compare Table 2.2). Tunneling through the low sixfold barrier splits the rotational energy


Figure 4.3: The experimental and simulated rotational spectra for the $J_{K_{a} K_{c}}(m=0)=$ $3_{03} \rightarrow 4_{04}$ and the $J_{K_{a} K_{c}}(m=1)=313 \rightarrow 414$ transitions of $\mathrm{p}^{35} \mathrm{ClC}_{7} \mathrm{H}_{7}$ between 7.15 and 7.16 GHz . The inexact post-application of quadrupole splitting to the RAM36 simulations with a self-written program leads to greater disagreement between simulation and experiment for the $m=1$ transitions. However, the relative intensities match very well.
levels, and an additional quantum number must be introduced. Herein, to characterize these internal rotation energy levels, the quantum number $m$ of the free rotor states is used that is appropriate for low-barrier cases (Eqn. 2.63 and Eqn. 2.64). This quantum number can take values of $m=0, \pm 1, \pm 2, \pm 3, \ldots$ and the $m \neq 0$ free rotor states (i.e. in the limit of $V_{6} \rightarrow 0$ ) are doubly degenerate. For barriers of intermediate magnitude, some of these degeneracies are lifted. The selection rule for torsional transitions follows $\Delta m=0$. The transitions associated with $m=0$ have the pattern of an ordinary asymmetric rotor and can be modeled using traditional effective asymmetric rotor Hamiltonians. These transitions may be conveniently used to determine the rotational constants. A detailed analysis of the $m \neq 0$ levels requires modifications to the Hamiltonian. Common approaches are the principal axis method (PAM), rho axis method (RAM) [132], and internal axis method (detailed in Sec. 2.3). Only the transitions associated with $|m|=3$ are significantly affected by the barrier. They are largely split and allow for an accurate barrier determination. Due to cooling in the course of the supersonic expansion in the molecular beam used herein, only energy levels associated with $m=0$ and $|m|=1$ are significantly populated and these provide only limited information about the internal rotation barrier height.

Very low barriers to methyl-top internal rotation, such as in the $V_{6}$ potential of the $p$ halotoluenes, are well known to be challenging to model and fit accurately. The method of performing separate fits for the $m=0$ and $m=1$ states is often used, although within the regime of low barriers, interpretation of the results is difficult. In the SPFIT/SPCAT program of Pickett [146], the $m=1$ states can be fit with an extra parameter, $D_{a}$, that is proportional to the barrier height (see Sec. 2.3). The $D_{a}$ parameter appears in the Hamilto-
nian for coupling between internal and overall rotation in the term $D_{a} \hat{\mathcal{J}}_{a}$ and is given by the following equation:

$$
\begin{equation*}
D_{a}=F \rho_{a} W_{0 \sigma}^{(1)} \tag{4.1}
\end{equation*}
$$

$D_{a}$ is nonzero for the $m=1$ states, but is zero for the $m=0$ states [131]. In a high barrier case, the sum in Eqn. 2.70 converges quickly and all the non-vanishing perturbation coefficients $W_{01}^{(1)}, W_{00}^{(2)}$ and $W_{01}^{(2)}$ can be derived from the two independent fits. Using the perturbation coefficients, the reduced barrier height (compare Sec. 2.3) and the orientation of the rotor relative to the principal axis system can be obtained as was shown for the molecule $o$-chlorotoluene [131]. However for low barriers, this strategy is more difficult to apply and gives unreliable results [130]. Even though the $m=1$ states can be fit using the parameter $D_{a}$ to experimental accuracy, it is not possible to link $D_{a}$ directly to a physical quantity. In both high- and low-barrier cases, ideally one would prefer a global fit of all the transitions simultaneously and to obtain a barrier directly from the output of the program. Towards this end, the RAM36 program by Ilyushin et al. was recently released and was successful in the analysis of the toluene internal $V_{6}$ barrier [135].

An advantage of SPFIT/SPCAT is the treatment of nuclear quadrupole splitting that is not implemented in the current version of RAM36. Thus, the following strategy was used to fit and interpret the experimental data. The $m=0$ and $m=1$ states were assigned and fit separately using SPFIT/SPCAT. The rotational constants, nuclear quadrupole coupling constants ( $\chi_{a a}$ and $\chi_{b b}-\chi_{c c}$ ), and the centrifugal distortion coefficient, $D_{J}$, were fit. The $m=1$ states were fit while allowing the $D_{a}$ parameter to float. In the next step, the quadrupole constants were set to zero and the unperturbed 'center frequencies' predicted using the fitted constants for each molecule and isotopologue. These center frequencies were then used as input for RAM36. It is important to note that only the predictions for $J_{K_{a} K_{c}} \rightarrow J_{K_{a}^{\prime} K_{c}^{\prime}}^{\prime}$ transitions actually observed in the experimental spectra were used.

For $\mathrm{pClC}_{7} \mathrm{H}_{7}$ in RAM 36 , the rotational constants, centrifugal distortion coefficient $\left(D_{J}\right)$, and internal rotor parameters $\left(V_{6}, F,-2 F \rho\right)$ were fit. First, the rotational constants and $D_{J}$ were obtained by fitting only the $m=0$ transitions. Once this step was converged, the $m=1$ states were added and the $-2 F \rho$ parameter was allowed to float while keeping the $F$ and $V_{6}$ parameters fixed at the toluene values [135]. It was found that the fits were most sensitive to the $-2 F \rho$ parameter, and thus it was fit before moving on to other parameters. Next, $F$ was fit while keeping $-2 F \rho$ fixed to its optimized value. Several iterations of fitting $F$ and $-2 F \rho$ were performed until both changed by less than $0.02 \%$ from the previous iteration. For $\mathrm{pClC}_{7} \mathrm{H}_{7}$, the positions of some low $J|m|=3$ transitions near the range of the COMPACT spectrometer were previously published by Herberich [211], and these transitions were then added to the fit and $V_{6}$ allowed to float while keeping all other parameters fixed. For $\mathrm{pBrC}_{7} \mathrm{H}_{7}$ and $\mathrm{pIC}_{7} \mathrm{H}_{7}$, a similar approach as above was applied, but $V_{6}$ was fixed at the fitted $\mathrm{p}^{35} \mathrm{ClC}_{7} \mathrm{H}_{7}$ value. The approach of fixing certain parameters while allowing others to be fitted, and iterating through fitting the parameters, has been suggested previously so that the fits remain physically valid [132, 212]. In the final RAM36 simulations, a rotational temperature of 1 K was used for all
molecules.
It should be noted that the quantum numbers of the unperturbed center frequencies for the $m \neq 0$ states predicted by SPCAT differ from those of RAM36. This difference is due to the fact that different methods are used to assign $K_{a}$ and $K_{c}$ quantum numbers within the PAM and RAM approaches. It is also because for the $m=1$ states, the $K_{a}$ and $K_{c}$ quantum numbers are no longer 'good'.

### 4.5 Results and discussion

The spectra of the $p$-halotoluenes are presented in the range from 2 to 8.3 GHz in the positive traces of Figure 4.2 along with the respective simulations, as negative traces, resulting from the spectral fits. For $\mathrm{pClC}_{7} \mathrm{H}_{7}$ and $\mathrm{pBrC}_{7} \mathrm{H}_{7}$, two isotopologues are present in the molecular beam in natural abundance ( $\mathrm{p}^{35} \mathrm{ClC}_{7} \mathrm{H}_{7}, \mathrm{p}^{37} \mathrm{ClC}_{7} \mathrm{H}_{7}, \mathrm{p}^{79} \mathrm{BrC}_{7} \mathrm{H}_{7}$ and $\mathrm{p}^{81} \mathrm{BrC}_{7} \mathrm{H}_{7}$ ). Within this study, no lines associated with the ${ }^{13} \mathrm{C}$-isotopologues were identified. As can be seen from Figure 4.2, with higher molecular mass and thus smaller $B$ and $C$ rotational constants, the spacing of the groups of rotational transitions becomes smaller, as expected. Individual subgroups arising from tunneling through the internal rotation barrier (denoted by $m=0$ and $m=1$ ) are further split due to nuclear quadrupole splitting and are color-coded in the simulation traces. The nuclear quadrupole splitting increases from $\mathrm{pClC}_{7} \mathrm{H}_{7}$ to $\mathrm{pBrC}_{7} \mathrm{H}_{7}$ to $\mathrm{pIC}_{7} \mathrm{H}_{7}$ as expected from the magnitudes of their atomic nuclear quadrupole coupling values $e Q q_{n 10}$ (summarized in Table 2.3).

Figure 4.3 displays the $J_{K_{a} K_{c}}(m=0)=3_{03} \rightarrow 4_{04}$ and the $J_{K_{a} K_{c}}(m=1)=3_{13} \rightarrow 4_{14}$ rotational transitions of ${ }^{35} \mathrm{ClC}_{7} \mathrm{H}_{7}$ in the range $7.15-7.16 \mathrm{GHz}$ and demonstrates the resolving power of the COMPACT spectrometer. In both the transition frequencies and intensities, good agreement between the experimental and the simulated transition intensities is seen. The parameters for the fits are summarized in Tables 4.1-4.3 along with the standard deviation $(\sigma)$ and number of lines included in each fit $\left(N^{\circ}\right)$. In Figures 4.2 and 4.3, the simulated center transition frequencies (i.e. without quadrupole splitting) from RAM36 were taken and then each line was quadrupole split using a self-written MATLAB code employing the firstorder perturbation theory for quadrupole coupling presented in Gordy and Cook [117, Chap. 9]. For the $m=1$ lines, small disagreements between the simulated spectra and experiment were seen that could be due to $K$ mixing, as was reported for $\left(\mathrm{CH}_{3}\right)_{3} \mathrm{SnCl}$ [124]. For the discussion on nuclear quadrupole interaction, the results from the SPFIT program are used. The full line lists and assignments are available in the supplementary material of Reference [198].

The initial fits with SPFIT typically gave $\sigma$ values of $5-10 \mathrm{kHz}$, well below the experimental resolution. For both $\mathrm{pClC}_{7} \mathrm{H}_{7}$ isotopologues $\left({ }^{35} \mathrm{Cl}\right.$ and $\left.{ }^{37} \mathrm{Cl}\right)$, the rotational constants $B$ and $C$ of the $m=0$ states agree well with those previously reported by Herberich [211]. Furthermore, the $B$ and $C$ rotational constants from the global RAM36 fit also agree very well, although the $A$ constant differs by about 1 MHz . The $A$ rotational constant would require
${ }^{\mathrm{d}}$ Parameter from local effective fits using SPFIT ${ }^{\text {b }}$ c Single point calculation on ${ }^{37} \mathrm{Cl}$ isotopologue using optimised structure of ${ }^{35} \mathrm{Cl}$ isotopologue.


|  | ${ }^{35} \mathrm{Cl}$ isotopologue |  |  |  | ${ }^{37} \mathrm{Cl}$ isotopologue |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Experiment | B3LYP ${ }^{\text {a }}$ | MP2 ${ }^{\text {a }}$ | Herberich [211] | Experiment | B3LYP ${ }^{\text {b }}$ | MP2 ${ }^{\text {b }}$ | Herberich [211] |
| $A_{\text {eff }}=A+F \rho^{2}(\mathrm{MHz})$ | $5710.86(50)^{\text {c }}$ | 5568.38 | 5535.80 | 5712.18 (66) | $5710.77(43)^{\text {c }}$ | 5568.38 | 5535.80 | 5713.1 (10) |
| $B(\mathrm{MHz})$ | 968.24434 (99) ${ }^{\text {c }}$ | 964.13 | 970.01 | 968.246 (2) | $943.9578(14)^{\text {c }}$ | 939.83 | 945.65 | 943.953 (4) |
| $C(\mathrm{MHz})$ | $827.92238(99)^{\text {c }}$ | 826.04 | 829.64 | 827.920 (2) | $810.1004(14)^{\text {c }}$ | 808.14 | 811.75 | 810.099 (4) |
| $D_{J}(\mathrm{kHz})$ | $0.031(22)^{\text {c }}$ |  |  |  | $0.023(30)^{\text {c }}$ |  |  |  |
| $\chi_{z z}(\mathrm{MHz})(m=0)$ | -71.155 (5) ${ }^{\text {d }}$ | -68.94 | -67.15 | -71.7 (7) | $-56.069(7)^{\text {d }}$ | -54.15 |  | -56.6 (13) |
| $\chi_{z z}(\mathrm{MHz})(m=1)$ | -71.165 (7) ${ }^{\text {d }}$ |  |  |  | $-56.09(2)^{\text {d }}$ |  |  |  |
| $\chi_{x x}-\chi_{y y}(\mathrm{MHz})(m=0)$ | $4.802(13)^{\text {d }}$ | 6.97 | 3.64 |  | $3.749(16)^{\text {d }}$ | 4.48 |  |  |
| $\chi_{x x}-\chi_{y y}(\mathrm{MHz})(m=1)$ | 4.7 (1) ${ }^{\text {d }}$ |  |  |  | $4.8(2)^{\text {d }}$ |  |  |  |
| $\delta(m=0)$ | 0.02917 (8) ${ }^{\text {c }}$ | 0.042 | 0.022 |  | $0.0289(1)^{\text {c }}$ | 0.034 |  |  |
| $\delta(m=1)$ | 0.0285 (6) ${ }^{\text {c }}$ |  |  |  | 0.037 (2) ${ }^{\text {c }}$ |  |  |  |
| $D_{a}(\mathrm{kHz})$ | $-11312.3(12)^{\text {d }}$ |  |  |  | $-11298.2(17)^{\text {d }}$ |  |  |  |
| $V_{6}(\mathrm{GHz})$ | 144.98 (88) ${ }^{\text {c }}$ |  |  |  | 145.02 (88) ${ }^{\text {c }}$ |  |  |  |
| $2 \rho F(\mathrm{GHz})$ | $11.34(24)^{\text {c }}$ |  |  | 146.1 (4) | $11.34(24)^{\text {c }}$ |  |  | 146.1 (4) |
| $F(\mathrm{GHz})$ | 164.6 (2) ${ }^{\text {c }}$ |  |  |  | 164.6 (2) ${ }^{\text {c }}$ |  |  |  |
| $I_{\alpha}\left(\mathrm{amu} \cdot \AA^{2}\right)$ | 3.182 (33) ${ }^{\text {c }}$ | 3.23 | 3.24 |  | $3.182(33)^{\text {c }}$ | 3.23 | 3.24 |  |
|  | RAM36 $/ m=0 / m=1$ |  |  |  | $36 / m=0 / m$ |  |  |  |
| $\sigma(\mathrm{kHz})$ | $5.4^{\mathrm{c}} / 6.0^{\mathrm{d}} / 6.8^{\text {d }}$ |  |  |  | $8.0^{\text {c }} / 5.9^{\text {d }} / 9.7^{\text {d }}$ |  |  |  |
| $N^{\circ}$ | $34^{\mathrm{c}} / 78^{\mathrm{d}} / 67^{\text {d }}$ |  |  | 17 | $31^{\mathrm{c}} / 59^{\mathrm{d}} / 46^{\text {d }}$ |  |  | 17 |

of the fit.



Table 4.2: Rotational constants, quadrupole moment, and internal rotation parameters for two isotopologues of
p-bromotoluene. Note the errors given here for the measured values are standard errors. $N^{\circ}$ is the number of lines included in the fit and $\sigma$ is the standard deviation of the fit.

|  | ${ }^{79} \mathrm{Br}$ isotopologue |  |  | ${ }^{81} \mathrm{Br}$ isotopologue |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Experiment | B3LYP ${ }^{\text {a }}$ | MP2 ${ }^{\text {a }}$ | Experiment | B3LYP ${ }^{\text {b }}$ | MP2 ${ }^{\text {b }}$ |
| $A_{e f f}=A+F \rho^{2}(\mathrm{MHz})$ | 5706.65 (32) ${ }^{\text {c }}$ | 5566.33 | 5534.61 | $5706.82(37)^{\text {c }}$ | 5566.33 | 5534.61 |
| $B(\mathrm{MHz})$ | $636.97364(24)^{\text {c }}$ | 632.67 | 640.32 | $630.55936(27)^{\text {c }}$ | 626.27 | 633.87 |
| $C$ ( MHz ) | $573.02879(27)^{\text {c }}$ | 570.10 | 575.97 | $567.83193(30)^{\text {c }}$ | 564.91 | 570.75 |
| $D_{J}(\mathrm{kHz})$ | $0.0131(23)^{\text {c }}$ |  |  | $0.0092(25)^{\text {c }}$ |  |  |
| $\chi_{z z}(\mathrm{MHz})(m=0)$ | 555.618 (8) ${ }^{\text {d }}$ | 519.21 | 480.44 | $464.186(10)^{\text {d }}$ | 434.66 |  |
| $\chi_{z z}(\mathrm{MHz})(m=1)$ | 555.65 (1) ${ }^{\text {d }}$ |  |  | 464.227 (6) ${ }^{\text {d }}$ |  |  |
| $\chi_{x x}-\chi_{y y}(\mathrm{MHz})(m=0)$ | $-26.311(34)^{\text {d }}$ | $-25.88$ | -24.20 | $-22.055(36)^{\text {d }}$ | -21.91 |  |
| $\chi_{x x}-\chi_{y y}(\mathrm{MHz})(m=1)$ | -26.21 (15) ${ }^{\text {d }}$ |  |  | $-22.284(23)^{\text {d }}$ |  |  |
| $\delta(m=0)$ | 0.02279 (3) ${ }^{\text {c }}$ | 0.022 | 0.021 | 0.02286 (4) ${ }^{\text {c }}$ | 0.023 |  |
| $\delta(m=1)$ | 0.0227 (1) ${ }^{\text {c }}$ |  |  | 0.02310 (2) ${ }^{\text {c }}$ |  |  |
| $D_{a}(\mathrm{kHz})$ | $-11314.8(31)^{\text {d }}$ |  |  | -11308.7 (8) ${ }^{\text {d }}$ |  |  |
| $V_{6}(\mathrm{GHz})$ | 144.98 |  |  | 144.98 |  |  |
| $2 \rho F(\mathrm{GHz})$ | $11.326(77)^{\text {c }}$ |  |  | 11.326 (84) ${ }^{\text {c }}$ |  |  |
| $F(\mathrm{GHz})$ | 164.66 (55) ${ }^{\text {c }}$ |  |  | 163.01 (64) ${ }^{\text {c }}$ |  |  |
| $I_{\alpha}\left(\mathrm{amu} \cdot \AA^{2}\right)$ | $3.240(11)^{\text {c }}$ | 3.23 | 3.24 | 3.212 (13) ${ }^{\text {c }}$ | 3.23 | 3.24 |
|  | RAM36 $/ m=0 / m=1$ |  |  | RAM36 $/ m=0 / m=1$ |  |  |
| $\sigma(\mathrm{kHz})$ | $3.0^{\mathrm{c}} / 5.8^{\mathrm{d}} / 6.3^{\text {d }}$ |  |  | $3.4{ }^{\text {c }} / 7.3^{\mathrm{d}} / 6.3^{\text {d }}$ |  |  |
| $N$ | $47^{\text {c }} / 92{ }^{\text {d }} / 81^{\text {d }}$ |  |  | $50^{\text {c }} / 98^{\text {d }} / 81^{\text {d }}$ |  |  |

[^2]many more $J$ levels than available within spectral range of the COMPACT spectrometer to be fit with the same accuracy as the $B$ and $C$ rotational constants. Furthermore, $A$ is modified from the equilibrium structure value due to coupling with the internal rotation of the methyl group. From the RAM36 fit, the barrier height was determined to be 144.98(88) GHz and $145.02(88) \mathrm{GHz}$ for the ${ }^{35} \mathrm{Cl}$ and ${ }^{37} \mathrm{Cl}$ isotopologues, respectively, slightly lower than the $146.1(4) \mathrm{GHz}$ previously reported [211]. However, these barriers are within the uncertainty of that reported for $p$-fluorotoluene, $V_{6}=144.79(19) \mathrm{GHz}$ [205]. For $\mathrm{pClC}_{7} \mathrm{H}_{7}$, the fitted parameters from the current data set yield predictions for the $|m|=3$ transitions that are improved over those predicted earlier [211]. The positions of the $J=4 \rightarrow 5$ and $5 \rightarrow 6$, $K_{a}=1,|m|=3$ transitions reported by Herberich [211], for example, are now predicted within about 500 kHz for all but one transition. This result offers support for the self-consistent approach employed here to achieve this fit. The value of $V_{6}$ for the $\mathrm{pBrC}_{7} \mathrm{H}_{7}$ and $\mathrm{pIC}_{7} \mathrm{H}_{7}$ fits was fixed to the $V_{6}=144.98(88) \mathrm{GHz}$ barrier height obtained from the $\mathrm{p}^{35} \mathrm{ClC}_{7} \mathrm{H}_{7}$ fit.

As noted in the Spectral Details and Fitting section, the fits were most sensitive to the $-2 F \rho$ parameter of RAM36. In each of the $p$-halotoluenes, this parameter was smaller than that for toluene. It contains information about the structure of the methyl top as it depends upon the moment of inertia of the methyl top, $I_{\alpha}$, about the molecule's principal rotation axis that passes through the halogen atom. From the fitted constants $I_{\alpha} \approx 3.2(1) \mathrm{amu} \cdot \AA^{2}$ is obtained, a value consistent with the $3.194531(29) \mathrm{amu} \cdot \AA^{2}$ computed from the fitted constants for toluene [135]. Although the slightly larger average value is consistent with the theory that the halogen atom withdraws electron density from the methyl group through the phenyl ring, thus weakening the C-H bonds in the methyl group, the difference is too small to conclusively confirm this. The B3LYP optimizations predicted that $I_{\alpha} \approx 3.2 \mathrm{amu} \cdot \AA^{2}$ for each $p$-halotoluene (including $p$-fluorotoluene) and toluene. These fitted and calculated values are larger than that previously calculated for $p$-fluorotoluene ( $3.11 \mathrm{amu} \cdot \AA^{2}$ ) and that from acetone $\left(3.138 \mathrm{amu} \cdot \AA^{2}\right)$ that was assumed also to be true for $p$-chlorotoluene [211].

The fits were not as sensitive to $F$, and values of approximately 163 GHz were found for each $p$ halotoluene. These values agree well with those reported for $p$-fluorotoluene ( $F=163.60 \mathrm{GHz}$ ) and toluene ( $F=163.8952(15) \mathrm{GHz}$ ) [135]. The $F$ values reported herein are consistent with previous observations and current electronic structure calculations. These calculations are summarized in Tables 4.1, 4.2 and 4.3 and a relaxed potential energy scan for the methyl group rotation in $\mathrm{p}^{35} \mathrm{ClC}_{7} \mathrm{H}_{7}$ is presented in Figure 4.4. The B3LYP and MP2 calculations predicted differences in the barrier heights depending upon the halogen substituent. However, experiments (i.e. with rotational temperatures $>50 \mathrm{~K}$ according to the RAM36 simulations) observing transitions between $|m|=3$ levels of these molecules are required to better elucidate the effect of the halogen on the methyl group. However, the effect of the methyl group on the halogen atom can be better understood from the current data than vice versa. The quadrupole coupling constants obtained from the fits of the quadrupole splitting patterns are sensitive to the electronic structure around the halogen substituent. These fits were performed with SPFIT separately for the $m=0$ and $m=1$ transitions. For the $p$-halotoluenes and similar molecules in which a halogen substituent lies in the plane of the benzene ring, the size of the

Table 4.3: Rotational constants, quadrupole moment, and internal rotation parameters for p-iodotoluene. Note the errors given here for the measured values are standard errors. $N^{\circ}$ is the number of lines included in the fit and $\sigma$ is the standard deviation of the fit.

|  | Experiment | B3LYP | MP2 ${ }^{\text {a }}$ |
| :---: | :---: | :---: | :---: |
| $A_{\text {eff }}=A+F \rho^{2}(\mathrm{MHz})$ | $5707.01(13)^{\text {b }}$ | $5568.30^{\text {a }}$ | 5538.90 |
| $B(\mathrm{MHz})$ | $490.054574(54)^{\text {b }}$ | $485.56{ }^{\text {a }}$ | 494.19 |
| $C(\mathrm{MHz})$ | $451.316364(54)^{\text {b }}$ | $447.86^{\text {a }}$ | 454.99 |
| $D_{J}(\mathrm{kHz})$ | $0.00571(32)^{\text {b }}$ |  |  |
| $\chi_{z z}(\mathrm{MHz})(m=0)$ | $-1886.202(12)^{\text {d }}$ | $-1848.35^{\text {c }}$ |  |
| $\chi_{z z}(\mathrm{MHz})(m=1)$ | $-1886.204(16)^{\text {d }}$ |  |  |
| $\chi_{x x}-\chi_{y y}(\mathrm{MHz})(m=0)$ | $58.380(34)^{\text {d }}$ | $64.93{ }^{\text {c }}$ |  |
| $\chi_{x x}-\chi_{y y}(\mathrm{MHz})(m=1)$ | 58.22 (19) ${ }^{\text {d }}$ |  |  |
| $\delta(m=0)$ | $0.01698(1)^{\text {d }}$ | $0.019^{\text {c }}$ |  |
| $\delta(m=1)$ | 0.01693 (6) ${ }^{\text {d }}$ |  |  |
| $D_{a}(\mathrm{kHz})$ | $-11325.6(42)^{\text {d }}$ |  |  |
| $V_{6}(\mathrm{GHz})$ | 144.98 |  |  |
| $2 \rho F(\mathrm{GHz})$ | 11.326 (17) ${ }^{\text {b }}$ |  |  |
| $F(\mathrm{GHz})$ | 162.66 (66) ${ }^{\text {b }}$ |  |  |
| $I_{\alpha}\left(\mathrm{amu} \cdot \AA^{2}\right)$ | 3.2191 (24) ${ }^{\text {b }}$ | 3.23 | 3.24 |
|  | RAM36 $/ m=0 / m=1$ |  |  |
| $\sigma(\mathrm{kHz})$ | $8.7{ }^{\text {b }} / 7.6^{\text {d }} / 8.5^{\text {d }}$ |  |  |
| $N^{\circ}$ | $57^{\text {b }} / 210^{\text {d }} / 135^{\text {d }}$ |  |  |

[^3]quadrupole coupling constant component, $\chi_{z z}$, depends upon the electron density around the halogen atom. The ratios of $\chi_{z z}$ between isotope pairs, $\chi_{z z}\left({ }^{35} \mathrm{Cl}\right) / \chi_{z z}\left({ }^{37} \mathrm{Cl}\right)=1.2691$ and $\chi_{z z}\left({ }^{79} \mathrm{Br}\right) / \chi_{z z}\left({ }^{81} \mathrm{Br}\right)=1.1970$ for the $m=0$ states agree well with those reported for BrCl , $\left(\chi_{z z}\left({ }^{35} \mathrm{Cl}\right) / \chi_{z z}\left({ }^{37} \mathrm{Cl}\right)=1.26889\right.$ and $\left.\chi_{z z}\left({ }^{79} \mathrm{Br}\right) / \chi_{z z}\left({ }^{81} \mathrm{Br}\right)=1.197048\right)$ [213]. Tables 4.1-4.3 present the $\chi_{z z}$ values obtained in this investigation. The values are in close agreement to those of the halobenzenes [64, 214], but magnitudes in the halobenzenes are slightly higher. This difference is explained by the small, positive inductive effect $(+I)$ of the methyl group that injects electron density into the benzene ring, thus increasing the electron density available for the electron withdrawing halogen.

Of note is the quadrupole coupling constant for $p$-chlorotoluene. Since the initial study by Herberich in 1967 [211], no improvements to its value have been reported. In their study of $o$-chlorotoluene, Gerhard et al. showed that the value of the quadrupole coupling constant for several substituted benzenes could be rationalized by examining the other substituents and their positions relative to the chlorine on the benzene ring [131]. There are two electronic effects to consider: mesomeric $(M)$ and inductive $(I)$. A halogen substituent has a $+M$ effect due to donation of electron density to the aromatic ring through partial overlap of the valence halogen p-orbitals with the $\pi$-cloud of the aromatic ring, but a $-I$ effect from strongly extracting electrons from the ring through the $\sigma$-bond. A substituent that contributes electron density to the ring, then, would allow the halogen atom to extract more electron density, thus lowering the magnitude of the quadrupole coupling constant. The methyl group has a small $+I$ effect. Thus, halotoluenes should have smaller quadrupole coupling constant magnitudes than the equivalent halobenzenes. However, the previously reported value for the quadrupole coupling constant of $\mathrm{p}^{35} \mathrm{ClC}_{7} \mathrm{H}_{7}\left(\chi_{z z}=-71.7(7) \mathrm{MHz}\right)$ [211] is larger than for ${ }^{35}$ chlorobenzene $(-71.241(7) \mathrm{MHz})$ [215]. The experimentally obtained values of the present study are $\chi_{z z}=-71.155(5) \mathrm{MHz}$ and $\chi_{z z}=-71.165(7) \mathrm{MHz}$ from the $m=0$ and $m=1$ fits, respectively. These improved values are less than that of chlorobenzene, now in line with the expected trend in quadrupole coupling constant with substituent. A similar trend is also seen for the bromo- and iodo-substituted benzenes and toluenes.

The Goldstein parameter, $\delta=(2 / 3)\left(\chi_{x x}-\chi_{y y}\right) / e Q q_{n 10}$, is a good measure for the $\pi$-bonding nature in planar molecules with an in-plane halogen substituent, where $e Q q_{n 10}$ is the quadrupole coupling constant for the nuclei due to one valence p-electron (see Eqn. 2.57 in Sec. 2.2). The $p$-halotoluenes are a prototypical example of this behavior, as the $\delta$ values decrease with increasing halogen size. The overlap between the atomic valence p-orbital and aromatic $\pi$ cloud decreases as the halogen size increases, hence reducing the $\pi$-bonding character of the halogen-carbon bond.

For each quadrupolar halogen and isotopologue, the magnitude of the quadrupole coupling constant was slightly larger for the $m=1$ fit than the $m=0$ fit. A potential explanation for this is that in the $m=0$ state, the methyl rotor is perpendicular (staggered) relative to the aromatic ring, i.e. $\alpha=90.0^{\circ}$ (see Fig. 4.1). This configuration allows for optimum hyperconjugation between the $\mathrm{HC} \sigma$-bond and the $\pi$-cloud of the ring. However, in an excited $m=1$ state, the average configuration is no longer perpendicular and thus reduces the


Figure 4.4: The results of the B3LYP/aug-cc-pVTZ relaxed potential energy scan for $\mathrm{p}^{35} \mathrm{ClC}_{7} \mathrm{H}_{7}$. The calculated points are given as filled red circles and the dashed lines are a fit of the results to Equation 4.2. All points are relative to the global minimum. As discussed in the text, the barriers for all of the p-halotoluenes were found to be very similar experimentally, although the quantum chemical calculations predicted some differences.
hyperconjugation. If the hyperconjugation injects some electron density into the ring, then the quadrupole coupling constant should be smaller in the $m=0$ state than in the $m=1$ state, as observed.

Quantum chemical calculations on the $p$-halotoluenes of this study suggest a staggered configuration for the methyl group as the lowest energy structure, i.e. $\alpha \approx 90^{\circ}$. Pratt and Borst derived the same lowest energy configuration in the UV spectroscopy studies on toluene [216]. Furthermore, the calculated rotational constants for both methods (B3LYP and MP2) are in good agreement with the measured ones. Although the calculated quadrupole coupling constants are less accurate than the rotational constants, their agreement still provides a good measure for the quality of the structure.

The relaxed potential energy surface scans of the angle, $\alpha$, (see Fig. 4.1) for the rotation of the methyl group reproduce the $V_{6}$ character of the potential, as depicted in Figure 4.4 for $\mathrm{p}^{35} \mathrm{ClC}_{7} \mathrm{H}_{7}$. The potential energy curve was fit with

$$
\begin{equation*}
V(\alpha)=\frac{V_{6}}{2}(1-\cos (6 \alpha+\varphi)) \tag{4.2}
\end{equation*}
$$

where $\alpha$ is the rotation angle and $\varphi$ is the phase of the rotation. The B3LYP/cc-pVTZ calculations slightly overestimate the barrier height, whereas the B3LYP/aug-cc-pVTZ calculations predict a barrier that is lower than that observed experimentally. The MP2 barrier height is almost three times higher than the other calculated or measured values. This effect was reported earlier [217, 218]. The overestimation of the barrier by MP2 methods is likely due to the overestimation of the interaction between the methyl hydrogens and phenyl $\pi$-cloud.

### 4.6 Summary and conclusions

The rotational spectra of the $p$-halotoluenes, (chloro-, bromo- and iodo-) were measured and the rotational constants were obtained, including the moment of inertia of the methyl group about its principal rotation axis, and quadrupole coupling constants. The barrier height was fit for $\mathrm{p}^{35} \mathrm{ClC}_{7} \mathrm{H}_{7}$ and $\mathrm{p}^{37} \mathrm{ClC}_{7} \mathrm{H}_{7}\left(V_{6}=144.98(88) \mathrm{GHz}\right.$ and $145.02(88) \mathrm{GHz}$, respectively) by including the data reported by Herberich [211]. These barriers were slightly lower than those previously reported for $p$-chlorotoluene [211], but the same within the uncertainty as for $p$-fluorotoluene [205]. In the analysis of $p$-bromo- and $p$-iodotoluene, the barrier was fixed to that of $\mathrm{p}^{35} \mathrm{ClC}_{7} \mathrm{H}_{7}$. The moment of inertia of the methyl group $\left(I_{\alpha} \approx 3.2 \mathrm{amu} \cdot \AA^{2}\right.$, see Tables 4.1-4.3) determined from the fitted data for each molecule and isotopologue was larger than previously reported or assumed for these molecules, suggesting the methyl group hydrogens are less strongly bound to the methyl group than previously thought. The rotational constants agree well with those previously published for $p$-chlorotoluene, and the new rotational constants found for $\mathrm{pBrC}_{7} \mathrm{H}_{7}$ and $\mathrm{pIC}_{7} \mathrm{H}_{7}$ agree well with the electronic structure calculations (Tables 4.1-4.3).

The fits of the quadrupole-split transitions gave insight into the nature of the chemical bonds between the halogen and phenyl ring. The methyl group injects additional electron density into the phenyl $\pi$-cloud, thus providing more electron density for the halogen atom to extract from the phenyl ring. This effect makes the halogen-carbon bond more ionic than in the halobenzenes, an effect manifested by the decrease in the magnitude of the quadrupole coupling constant in the halotoluenes.

Unfortunately, the current data only yielded a limited view into the internal rotation barrier heights, although the electronic structure calculations suggested that some differences in the barriers should exist. Higher-level calculations would offer greater insight on this subject. Experimentally, measurement of the $|m|=3$ transitions would provide new data more sensitive to the barrier height. Such measurements were attempted in the apparatus employed herein, however, the rotational temperatures were still too low even when using argon at low backing pressures as the carrier gas and elevated sample temperatures. According to simulations from RAM36 [135], rotational temperatures of $45-50 \mathrm{~K}$ are necessary to measure these lines for $p$-chloro-, $p$-bromo- and $p$-iodotoluene.

[^4]
## Chapter 5

## The broadband microwave spectra of the monoterpenoids thymol and carvacrol: Conformational landscape and internal dynamics

### 5.1 Introduction

Terpenes represent one of the largest classes of secondary metabolites in nature and are derived from adding substituents to their core building block, isoprene. They exhibit a huge assortment of structures and thus a variety of chemical and biological activities [220]. Furthermore, terpenoids account for the largest share of the emission of biogenic volatile organic compounds (BVOC) to the atmosphere [221-223]. BVOCs are subject to oxidation reactions in atmospheric chemistry impacting Earth's climate [224]. Despite their importance, only a few high-resolution spectroscopic studies of terpenes have been reported. Nuygen and coworkers recently published the first microwave spectroscopic investigation of a linear monoterpene, linalool [225]. Of the monocyclic monoterpenes, only perillaldehyde [226], carvone, and limonene [227] have been investigated with high-resolution microwave spectroscopy. Kisiel et al. studied the structure and dipole moments of the bicyclic monoterpene camphor using microwave spectroscopy [228]. These studies are in line with previous work on mediumsized biologically relevant molecules (e. g. monosaccharides [16], amino acids [17-19], nucleobases [20, 21], neurotransmitters [22], and drugs [24-26]) that demonstrate the suitability of microwave spectroscopy for obtaining information about the molecular structure, conforma-

[^5]- D. Schmitz, V. A. Shubert, B. M. Giuliano, and M. Schnell, The broadband microwave spectra of the monoterpenoids thymol and carvacrol: Conformational landscape and internal dynamics, J. Chem. Phys. 141, 034304 (2014). (key ideas: D.S. $80 \%$, experimental: $60 \%$, data analysis: $80 \%$, writing up: $80 \%$ ) [219]

(a) cis-carvacrol

(b) trans-carvacrol

(c) cis-thymol

(d) trans-thymol

Figure 5.1: Schemes of the structures of the aromatic monoterpenoids thymol and carvacrol. They differ in the position of the hydroxyl substituent with respect to the isopropyl and the methyl groups. The coordinate system next to trans-thymol represents an approximation of the principal axes, which varies slightly between the different molecules and conformations. When discussing the orientation of the methyl rotor, the orientation of the axes with respect to the rest of the molecule becomes important.
tional preferences, and internal dynamics of this class of molecules.
In the present investigation, the vibrationally and rotationally cold gas-phase microwave spectra of the monocyclic monoterpenes and structural isomers, thymol, and carvacrol are reported. For both molecules, cis- and trans-conformational isomers can exist and the corresponding structures are depicted in Figure 5.1. Thymol and carvacrol differ in the position of the hydroxyl group, which impacts the flexibility of both the hydroxyl and the methyl groups. Due to their anti-bacterial [229-231], anti-inflammatory [232], and anti-fungal properties [233], thymol and carvacrol are particularly interesting for the pharmacological and foodstuff industries. They occur naturally as the main constituents in the essential oils of thyme, oregano, and satureja.

Spectroscopically interesting is the influence of the hydroxyl group on the ability of the methyl top to rotate internally. Microwave spectroscopy is well suited to observe the effects of large amplitude motion, e. g. internal rotation, and enables the determination of the corresponding rotational energy barrier. Since the chemical environment of the moving group differs between different molecules, and even between conformers of the same molecule, the derivation of a universal description of internal rotation is challenging. Recent improvements of the theoretical description of different barrier types show that development in this field is still highly active [26, 32, 135, 198]. Herein the influence is discussed of the hydroxyl group on the barrier to methyl group internal rotation, which can be expected to be largely different for thymol and carvacrol, and the results are compared to structurally similar molecules, such as $o$ - and $m$-cresol [234, 235]. Furthermore, the influence is evaluated of the hydroxyl group on the configuration of the isopropyl group and hence the conformational preferences.

This chapter is organized as follows: The experimental setup and the quantum chemical calculations are briefly described (Sec. 5.2), followed by a presentation of the experimental and
computational results for each of the molecules under study (Sec. 5.3). The conformational space of the molecules and the barriers to internal rotation of the methyl tops are investigated. Subsequently, a discussion and a comparison of the results of thymol and carvacrol to each other and with literature data is presented. Finally, the findings are summarized and a short outlook is given (Sec. 5.5).

### 5.2 Experimental and computational methods

Thymol (2-isopropyl-5-methylphenol, $99.5 \%$ purity) and carvacrol (5-isopropyl-2-methylphenol, $98 \%$ purity) were purchased from Sigma-Aldrich Chemie GmbH, Steinheim, Germany and were used without further purification. Thymol is a white crystalline powder with a stated melting point of $48-51^{\circ} \mathrm{C}$ and a boiling point of $232^{\circ} \mathrm{C}$. Carvacrol is a yellowish liquid with a stated melting point of $3-4^{\circ} \mathrm{C}$ and a boiling point of $237^{\circ} \mathrm{C}$. The chemical structures of both molecules are depicted in Figure 5.1. The orientation of the OH -group is defined with respect to the C 2 atom of the benzene ring and its rotation gives rise to trans- and cis-conformers for both molecules.

All rotational spectroscopy measurements were performed with the Hamburg COMPACT spectrometer which is detailed in Chapter 3 and thus only the experimental parameters are given here. After supersonic expansion into the vacuum chamber, the ensemble of molecules was polarized with a $1 \mu \mathrm{~s}$ chirp spanning $2 \rightarrow 8.5 \mathrm{GHz}$. For each spectrum, $50 \mu \mathrm{~s}$ of the FID were recorded at a resolution of 10 ps , yielding a frequency resolution of 20 kHz in the Fourier transform and hence the rotational spectra obtained. The molecules were seeded into a supersonic expansion using a pulsed nozzle (Parker General Valve, Series 9) operating at 2 Hz to create a cold molecular jet. The sample holders were placed directly prior to the nozzle and heated to $100^{\circ} \mathrm{C}$ or $140^{\circ} \mathrm{C}$ for thymol or carvacrol, respectively. A constant flow of neon at stagnation pressures of 3.0 bar transported the molecules to the nozzle. Note that the tubing between the reservoir and the valve, as well as the valve itself, were heated to avoid condensation. For carvacrol and thymol, 300000 FIDs and 438000 FIDs, respectively, were coadded for each spectrum. After performing the Fourier transformation, residual background lines were removed by masking, which means that the intensities in the spectrum at the frequencies identified as background lines were set to zero. Different approaches were used to identify background lines in the spectra: 1. by a comparison of the spectra obtained using only the first and last $20 \mu$ s of the FID. In the last $20 \mu \mathrm{~s}$ of the FID, the molecular signal is already significantly reduced; 2. by an individual background measurement with the valve switched off; 3. by a comparison of the two measurements of thymol and carvacrol.

One of the primary advantages of microwave spectroscopy is its ability to obtain information about the gas-phase structure of molecules to a high precision. However for a complete structure determination, rotational constants from numerous different isotopologues are required. Such an effort was recently reported for a comparatively large molecule, strawberry aldehyde $\left(\mathrm{C}_{12} \mathrm{H}_{14} \mathrm{O}_{3}\right)$ [236]. However, this approach remains experimentally demanding and
time intensive. Another way to extract structural information from the experimental data is comparison with quantum chemical calculations (explained in Sec. 2.6). The assignment of an experimentally obtained spectrum (e.g. by comparison of rotational constants, barrier to internal rotation, dipole moments) to a quantum chemically optimized structure has given good results, even for larger molecules and complexes [170].

Herein, the experimental results were compared with electronic structure calculations performed with the Gaussian 03 [206] and Gaussian 09 [207] program suites. In order to determine the preferred orientations of the isopropyl groups, relaxed energy scans of the potential energy surface (PES) of the isopropyl group rotation were carried out. As starting structures for the energy scans, the cis- and trans-conformers of thymol and carvacrol were used as depicted in Figure 5.1. The Becke, three parameter, Lee-Yang-Parr (B3LYP) exchangecorrelation functional was employed with the $6-311++G(d, p)$ basis set for these scans. Two unequal minima in the PES were found for each starting structure. To further refine the structures and verify the energy ordering of the individual conformations, optimizations and harmonic frequency calculations were carried out on all minima using several different basis sets and methods: B3LYP/6-311++G(d,p), B3LYP/aug-cc-pVTZ, MP2/6-311++G(d,p) (Møller-Plesset second-order perturbation theory), and M06-2X/6-311++G(d,p) (Minnesota functional). In order to get an overview of the internal dynamics, the cis-trans isomerization barrier was also computed, as well as the barrier to internal rotation for the different methyl tops. These calculations were performed at the B3LYP $/ 6-311++G(d, p)$ level of theory for selected minima. Here, the barriers to internal rotation for the methyl tops at positions five and two of thymol and carvacrol, respectively, are particularly interesting because they are expected to be similar to that of $o$ - and $m$-cresol [234, 235]. The barrier to internal rotation of those molecules is small enough that the corresponding splitting of the rotational energy levels into A and E species components should be observed in the spectra.

### 5.3 Results

## Carvacrol

The computational findings and their use to complement and interpret the experimental results are first presented. The relaxed PES of the isopropyl group rotation for the cisand trans-conformers are depicted in Figure 5.2. The potential energy relative to the global minimum (denoted as trans-B) is plotted as a function of the dihedral angle, H-C7-C5-C6. The trans-carvacrol PES is lower in energy than that of the cis-isomer, with an offset of approximately $1.8 \mathrm{~kJ} / \mathrm{mol}$. Two minima exist on both the cis- and trans-conformer PESs, with dihedral angles H-C7-C5-C6 of exactly $0^{\circ}$ and $180^{\circ}$. As illustrated in Figure 5.2, the methyl tops of the isopropyl (C8 and C9) are out-of-plane at the minima. For both the cis and the trans curves, the lowest minima coincide with a dihedral angle of $180^{\circ}$, where the hydrogen connected to C 7 is opposite to the hydroxyl group. Those conformations are labeled with $B$ and the second local minimum at a dihedral angle of $0^{\circ}$ with $A$. Hence, in total four


Figure 5.2: Scan of the potential energy surface calculated along the $\mathrm{H}-\mathrm{C} 7-\mathrm{C} 5-\mathrm{C} 6$ dihedral angle according to the labeling in Fig. 5.1 at the B3LYP/6-311++G(d,p) level of theory for cis- and trans-carvacrol. The position of the observed conformations $(A, B)$ is indicated in the plot and illustrated with the corresponding structure.
conformations were found, two conformers each in the two conformational families of cis- and trans-carvacrol.

The isomerization barrier between the A and B rotamers that corresponds to rotation of the isopropyl group with respect to the rest of the molecule was determined to be approximately $10 \mathrm{~kJ} / \mathrm{mol}$ for both cis- and trans-conformers. The barrier to cis-trans isomerization, corresponding to rotating the hydroxyl group around the C1-O bond, was computed to be $15 \mathrm{~kJ} / \mathrm{mol}$ for both A and B rotamers. The computational results for the barrier to internal rotation of the methyl group bonded to the C 2 carbon are listed in Tables 5.1 and 5.2. For the analysis of the hindered rotation, the Hamiltonian of the rigid rotor has to be extended to include the kinetic and potential energy terms of the internal rotor. In the case of a threefold symmetric top, the potential energy, $V$, can be described in terms of the internal rotation angle $\alpha$ (compare Eqn. 2.62):

$$
\begin{equation*}
V(\alpha)=\frac{1}{2} V_{3}(1-\cos (3 \alpha))+\frac{1}{2} V_{6}(1-\cos (6 \alpha))+\ldots \tag{5.1}
\end{equation*}
$$

Depending on the symmetry of the molecular framework, higher order terms may also need to be included. Thus, to convert the computed barrier height into a quantity that can be compared with experimental results, the potential energy scans were fitted using Equation 5.1. For a methyl group in highly symmetric local environments, e.g. as a substituent on a phenyl ring with symmetric substitution in both ortho positions, such as in thymol (discussed in the

Table 5.1: Rotational constants, dipole moments, and barriers to internal rotation of the C2 methyl group for cis-carvacrol. Note the errors given here for the measured values are standard errors. $N^{\circ}$ is the number of lines included in the fit and $\sigma$ is the standard deviation of the fit.

|  | $c i s-c a r v a c r o l ~ A ~$ |  |  | $c i s$-carvacrol B |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Experiment | B3LYP $^{1}$ | MP2 $^{2}$ | Experiment | B3LYP $^{1}$ | $\mathrm{MP}^{2}$ |
| $A(\mathrm{MHz})$ | $2274.0616(37)$ | 2281.04 | 2265.57 | $2152.8772(44)$ | 2163.74 | 2142.48 |
| $B(\mathrm{MHz})$ | $643.77212(46)$ | 642.53 | 643.35 | $672.34073(50)$ | 669.87 | 672.76 |
| $C(\mathrm{MHz})$ | $564.76557(38)$ | 564.32 | 563.77 | $578.22275(42)$ | 577.29 | 577.62 |
| $\left\|\mu_{a}\right\|(\mathrm{D})$ | - | 0.94 | 0.77 | - | 1.12 | 1.05 |
| $\left\|\mu_{b}\right\|(\mathrm{D})$ | - | 0.94 | 1.30 | - | 0.80 | 1.14 |
| $\left\|\mu_{c}\right\|(\mathrm{D})$ | - | 0.00 | 0.00 | - | 0.00 | 0.00 |
| $V_{3}(\mathrm{~kJ} / \mathrm{mol})$ | - | $5.61^{3}$ | - | - | $5.90^{3}$ | - |
| $N^{\circ}$ | 15 | - | - | 27 | - | - |
| $\sigma(\mathrm{kHz})$ | 5.5 | - | - | 8.8 | - | - |

${ }^{1}$ aug-cc-pVTZ basis set
${ }^{2} 6-311++\mathrm{G}(\mathrm{d}, \mathrm{p})$ basis set
${ }^{3}$ B3LYP $/ 6-311++G(d, p)$
next section), the $V_{6}$ contribution could be significant. For carvacrol, the single hydroxyl group substituted ortho to the methyl group breaks this symmetry so that truncation considering only the $V_{3}$ term is sufficient. As expected, the barrier heights differ significantly between the cis- and trans-isomers.

As a test case, the internal rotation barrier of a methyl top within the isopropyl group for the trans-carvacrol A isomer was calculated to ensure that it is too high to have an observable effect on the spectra. The barrier for this motion and isomer should be the lowest of all of the isomers investigated here and was computed to be $13.2 \mathrm{~kJ} / \mathrm{mol}$.

For comparison with the experimentally obtained molecular constants, the geometries of the four minima were further optimized and frequency calculations were carried out at the B3LYP $/ 6-311++G(d, p)$, B3LYP/aug-cc-pVTZ, M06-2X/6-311++G(d,p), and MP2/6-311++G(d,p) levels of theory. Trans-carvacrol B was confirmed to be the global minimum by all methods except MP2, which predicts the trans-carvacrol A conformer to be the global minimum. The B3LYP calculations predict just a $0.3 \mathrm{~kJ} / \mathrm{mol}$ energy difference between the different transrotamers of carvacrol. The energy ordering of the cis- vs. the trans-conformers is, however, confirmed by all calculations. The calculated and fitted rotational constants are presented in Tables 5.1 and 5.2. The zero-point corrected energies are summarized in Table 5.3.

All four minimum structures discussed above were identified in the broadband microwave spectrum of carvacrol covering $2-8.5 \mathrm{GHz}$. Figure 5.3 shows a fraction of the spectrum from $3600-3615 \mathrm{MHz}$, in which transitions from all four conformations can be observed. They

Table 5.2: Rotational constants, dipole moments, and barriers to internal rotation of the C2 methyl group for trans-carvacrol. The errors given here for the measured values are standard errors. $N^{\circ}$ is the number of lines included in the fit and $\sigma$ is the standard deviation of the fit. Note that the angles $(\delta, \varepsilon)$ and the rotational constant of the methyl top, $F_{0}$, are not fitted and their uncertainties are not considered in the fit. This omission mainly affects the $V_{3}$ parameter, its error, and hence the resulting error of the $V_{3}$ parameter is most likely underestimated. The direction cosines between the internal rotation axis (i) and the principal axes ( $a, b, c$ ) are also given, employing the principal axis system orientation depicted in Figure 5.1d.

|  | trans-carvacrol A |  |  | trans-carvacrol B |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Experiment | B3LYP ${ }^{1}$ | MP2 ${ }^{2}$ | Experiment | B3LYP ${ }^{1}$ | MP2 ${ }^{2}$ |
| $A(\mathrm{MHz})$ | 2283.1750(15) | 2288.58 | 2281.82 | 2159.0853(25) | 2169.50 | 2153.85 |
| $B(\mathrm{MHz})$ | 642.240345(30) | 641.17 | 641.27 | 670.84871(51) | 668.31 | 670.63 |
| $C$ ( MHz ) | 564.09631(25) | 563.68 | 563.13 | 577.52683(41) | 576.48 | 576.84 |
| $\left\|\mu_{a}\right\|$ (D) | - | 0.90 | 1.28 | - | 1.06 | 1.42 |
| $\left\|\mu_{b}\right\|$ (D) | - | 0.90 | 0.81 | - | 0.60 | 0.45 |
| $\left\|\mu_{c}\right\|$ (D) | - | 0.00 | 0.00 | - | 0.00 | 0.00 |
| $\rho$ | $0.0138^{3}$ | 0.0138 | 0.0140 | $0.0134^{3}$ | 0.0134 | 0.0135 |
| $F_{0}(\mathrm{GHz})$ | $161.5^{4}$ | 161.5 | 159.7 | $161.5^{4}$ | 161.5 | 159.6 |
| $\varepsilon\left({ }^{\circ}\right)$ | $180.0^{4}$ | 180.0 | 180.0 | $180.0^{4}$ | 180.0 | 178.4 |
| $\delta\left({ }^{\circ}\right)$ | $13.0{ }^{4}$ | 13.0 | 12.9 | $1.02{ }^{4}$ | 1.02 | 0.35 |
| $\angle(i, a)\left({ }^{\circ}\right)$ | $13.0{ }^{4}$ | 13.0 | 12.9 | $1.02{ }^{4}$ | 1.02 | 0.35 |
| $\angle(i, b)\left({ }^{\circ}\right)$ | $103.0^{4}$ | 103.0 | 102.9 | $91.0^{4}$ | 91.0 | 90.4 |
| $\angle(i, c)\left({ }^{\circ}\right)$ | $90.0^{4}$ | 90.0 | 90.0 | $90.0^{4}$ | 90.0 | 90.0 |
| $V_{3}(\mathrm{~kJ} / \mathrm{mol})$ | 4.0871(25) | $3.7^{5}$ | - | 4.4024(16) | 3.95 | - |
| $N^{\circ}$ | 49 | - | - | 42 | - | - |
| $\sigma(\mathrm{kHz})$ | 8.7 | - | - | 10.9 | - | - |

[^6]Table 5.3: Comparison of the zero-point corrected energies $(\mathrm{kJ} / \mathrm{mol})$ and populations of the different structural isomers of thymol and carvacrol using different methods and basis sets.

|  | B3LYP $^{1}$ | B3LYP | M06-2 ${ }^{1}$ | $\mathrm{MP}^{1}$ | population $^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| thymol |  |  |  |  |  |
| trans A | 0 | 0 | 0 | 0 | 0.48 |
| trans B | 1.06 | 1.62 | 2.56 | 0.75 | 0.28 |
| cis A | 3.38 | 3.10 | 1.99 | 3.58 | 0.18 |
| cis B | 6.00 | 6.06 | 6.72 | 8.28 | 0.07 |
| carvacrol |  |  |  |  |  |
| trans A | 0.29 | 0.26 | 2.04 | 0 | 0.28 |
| trans B | 0 | 0 | 0 | 0.71 | 0.30 |
| cis A | 1.59 | 1.40 | 2.50 | 1.12 | 0.20 |
| cis B | 1.57 | 1.19 | 2.76 | 1.51 | 0.21 |

[^7]all exhibit $a$-type spectra of near prolate asymmetric rotors and a few $b$-type transitions. Furthermore, some transitions are split into doublets, which are ascribed to internal rotation of the methyl group connected to the phenyl ring. These splittings were small ( $\approx 100 \mathrm{kHz}$ ) and were observed only from the two conformations with the most intense spectra. These additional spectral features give us valuable information for spectral assignment. The spectra exhibiting no internal rotation splittings are fit to a rigid rotor model using Pickett's suite of programs, SPFIT [146]. The nature of the fitted transitions, at low $J$, did not permit the determination of the distortion constants from the fit. The rotational constants obtained and the lower line intensities suggest the assignment of the conformers without line splittings to the cis-isomers of carvacrol. These assignments are supported by the computed internal rotation barrier heights for the C 2 methyl group in the cis-isomers (see Table 5.1). With barriers of $5.6 \mathrm{~kJ} / \mathrm{mol}$ and $5.9 \mathrm{~kJ} / \mathrm{mol}$, they are $50 \%$ higher than the barriers for the trans-isomers and thus should yield line splittings too narrow to be resolved in the experiments presented herein. The further assignment of the A- and B-rotamers of cis-carvacrol was straightforward because their rotational constants are sufficiently different and agree well with the calculated values. Table 5.1 shows the results of the spectral assignment of cis-carvacrol. The remaining lines in the spectrum, which were split due to internal rotation, could be assigned to the trans-isomers of carvacrol.

A more thorough analysis of the effect that internal rotation has on the observed spectra requires inclusion of the kinetic energy term of the internal rotor into the molecular Hamil-


Figure 5.3: Part of the microwave spectrum of carvacrol in the region of $3600-$ 3615 MHz . The upper trace shows the measured spectrum, the lower trace is a simulation based on fitted molecular parameters. The small line splitting due to internal rotation is apparent for the $2_{12} \rightarrow 3_{13}$ transition of trans-carvacrol B. In comparison, the smaller line splitting of the transition $2_{02} \rightarrow 3_{03}$ of trans-carvacrol $A$ was not resolved. No line splitting was observed for the cis-conformers.
tonian (compare Eqn. 2.68 in Sec. 2.3). In principle this implementation is straightforward, but different coordinate transformations have been proposed for handling the problem efficiently [132, 139]. Herein, the combined axis method (CAM) developed by Woods [136, 137] and detailed in Section 2.3) is employed. Besides the barrier height, $V_{3}$, the analysis of the internal rotation also provides information about the orientation of the internal rotor within the molecular framework and its moment of inertia. A threefold barrier results in splittings of the energy levels into (non degenerate) A-states and doubly degenerate E-states which vary with the rotational quantum numbers and thus leads to splittings in the spectrum (see Fig. 2.6).

The program XIAM is chosen to perform a fit of the spectrum including transitions of both A and E symmetry. It is capable of treating up to three internal rotors with a $V_{3}$ potential and applies the CAM method [138]. The orientation of the methyl rotor within the principal axis system is specified using the angles $\delta$ and $\varepsilon$. In the case of a prolate asymmetric top using the $I^{r}$-representation, $\delta$ describes the angle between the $a$-rotational axis of the molecule and the axis of internal rotation. The angle $\varepsilon$ describes the angle between the $b$-rotational axis and the projection of the internal rotor axis onto the $x y$-plane of the principal axis system of the molecule.

The structure calculations for trans-carvacrol indicate that the internal rotation axis almost


Figure 5.4: Scan of the potential energy surface calculated along the $\mathrm{H}-\mathrm{C} 7-\mathrm{C} 2-\mathrm{C} 1$ dihedral angle at the B3LYP/6-311++G(d,p) level of theory for cis- and trans-thymol. The two minima of cis-thymol $A$ are equivalent, as are the two for trans-thymol $A$. The structure of trans-thymol $A$ is most likely stabilized by a hydrogen bond.
coincides with the $a$-rotational axis. This result implies that $\delta$ is close to $0^{\circ}$ while $\varepsilon$ is only poorly defined. Hence, fits of the data including these angles gave unphysical or diverging results. Therefore, the angles and the rotational constant of the methyl top ( $F_{0}=\hbar / 2 I_{\alpha}$ ) were held fixed at the calculated values and only the rotational constants of the molecule and the barrier to internal rotation were allowed to float. The results of these fits are summarized in Table 5.2. As for the cis-rotamers, the assignment of the trans-rotamers to trans-carvacrol A or B was also unambiguous by comparison of the measured and the calculated rotational constants. In total 49 lines are assigned to trans-carvacrol A and 42 lines to trans-carvacrol B.

## Thymol

Due to their structural similarities, the same analysis protocol is followed for thymol as for carvacrol. Therefore, the main focus here is on the differences between the molecules rather than the analysis details. The relaxed potential energy scan of the internal rotation of the isopropyl group already reveals significant differences compared to carvacrol. As shown in Figure 5.4, the cuts through the potential energy surfaces exhibit three minima of trans- and cis-thymol instead of two as observed for carvacrol. For the A rotamers, the hydrogen at C7 is slightly out of plane, resulting in two equivalent minima. Compared to carvacrol, the energy difference between the cis- and the trans-conformational families of thymol is much


Figure 5.5: A part of the broadband microwave spectrum of thymol in the frequency region of $5.0-7.7 \mathrm{GHz}$. It is dominated by the $A$ and $E$ species components of transthymol $A$. The transitions of trans-thymol $B$ and cis-thymol $A$ are much weaker than those of trans-thymol $A$.
larger (approximately a factor of two and four larger for the A and B rotamers, respectively) because of the additional structural stabilization from the hydrogen bonds formed in the trans-thymol rotamers. The energy ordering of rotamers A and B is also reversed for thymol as compared to carvacrol at the B3LYP $/ 6-311++\mathrm{G}(\mathrm{d}, \mathrm{p})$ level of calculation. Finally, the potential barrier between rotamers A and B was determined to be around $23 \mathrm{~kJ} / \mathrm{mol}, 2.3$-times higher than in carvacrol. These results are expected because the hydroxyl group in thymol is able to more strongly interact with the isopropyl group than in carvacrol. The barrier of the cis-trans interconversion by rotating the hydroxyl group around the C1-O bond was calculated to be $15.4 \mathrm{~kJ} / \mathrm{mol}$ and $16.1 \mathrm{~kJ} / \mathrm{mol}$ for the rotamers A and B, respectively.

The structure of thymol also suggests a lower barrier to internal rotation for the methyl group at the carbon 5. This hypothesis was confirmed by calculations on all four conformations, which yielded barrier heights between $0.04 \mathrm{~kJ} / \mathrm{mol}$ (cis-thymol) and $0.3 \mathrm{~kJ} / \mathrm{mol}$ (trans-thymol), values at least ten times smaller than for carvacrol. Therefore, an obvious effect of methyl group internal rotation on the microwave spectra of all conformations of thymol is expected. The calculated barriers were fit using Equation 5.1 and are summarized in Tables 5.4 and 5.5. Even though the $V_{6}$ part of the potential is negligible for trans-thymol, it becomes significant for cis-thymol, and so both the $V_{3}$ and $V_{6}$ terms are included in Table 5.5. This result is an indication that the interaction of the hydroxyl group with the methyl group becomes weaker so that the local environment of the methyl rotor at carbon 5 approaches $C_{2 V}$ symmetry, as in toluene. To exclude possible effects on the spectra by the rotation of one of the isopropyl

Table 5.4: Rotational constants, dipole moments, and barriers to internal rotation of the C5 methyl group for trans-thymol. The errors given here for the measured values are standard errors. $N^{\circ}$ is the number of lines included in the fit and $\sigma$ is the standard deviation of the fit. The direction cosines between the internal rotation axis (i) and the principal axes ( $a, b$, c) are also given, employing the principal axis system orientation depicted in Figure 5.1d.

|  | trans-thymol A |  |  | trans-thymol B |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Experiment | B3LYP $^{1}$ | $\mathrm{MP}^{2}$ | Experiment | B3LYP $^{1}$ | $\mathrm{MP}^{2}$ |
| $A(\mathrm{MHz})$ | $2034.068(71)$ | 2039.45 | 2024.06 | $2261.070(62)$ | 2237.63 | 2229.72 |
| $B(\mathrm{MHz})$ | $739.18202(35)$ | 735.91 | 738.22 | $708.92030(45)$ | 707.59 | 708.94 |
| $C(\mathrm{MHz})$ | $591.51673(30)$ | 591.73 | 593.03 | $611.86246(50)$ | 611.13 | 611.43 |
| $\left\|\mu_{a}\right\|(\mathrm{D})$ | - | 1.12 | 1.43 | - | 1.15 | 1.50 |
| $\left\|\mu_{b}\right\|(\mathrm{D})$ | - | 0.72 | 0.53 | - | 0.82 | 0.72 |
| $\left\|\mu_{c}\right\|(\mathrm{D})$ | - | 0.10 | 0.07 | - | 0.00 | 0.04 |
| $D_{p 2 J}(\mathrm{kHz})$ | $2.44(23)$ | - | - | - | - | - |
| $\rho$ | $0.012990(42)$ | 0.0126 | 0.0126 | - | 0.0137 | 0.0138 |
| $F_{0}(\mathrm{GHz})$ | $156.26(51)$ | 161.7 | 160.1 | - | 161.7 | 160.1 |
| $\varepsilon\left({ }^{\circ}\right)$ | $111.73(16)$ | 112.4 | 105.2 | - | 0.0 | 7.1 |
| $\delta\left({ }^{\circ}\right)$ | $3.8471(46)$ | 3.5 | 4.6 | - | 8.3 | 8.8 |
| $\angle(i, a)\left({ }^{\circ}\right)$ | $3.8471(46)$ | 3.5 | 4.6 | - | 8.3 | 8.8 |
| $\angle(i, b)\left({ }^{\circ}\right)$ | $91.423(12)$ | 91.3 | 91.2 | - | 81.7 | 81.2 |
| $\angle(i, c)\left({ }^{\circ}\right)$ | $86.4267(84)$ | 86.8 | 85.5 | - | 90.0 | 88.9 |
| $V_{3}(\mathrm{~kJ} / \mathrm{mol})$ | $0.3699(11)$ | $0.318^{3}$ | - | - | $0.261^{3}$ | - |
| $N^{\circ}$ | 54 | - | - | 12 | - | - |
| $\sigma(\mathrm{kHz})$ | 11.6 | - | - | 4.0 | - | - |
| ${ }^{\circ}$ |  |  |  |  | - | - |

[^8]methyl groups, a methyl group rotation for trans-thymol A was evaluated. It is very unlikely that the calculated barrier height of $13.7 \mathrm{~kJ} / \mathrm{mol}$ will impact the spectrum in a measurable way.

The analysis of the spectrum revealed three conformers, with one having much higher intensity than the other two. The spectra are dominated by $a$-type transitions, which is not so apparent in the overview spectrum in Figure 5.5 due to widely split lines from internal rotation of the methyl group. We first concentrate on the analysis of the highest intensity conformer. For this species, transition splittings due to methyl group rotation could be identified and were successfully assigned. The smaller internal rotation barrier compared to carvacrol increased the line splitting up to 88 MHz . The assignment is made of 39 and $15 a$-type lines of A and E symmetry, respectively. For the b-type lines, only those of A symmetry are observed. A global fit including all lines using XIAM was performed, in which the angles $\delta$ and $\varepsilon$ and the rotational constant of the methyl rotor, $F_{0}$, could be fit in addition to the rotational constants and barrier height. Only the $V_{3}$ part of the potential was retained in the final fit, because, as stated before, the calculations suggest that the $V_{6}$ term is negligible (less than $3 \%$ compared to the $V_{3}$ term). Furthermore, including $V_{6}$ in the fit did not improve it and led to unphysical results for $V_{3}$ and $V_{6}$. Moreover, also included is the internal rotation-overall rotation distortion operator, $D_{p i 2 J}$, which led to better fits, especially for lines with $K_{a}>1$. This more complete assessment for thymol compared to carvacrol was possible due to the larger line splitting, so that more lines of E symmetry could be assigned. Even though the fit did not diverge, the resulting values of the internal rotor angles $\delta$ and $\varepsilon$ were dependent on the starting guess values of the fit. Therefore, the quantum chemically calculated angles are used as starting values and are assumed to be already close to the real values. The convergence of all other constants included in the fit was much more robust. Because of the structural similarities of the cis- and trans-isomers, an unambiguous assignment to the calculated structures based on only the rotational constants is not possible. However, the energy ordering of the different conformations (Table 5.3) and the barrier height to internal rotation provide sufficient information for a solid assignment. Taking this information into account, the highest intensity conformer must be the trans-thymol A conformer.

As already mentioned, the line intensities of the other two conformers were much weaker and sometimes even barely distinguishable from the noise ( $\mathrm{S} / \mathrm{N}$ ratio is around 2:1 for the lower intensity lines). Nevertheless, 10 lines were identified for one of the conformers and 12 lines for the other one. Only $a$-type transitions of A symmetry could be assigned for both of them. Even though there was evidence for line splitting as the calculated barrier to internal rotation predicts, it was not possible to clearly identify any E-symmetry lines. The comparison between the fitted and calculated rotational constants suggests that one of these conformations is cis-thymol A, while the calculated energy ordering (Table 5.3) suggests that the other one is trans-thymol B.

Table 5.5: Rotational constants and dipole moments for cis-thymol. Only cis-thymol A lines were identified in the spectra, and thus only experimental values for this cis conformation of thymol could be determined. The errors given here for the measured values are standard errors. $N^{\circ}$ is the number of lines included in the fit and $\sigma$ is the standard deviation of the fit.

|  | $c i s$-thymol A |  |  | $c i s$-thymol B |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Experiment | B3LYP $^{1}$ | MP2 $^{2}$ | B3LYP | MP2 $^{2}$ |
| $A(\mathrm{MHz})$ | $2048.642(32)$ | 2027.07 | 2009.27 | 2218.7704 | 2205.61 |
| $B(\mathrm{MHz})$ | $739.25463(50)$ | 735.71 | 739.12 | 704.57 | 705.10 |
| $C(\mathrm{MHz})$ | $590.31448(44)$ | 591.02 | 591.56 | 608.31 | 607.78 |
| $\left\|\mu_{a}\right\|(\mathrm{D})$ | - | 1.25 | 1.15 | 1.11 | 0.96 |
| $\left\|\mu_{b}\right\|(\mathrm{D})$ | - | 0.72 | 1.11 | 1.01 | 1.35 |
| $\left\|\mu_{c}\right\|(\mathrm{D})$ | - | 0.04 | 0.14 | 0.03 | 0.36 |
| $V_{3}\left(V_{3}, V_{6}\right)(\mathrm{kJ} / \mathrm{mol})$ | - | $0.106(0.069,0.057)^{3}$ | - | $0.036(0.025,0016)^{3}$ | - |
| $N^{\circ}$ | 10 | - | - | - | - |
| $\sigma(\mathrm{kHz})$ | 4.4 | - | - | - | - |

${ }^{1}$ aug-cc-pVTZ basis set
${ }^{2} 6-311++G(d, p)$ basis set
${ }^{3}$ B3LYP $/ 6-311++G(d, p)$

### 5.4 Discussion

The measurements and calculations revealed that the energy differences among the conformers of thymol are larger than for carvacrol. This spread in energies explains the presence of four conformations in the supersonic expansion for carvacrol, compared to only three for thymol. The comparison of the zero-point corrected energies as well as the calculated populations of the different structural isomers given in Table 5.3 further elucidates this result. The calculated energy of the cis-thymol B conformer, which was not observed in the spectrum, is at least two times higher than the second highest energy conformer, cis-thymol A, for all methods and basis sets.

The influence of the substituents on the barrier to methyl rotation was investigated previously in various substituted toluenes [131, 135, 234, 235, 237, 239]. Some of the results are listed in Table 5.6 together with the thymol and carvacrol results. This list shows some clear trends for internal rotation barriers. The barrier heights of trans-carvacrol A and anti-o-cresol are very similar because the molecules only differ in that cresol does not contain an isopropyl substituent. The effects of the internal rotation for cis-carvacrol were not resolvable, but the barrier height can be expected to be similar to that of syn-o-cresol. A direct comparison of the barrier heights of trans-thymol A and syn-m-cresol was not possible, because Hellweg et al. also included the $V_{6}$ term of the potential [235], which was excluded here because it resulted

Table 5.6: Comparison of the barriers to internal rotation of thymol, carvacrol, and similar molecules. The barrier heights are listed in increasing order.

|  | $V_{3}(\mathrm{~kJ} / \mathrm{mol})$ |
| :--- | :---: |
| toluene | $V_{6}=0.05787337(11)[135]$ |
| anti-m-cresol | $0.038(2)\left(V_{6}=-0.16(2)\right)[235]$ |
| syn-m-cresol | $0.2684(8)\left(V_{6}=-0.13(1)\right)[235]$ |
| trans-thymol A | $0.3699(11)($ this work $)$ |
| $o$-tolunitrile | $2.24538(4)[237]$ |
| trans-carvacrol A | $4.0875(25)$ (this work) |
| trans-carvacrol B | $4.4025(16)$ (this work) |
| anti-o-cresol | $4.4256(14)[234]$ |
| o-chlorotoluene | $5.527(10)[131]$ |
| memphenesin (conf. A) | $5.736(18)[238]$ |
| o-xylene | $6.23(21)[239]$ |
| syn-o-cresol | $7.912(46)[234]$ |

in unphysical results. However, the $V_{3}$ contribution to the potential is of the same order of magnitude. In summary, the barrier height of the methyl rotor seems to depend mainly on steric effects, as also suggested by Gerhard and coworkers [131]. Hence, more extended substituents close to the rotating methyl group, such as another methyl group (e.g. as in xylene), result in higher barriers than more compact groups, such as a cyano group (e.g. as in $o$-tolunitrile). For a hydroxyl group, the barrier height very much depends on the orientation of the hydrogen, as expected.

### 5.5 Conclusion and outlook

The microwave spectra of two monoterpenoids, thymol and carvacrol, were presented. Four conformations of carvacrol were identified in the cold conditions of the molecular beam. In contrast, only three conformations of thymol were present. This difference can be explained by the higher energies of the group of cis-conformers of thymol relative to the global minimum trans-conformer compared with carvacrol, where the energy differences between the cis- and trans-conformer groups are smaller.

For thymol and carvacrol, internal rotation of the terminal methyl top was observed and a fitted barrier height that is consistent with measurements of similar molecules was obtained. The one order of magnitude difference in the barrier heights observed for these two molecules can be directly ascribed to the different positions of the hydroxyl substituent on the aromatic ring. In carvacrol, the hydroxyl group is substituted ortho to the methyl top and thus strong interactions arise, resulting in a high barrier to internal rotation. In thymol, the hydroxyl group is substituted meta to the methyl top and thus the larger distance between these groups results in weaker hindrance to methyl rotation and thus a lower internal rotation barrier.

[^9]The results of the quantum chemical calculations agreed very well with the experiment. The rotational constants from both the MP2- and B3LYP-based methods are near to the values obtained experimentally, indicating that they are accurate enough to model the structures of the kinds of molecular systems investigated here.

In future work, extensions to studies of secondary interactions, i.e. hydrogen bonding by substitution of a second hydroxyl group onto the aromatic ring, will be interesting. In the next chapter the chiral monoterpenoid menthol and menthone are investigated. Menthol exhibits the same substituent patterns as thymol, but has a central cyclohexane ring instead of a phenyl ring. The additional structural flexibility of menthol influences the number of potential low-energy conformers and it will be intriguing to draw direct comparisons to planar thymol.

## Chapter 6

## Exploring the conformational landscape of menthol, menthone, and isomenthone: A microwave study

### 6.1 Introduction

As detailed in the previous chapter, terpenoids represent a large and diverse class of organic molecules with varying chemical and biological activities [220], such as anti-bacterial [231, 241, 242], antioxidant, anti-inflammatory [232], and anti-fungal properties [233, 242]. To explain or even predict the molecular origin of a specific chemical or biological behavior, knowledge of the molecular structure, the potential energy surface (PES), the conformational flexibility, and the internal dynamics is required. In this Chapter, the gas-phase structures and conformational space of menthol, menthone, and isomenthone are investigated based on vibrationally and rotationally cold gas-phase microwave spectra and quantum chemical calculations. In contrast to thymol and carvacrol (previous chapter), the cyclohexane ring in menthol adds further flexibility and extends the conformational space.

Menthol is a monoterpene alcohol with several properties that make it a chemically and biologically interesting system. It is well-known for its minty smell and used as a flavoring agent in many different applications. Menthol is also famous for its cooling sensation when applied to skin or mucous membranes [243]. This property is exploited in its widespread use as a cooling-enhancing additive in cigarettes, cough medicines, and antipruritics [244, 245]. The three chiral centers of menthol result in eight different stereoisomers, of which the (-)enantiomers are depicted in Figure 6.1. The stereoisomers, (-)-menthol (1R, 2S, 5R), and (-)-neomenthol (1R, $2 \mathrm{R}, 5 \mathrm{~S}$ ), are naturally occurring in the essential oil of Mentha x piperita

[^10]- D. Schmitz, V. A. Shubert, T. Betz, and M. Schnell, Exploring the conformational landscape of menthol, menthone, and isomenthone: A microwave study, Front. Chem. 3, 15 (2015). (key ideas: 80\%, experimental: $80 \%$, data analysis: $80 \%$, writing up: $75 \%$ ) [240]

(a) (-)-menthol

(b) (-)-isomenthol

(c) (-)-neomenthol

(d) (-)-neoisomenthol

Figure 6.1: Schemes of the structures of the four stereoisomers of menthol. Only the (-)-enantiomers are displayed. In the sample, used for the experiments herein, (-)menthol (1R, 2S, 5R) is expected to be the main component. The three stereogenic centers are marked with stars in (a).
L. (peppermint) with (-)-menthol as its major constituent and (-)-neomenthol as an impurity. The $R$ (lat. rectus) or $S$ (lat. sinister) are labels that specify the local configuration at each chiral center according to the Cahn, Ingold and Prelog nomenclature [246].

Menthone is the ketone analogue of menthol. It bears two chiral centers and hence four different stereoisomers. The (-)-enantiomers of menthone are shown in Figure 6.2. Menthone has a similar minty smell as menthol and also occurs naturally in peppermint oil. As with menthol, menthone is used as an odorant and within asymmetric synthesis [247]. Both menthol and menthone also show potential as vehicles for transdermal drug delivery [244, 248, 249].

Both molecules are of interest for spectroscopic studies due to their chiral properties. Comprising two stereogenic centers while maintaining a rather simple structure, menthone was used for demonstrating enantiomeric excess determination techniques [250]. Menthol served as prototype molecule in a chirality recognition study [251]. The structure of menthol has been investigated before using electron diffraction, NMR, IR spectroscopy, and quantum chemical calculations [251-254]. For menthone, only NMR and computational model data exist [255].

The conformational space of menthol is more complex than that of menthone due to the additional flexibility of the hydroxyl group. Menthol was extensively studied by Albrecht et al. [251] and more recently by Moreno et al. in a combined IR and VCD spectroscopy study [254]. The microwave spectroscopy findings herein are built upon and related to their results. Moreover, the focus is on elucidation of the potential energy surfaces of menthone and its diastereomer isomenthone. Menthone and menthol share similar structural characteristics involving the lowest energy cyclohexane 'chair' configuration, while the low-energy conformational landscape of isomenthone retains several cyclohexane conformations.

Broadband microwave spectroscopy enables the simultaneous measurement of the rotational spectra of multiple conformations, providing a wide swath of the spectrum within the bandwidth of the instrument in a single measurement. This broad acquisition is beneficial for the

(a) (-)-menthone

(b) (-)-isomenthone

Figure 6.2: Schemes of the structures of the (-)-enantiomers of menthone. The two stereogenic centers are marked with stars.
assignment of the individual transitions within a spectrum because recurring patterns can be identified quickly and linked to a predicted spectrum. However, the presence of several species in the rotational spectrum can impede a straightforward assignment. Therefore a computer program was developed and used for the analysis of broadband microwave spectra in Section 6.3 and applied it to the mixture of menthone isomers (four different species). The program identifies and fits the different species within a spectrum using calculated ab initio rotational constants as initial input values.

### 6.2 Experimental and computational methods

Menthone (2-isopropyl-5-methylcyclohexanone, $97 \%$ purity, mixture of isomers, i.e., potentially containing all four diastereomers (( $+/-)$-menthone and $(+/-)$-isomenthone $)$ ) and menthol (2-isopropyl-5-methylcyclohexanol, $99 \%$ purity) were purchased from Sigma-Aldrich Chemie GmbH, Taufkirchen, Germany and were used without further purification. No further information was provided about the stereoisomeric composition of the menthol sample. Due to its synthetic origin, the stereoisomer (-)-menthol is expected to be the main component. Menthol is a white, flaky, and sticky hydrophilic crystalline solid with a stated melting point of $34-36^{\circ} \mathrm{C}$ and a boiling point of $216^{\circ} \mathrm{C}$ at standard conditions. The mixture of menthone isomers is a yellowish liquid with a stated boiling point of $85^{\circ} \mathrm{C}$. The schemes of the chemical structures of (-)-menthone, (-)-isomenthone, and (-)-menthol are depicted in Figures 6.1 and 6.2.

All rotational spectroscopy measurements were performed with the Hamburg COMPACT spectrometer which has been detailed elsewhere [69] and thus only a brief description is given here. The molecules were seeded into a supersonic expansion using a pulsed nozzle (Parker General Valve, Series 9) operating at 2 Hz . The sample holders were placed directly prior to


Figure 6.3: Microwave spectrum of menthol in the region of $2-8 \mathrm{GHz}$. The upper trace shows the experimental spectrum, the lower trace is a simulation based on fitted molecular parameters. The spectrum is dominated by a-type and c-type transitions. A rotational temperature of 0.5 K gives the best match between the simulated and the experimental intensities. A line splitting due to the internal rotation of any of the methyl groups is not observed in the spectrum.
the nozzle and heated to about $112{ }^{\circ} \mathrm{C}$ for both menthol and menthone. This temperature gave the best signal for both molecular samples. A constant flow of neon at a stagnation pressure of 3.0 bar transported the molecules to the nozzle. After supersonic expansion into vacuum, the ensemble of molecules was polarized with a $1 \mu \mathrm{~s}$ chirp spanning $2 \rightarrow 8.5 \mathrm{GHz}$. The chirp was generated with an arbitrary waveform generator, amplified to 300 W with a traveling wave tube amplifier, and transmitted into the vacuum chamber with a horn antenna. Following excitation, the free induction decay (FID) of the macroscopic ensemble of polarized molecules was recorded. For each spectrum, $50 \mu \mathrm{~s}$ of the FID were recorded at a resolution of 10 ps , yielding a frequency resolution of 20 kHz in the Fourier transform and hence the rotational spectra obtained. For menthol and menthone, 444000 FIDs and 128000 FIDs, respectively, were coadded for each spectrum. The resulting signal-to-noise ratio of (100:1) for the strongest transitions was sufficient to identify the parent isotopologue species of the different conformers. After performing the Fourier transformation, residual background lines were removed.

Herein, the experimental results were compared with electronic structure calculations performed with the Gaussian 09 [256] program suite. For menthol, in order to determine the preferred orientations of the hydroxyl group and the lowest energy orientation of the isopropyl group, relaxed energy scans of rotations for the hydroxyl and isopropyl groups with

Table 6.1: Experimentally obtained and calculated rotational constants and dipole moments for menthol. The errors given here are standard errors. $N^{\circ}(a / b / c)$ gives the number of transitions included in the fit according to its type, and $\sigma$ is the standard deviation of the fit. The computational results for conformer EQ1ext were obtained using three different combinations of calculation methods and basis sets and they are given in the following order: B3LYP/aug-cc-pVTZ / B3LYP/6-311++G(d,p)/MP2/6$311++G(d, p)$.

|  | Experiment | Conformer EQ1ext |
| :---: | :---: | :---: |
| $A(\mathrm{MHz})$ | $1779.79549(38)$ | $1776 / 1769 / 1795$ |
| $B(\mathrm{MHz})$ | $692.62171(24)$ | $686.1 / 683.0 / 699.7$ |
| $C(\mathrm{MHz})$ | $573.34542(27)$ | $569.8 / 567.6 / 574.5$ |
| $\Delta_{J}(\mathrm{kHz})$ | $0.0166(31)$ | - |
| $\mu_{a}(\mathrm{D})$ | - | $1.3 / 1.3 / 1.4$ |
| $\mu_{b}(\mathrm{D})$ | - | $-0.1 /-0.1 /-0.1$ |
| $\mu_{c}(\mathrm{D})$ | - | $0.8 / 0.9 / 0.8$ |
| $N^{\circ}(\mathrm{a} / \mathrm{b} / \mathrm{c})$ | $53(32 / 0 / 21)$ | - |
| $\sigma(\mathrm{kHz})$ | 5.5 | - |

respect to the cyclohexane ring were performed. The Becke, three parameter, Lee-YangParr (B3LYP) exchange-correlation functional with the $3-21 \mathrm{G}$ and the $6-311++\mathrm{G}(\mathrm{d}, \mathrm{p})$ basis sets were employed for these potential energy surface (PES) scans. To further refine the structures and verify the energy ordering of the individual conformers, optimizations and harmonic frequency calculations were carried out on all minima using several different basis sets and methods: B3LYP $/ 6-311++G(d, p)$, B3LYP/aug-cc-pVTZ, and MP2/6-311++G(d,p) (Møller-Plesset second-order perturbation theory). Furthermore, the Minnesota functional M06-2X with the $6-311++G(d, p)$ basis set was used to optimize the structure of the conformers. The rotational constants and dipole moments agree well with the B3LYP and MP2 calculations, but the relative zero-point corrected energies differ by about $1 \mathrm{~kJ} / \mathrm{mol}$ for some conformers. The results of the M06-2X calculations are compiled in the supplementary information of Reference [240], for which significant differences in the zero-point corrected energies are observed. In order to get an overview of the internal dynamics, the barrier to internal rotation for the different methyl tops was calculated at the B3LYP $/ 6-311++G(d, p)$ level of theory.

### 6.3 Results and discussion

## Menthol

The experimental spectrum of menthol is presented in the positive trace of Figure 6.3. The spectrum is typical for a prolate asymmetric rotor with $\mu_{a}$ as the largest dipole moment component. From the spectrum $32 a$-type and $21 c$-type lines were assigned and fitted, but no $b$-type lines were observed. The spectrum arises from only a single species, indicating that only one conformer of menthol is significantly populated in the supersonic expansion, in


Figure 6.4: Plot of the potential energy landscape of (-)-menthol as a function of the isopropyl and the hydroxyl rotation angles. The data was extracted from a twodimensional, relaxed potential energy scan using the B3LYP/3-21 functional. The dashed lines mark cuts through the 3D surface, which were evaluated using a higher level of theory (B3LYP/6-311++G(d,p)). The results of these three scans are depicted in Figure 6.5.
line with the findings of a recent FTIR study [251]. Furthermore, it confirms that menthol is indeed the main stereoisomer in the purchased sample, since isomenthol, neomenthol and neoisomenthol all have different rotational constants and thus can be easily differentiated by their rotational spectra. For fitting the spectrum, Pickett's SPFIT/SPCAT program suite employing the $I^{r}$ representation and the Watson A reduction was used [146]. Table 6.1 summarizes the results of the fit. Lines including rotational quantum numbers $J=1$ to $J=7$ and a maximum $K_{a}$ of 4 were observed and assigned.

The conformational flexibility of menthol originates from the cyclohexane configuration and the orientations of the hydroxyl and isopropyl groups. Rotations of the different methyl groups do not contribute to the conformational space because they have $C_{3 V}$ local symmetry for which rotation gives rise to three equivalent minima. However, they could lead to characteristic tunneling splittings if the corresponding barriers are sufficiently low.

It was shown by NMR spectroscopy, gas-phase electron diffraction, and several quantum chemical computation studies that the chair conformation of cyclohexane is preferred in menthol [252, 253]. In order to get an overview of the potential energy surface, a relaxed two dimensional scan at the B3LYP/3-21G level of theory was performed by rotating the isopropyl and hydroxyl groups with all three substituents in equatorial positions. The rotation of the hydroxyl group with respect to the ring occurs around the dihedral angle $\tau_{2}$ (H12-O-C1-C2), while the isopropyl orientation is described with the dihedral angle $\tau_{1}$ (H11-C7-C2-C1) (compare Fig. 6.1). The resulting PES is shown in Figure 6.4 and reveals the existence of various stable rotamers. In this figure the nine lowest energy rotamers are marked using the labeling
Table 6.2: Calculated relative zero-point corrected energies, rotational constants, dipole moments, and torsional angles for the five lowest energy conformers of menthol. The labeling scheme introduced by Moreno et al. [254] is used. The results were obtained using three different combinations of calculation methods and basis sets and they are given in the following order: B3LYP/aug-cc-pVTZ / B3LYP/6-311++G(d,p)/MP2/6-311++G(d,p).

| conformer | EQ1ext | EQ1int2 | EQ1int | EQ3ext | EQ3int |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\Delta E(\mathrm{~kJ} / \mathrm{mol})$ | 0.0/0.0/0.0 | 1.0/0.9/1.4 | 1.9/2.0/2.1 | 4.5/4.2/3.3 | 5.3/5.0/5.0 |
| $A(\mathrm{MHz})$ | 1776/1769/1795 | 1760/1753/1774 | 1762/1755/1777 | 1954/1948/1975 | 1939/1932/1960 |
| $B(\mathrm{MHz})$ | 686.1/683.0/699.7 | 685.0/682.1/698.0 | 687.2/684.6/699.1 | $668.2 / 665.7 / 674.7$ | 668.4/665.9/674.1 |
| $C(\mathrm{MHz})$ | $569.8 / 567.6 / 574.5$ | 589.0/566.8/573.5 | 568.6/566.1/573.1 | $575.6 / 573.6 / 582.7$ | $574.4 / 572.2 / 581.5$ |
| $\tau_{1}\left({ }^{\circ}\right)^{1}$ | 49.1/49.5/58.3 | 47.4/47.6/56.1 | $51.0 / 52.0 / 58.3$ | -160.5/-160.7/-158.7 | -162.1/-162.5/-159.5 |
| $\tau_{2}\left({ }^{\circ}\right)^{1}$ | -176.4/-177.8/-173.2 | -69.7/-69.4/-66.6 | 66.0/65.9/62.3 | -175.3/-176.6/-172.3 | -67.1/-67.6/-67.7 |
| $\mu_{a}(\mathrm{D})^{1}$ | 1.3/1.3/1.4 | 0.8/0.9/0.8 | -0.8/-0.9/-0.9 | 1.5/1.5/1.6 | 1.0/1.1/1.1 |
| $\mu_{b}(\mathrm{D})^{1}$ | -0.1/-0.1/-0.1 | -1.1/-1.2/-1.3 | -1.2/-1.2/-1.3 | -0.1/-0.1/-0.03 | -1.0/-1.1/-1.0 |
| $\mu_{c}(\mathrm{D})^{1}$ | 0.8/0.9/0.8 | -0.7/-0.7/-0.7 | 0.9/0.9/0.9 | 0.8/0.9/0.8 | -0.8/-0.9/-0.9 |
|  |  |  | $-\frac{a}{2}+\frac{1}{2}=-$ |  |  |

[^11]

Figure 6.5: Relaxed potential energy scans for the rotation of the isopropyl group of (-)-menthol with fixed orientations of the hydroxyl group at dihedral angles $\tau_{2}=$ $[-177.4,-69.4,68.8]^{\circ}$ (H12-O-C1-C2) according to the marks in Figure 6.4, at the B3LYP $/ 6-311++G(d, p)$ level of theory. All three traces have the same overall features, while cut $A$ contains the lowest minima. The double minimum structure of cut $C$ around EQ2 might be an artifact due to fixing dihedral angle $\tau_{2}$.
scheme introduced by Moreno et al. [254].
Three relaxed one-dimensional scans of the rotation of the isopropyl group were also performed with a larger basis set and the hydroxyl dihedral angle fixed at values of $-177.4^{\circ},-69.4^{\circ}$ and $68.8^{\circ}$. These three cuts through the three-dimensional potential energy surface are indicated by the white dashed lines in Figure 6.4 and were carried out using the B3LYP functional and the $6-311++G(d, p)$ basis set. The results are presented in Figure 6.5. The slices go through the nine lowest energy structures and give a better understanding of the energy ordering. At the minima positions EQ1 and EQ3, the isopropyl group is out of plane with respect to the cyclohexane ring. At the minima positions EQ2, the isopropyl group is in plane but the hydrogen H11 is opposite to the hydrogen bonded to C2 (see Fig. 6.1). These structures are much higher in energy than those at the minima positions EQ1 and EQ3. The orientation of the hydroxyl group at an angle of $\tau_{2}=-177.4^{\circ}$ gives the lowest energy trace.

This relaxed potential energy scan revealed the energy ordering of the different conformers, and the five lowest energy conformers (EQ1ext, EQ1int2, EQ1int, EQ3ext and EQ3int) below $6 \mathrm{~kJ} / \mathrm{mol}$ were chosen for further analysis at the B3LYP/aug-cc-pVTZ, B3LYP/6-311++G(d,p), and MP2/6-311++G(d,p) levels of theory. The zero-point corrected energies, rotational constants, and dipole moments from these calculations are listed in Table 6.2. EQ1ext is the lowest energy conformer at all three levels of theory, in agreement with the gas-phase electron diffraction data by Egawa et al. [253]. Relaxed potential energy scans were also carried out on conformer EQ1ext for the rotation of the methyl groups. The corresponding barrier heights
are around $12 \mathrm{~kJ} / \mathrm{mol}$, too high to affect the observed rotational spectrum and in agreement with the observations presented herein.

The similarity of the rotational constants for the calculated structures EQ1ext, EQ1int2, and EQ1int complicate a straightforward assignment of the fitted constants of the single observed menthol conformation (Table 6.1) to one of the three lowest energy conformers compiled in Table 6.2. However, the energy ordering of the conformers, which is the same for all calculation methods and basis sets employed, suggests that the lowest energy conformer EQ1ext is the observed one. This observation is supported by the calculated dipole moment components of the menthol conformers. Conformer EQ1ext has a very weak dipole moment component along the $b$-axis and no $b$-type lines were observed in the spectrum. However, for the higher energy conformers, EQ1int2 and EQ1int, $\mu_{b}$ is predicted to be the strongest dipole moment component. For the conformers EQ3ext and EQ3int, the calculated $A$-rotational constants differ by 200 MHz from the experimentally determined one. Hence, the observed menthol conformation is assigned to the lowest energy conformer, EQ1ext. It should be noted that the deviations of the rotational constants for the four different theoretical levels employed here are of the same order of magnitude as the deviations between the three EQ1 conformers (i.e., EQ1ext, EQ1int2, and EQ1int). The predictions of the dipole moment components, however, seem to be significantly more reliable and allow for the structural assignment of the observed menthol conformer, as stated above.

The observation of only a single menthol conformation can be explained by the potential energy surface. The three lowest energy conformers (EQ1ext, EQ1int, EQ1int2) differ in the rotation of the hydroxyl group. The barrier of this rotation between each conformer is around $3 \mathrm{~kJ} / \mathrm{mol}$ (B3LYP $/ 6-311++\mathrm{G}(\mathrm{d}, \mathrm{p})$ ). As this barrier height is small, it is expected that the supersonic expansion cools conformers EQ1int and EQ1int2 into EQ1ext. The sets of conformers EQ2 and EQ3 are much higher in energy by $5-10 \mathrm{~kJ} / \mathrm{mol}$ and, even though the populations in EQ3 might be frozen during supersonic expansion due to the higher isomerization barriers to EQ1 and EQ2, their populations remain too low to affect the spectrum. The observation of the conformer EQ1ext agrees with the gas electron diffraction study of Egawa et al. [253]. In comparison to the conformers EQ1int and EQ1int2, conformer EQ1ext might be stabilized by a weak non-conventional hydrogen bond between H 11 and the hydroxyl O [251]. The signal-to-noise ratio of approximately 100:1 for the most intense lines did not permit the observation of lines originating from ${ }^{13} \mathrm{C}$ - or ${ }^{18} \mathrm{O}$-isotopologues of menthol to enable more advanced structure determination.

## Menthone and isomenthone

The spectrum of the mixture of menthone isomers was recorded and is presented in the frequency range from 4700 to 5650 MHz in the positive trace of Figure 6.6. The high number and density of lines of molecular origin and various background lines complicated the assignment of the individual lines to the particular species. Therefore, a computer-aided assignment routine was developed to facilitate the assignment process. This routine is described in Section


Figure 6.6: The upper trace is the spectrum of the mixture of the stereoisomers of menthone and isomenthone in the region of $4700-5650 \mathrm{MHz}$ while the lower traces are simulations based on fitted molecular parameters. Three different conformers of menthone and one conformer of isomenthone were identified in the spectrum and successfully assigned. A rotational temperature of 1.5 K for all four species gives the best match between the simulated and the experimental intensities. A few residual lines with $S N R$ ratios of about 3:1 remain unassigned, which might originate from contaminants, clusters, or instrument noise. Line splittings due to internal rotation of one of the methyl groups of menthone or isomenthone were not observed.
6.3. It was possible to assign most of the lines to four different species. For all species, most of the assigned transitions are $b$-type, with fewer $a$-type transitions and even fewer $c$-type transitions. This observation suggests that for all four species $\mu_{b}>\mu_{a}>\mu_{c}$ applies. The final fits were executed employing the SPFIT/SPCAT suite of programs using the $I^{r}$ representation and the Watson A reduction. The results are compiled in Table 6.3.

According to NMR measurements and quantum chemical calculations by Smith et al., the cyclohexane ring in menthone is in the chair configuration and both substituents, the isopropyl and the methyl groups, are in equatorial positions [255]. Hence the degrees of freedom of menthone are limited to the rotations of the isopropyl and methyl groups. The relaxed potential energy surface was calculated for the rotation of the isopropyl group (dihedral angle $\tau_{1}$ (H11-C7-C2-C1)) at the B3LYP/6-311++G(d,p) level of theory. The result is displayed in Figure 6.7 and exhibits three different minima at orientations similar to those of (-)-menthol. These three structures were optimized at the B3LYP/aug-cc-pVTZ, B3LYP/6-311++G(d,p), and MP2/6-311+ $+\mathrm{G}(\mathrm{d}, \mathrm{p})$ levels of theory. The results are summarized in Table 6.4. The zero-point corrected energies of the three menthone rotamers are within $3 \mathrm{~kJ} / \mathrm{mol}$ (B3LYP/aug-cc-pVTZ calculation) of each other.

Table 6.3: Experimentally determined rotational constants and quartic distortion constants of menthone and isomenthone. The errors given here are standard errors. $N^{\circ}(a / b / c)$ is the number of lines included in the fit distributed for $a$-, $b$-, and c-type transitions, and $\sigma$ is the standard deviation of the fit.

|  | menthone A | menthone B | menthone C | isomenthone eq-ax A |
| :---: | :---: | :---: | :---: | :---: |
| $A(\mathrm{MHz})$ | $1953.43379(43)$ | $2021.98637(36)$ | $2109.38469(65)$ | $1535.27577(48)$ |
| $B(\mathrm{MHz})$ | $694.51551(19)$ | $693.53686(16)$ | $681.13604(27)$ | $812.92526(33)$ |
| $C(\mathrm{MHz})$ | $586.57758(19)$ | $562.13636(16)$ | $598.12413(25)$ | $671.43466(33)$ |
| $\Delta_{J}(\mathrm{kHz})$ | $0.0106(18)$ | $0.0109(18)$ | $0.0183(37)$ | $0.0651(53)$ |
| $\Delta_{J K}(\mathrm{kHz})$ | $0.0234(36)$ | $0.0473(50)$ | $0.097(11)$ | $-0.1844(60)$ |
| $\Delta_{K}(\mathrm{kHz})$ | - | - | - | $0.535(20)$ |
| $N^{\circ}(\mathrm{a} / \mathrm{b} / \mathrm{c})$ | $92(26 / 66 / 0)$ | $112(31 / 62 / 19)$ | $57(21 / 32 / 4)$ | $76(6 / 67 / 7)$ |
| $\sigma(\mathrm{kHz})$ | 7.4 | 6.0 | 5.8 | 7.5 |

While all theoretical methods employed show comparable trends for both the rotational constants and the dipole moment components, some differences in the relative zero-point corrected energies for the individual conformers are found. For example, using MP2/6-311++G(d,p) calculations, menthone B is predicted to be the lowest-energy conformer by $0.8 \mathrm{~kJ} / \mathrm{mol}$, while for all other approaches, menthone A is predicted to be the lowest-energy species (Table 6.4). An explanation of these results is not straightforward. The two menthone conformers A and $B$ differ in the orientation of the isopropyl group with respect to the cyclohexanone ring. The minimum orientations are the result of an interplay between intramolecular interactions, such as van der Waals and dispersion interactions, potential hydrogen bonding to the ketone oxygen, or steric hindrance (repulsion of electron clouds). These different contributions to the final energy are considered differently in the various theoretical approaches (for example, the B3LYP approach does not account for dispersion that is empirically treated in the M06-2X approach and explicitly considered in MP2 calculations).

Thus, although it is possible to unambiguously assign structures to the three experimentally determined menthone conformers (Table 6.3), their exact energy ordering cannot be determined for this particular case with the available data.

For isomenthone (cis-configuration) the situation is different. Isomenthone may exist with the isopropyl and the methyl group substituent either equatorial or axial, which in turn influences the cyclohexane configuration. Intuitively, three different starting structures are feasible: the methyl group oriented equatorial and the isopropyl group axial to the cyclohexane ring (isomenthone eq-ax), the methyl group oriented axial and the isopropyl group equatorial to the cyclohexane ring (isomenthone ax-eq) and both substituents oriented equatorial to the ring (isomenthone eq-eq). The diaxial configuration always relaxes to one of the other conformers during the structural optimizations. It is destabilized by the high steric strain between the two substituents.

Again a relaxed potential energy scan was performed by rotating the isopropyl group around the dihedral angle $\tau_{1}$ for the three different starting structures (-)-isomenthone eq-ax, (-)-


Figure 6.7: Scan of the potential energy surface calculated along the dihedral angle $\tau_{1}$ H11-C7-C2-C1 according to the labeling in Fig. 6.2 at the B3LYP/6-311++G(d,p) level of theory for (-)-menthone. The position of the minimum conformations ( $A, B$, C) is indicated in the plot and illustrated with the corresponding structure.
isomenthone ax-eq, and (-)-isomenthone eq-eq. Figure 6.8 shows the results for these relaxed potential energy scans. The global minimum was found for $(-)$-isomenthone eq-ax at about $\tau_{1}=-60^{\circ}$. Therefore, the set of conformers with $\tau_{1}$ being close to $-60^{\circ}$ is labeled as A . The set of minimum structures at $\tau_{1} \approx-45^{\circ}$ is labeled as B , and the set at $\tau_{1} \approx-180^{\circ}$ is labeled as C. For all nine minimum structures, optimizations and frequency calculations were carried out using the B3LYP/aug-cc-pVTZ, B3LYP/6-311++G(d,p), and MP2/6-311++G(d,p) levels of theory. The results of these calculations for the three lowest energy structures (isomenthone eq-ax A, isomenthone ax-eq A, and isomenthone ax-eq B) are listed in Table 6.5. The dipole moment components and the dihedral angle of the isopropyl group are given for the (-)enantiomers.

Considering only the three lowest energy conformers for menthone and isomenthone (Table 6.4 and Table 6.5) the assignment of the experimentally determined species to the calculated structures is straightforward. At least one of the experimentally determined rotational constants differs significantly from the calculated ones for isomenthone ax-eq A and isomenthone ax-eq $B$, so that three of the observed species are assigned to menthone $A$, menthone $B$, and menthone C and the fourth one to isomenthone eq-ax A. In addition to the rotational constants, the distortion constants $\Delta_{J}$ and $\Delta_{J K}$ were included in the fits for all conformers. Inclusion of the constant $\Delta_{K}$ only improved the fitting results of conformer isomenthone eqax A. The axially aligned isopropyl group of isomenthone eq-ax seems to lead to a higher sensitivity regarding centrifugal distortion.

Table 6.4: Calculated relative zero-point corrected energies, Boltzmann populations, rotational constants, dipole moments, and torsional angles for the three lowest energy conformers of menthone. The results were obtained using three different combinations of theoretical methods and basis sets and they are stated in this order: B3LYP/aug-cc$p V T Z / B 3 L Y P / 6-311++G(d, p) / M P 2 / 6-311++G(d, p)$.

|  | menthone A | menthone B | menthone C |
| :---: | :---: | :---: | :---: |
|  | B3LYP ${ }^{\text {/ }}$ B 3 LYP ${ }^{3} \mathrm{MP}^{3}{ }^{3}$ | B3LYP ${ }^{2}$ B3LYP ${ }^{3} \mathrm{MP}^{3}{ }^{3}$ | B3LYP ${ }^{\text {a }}$ B3LYP ${ }^{3} \mathrm{MP}^{3}{ }^{3}$ |
| $\Delta E(\mathrm{~kJ} / \mathrm{mol})$ | 0.0/0.0/0.84 | 0.19/0.29/0.0 | 3.0/2.9/3.9 |
| Population (\%) ${ }^{1}$ | 42.9/43.1/48.4 | 40.4/39.4/37.2 | 16.7/17.5/14.5 |
| $A(\mathrm{MHz})$ | 1950/1941/1965 | 2017/2009/2029 | 2105/2096.3/2117 |
| $B(\mathrm{MHz})$ | 688.7/686.1/694.1 | 689.3/686.4/695.2 | 675.7/673.1/684.5 |
| $C$ ( MHz ) | 582.4/579.9/590.0 | 558.7/556.2/566.3 | 593.3/591.0/601.7 |
| $\mu_{a}(\mathrm{D})^{4}$ | 1.3/1.3/1.2 | -1.3/-1.3/-1.2 | 1.8/1.8/-1.6 |
| $\mu_{b}(\mathrm{D})^{4}$ | -2.6/-2.7/-2.5 | -2.4/-2.5/-2.2 | -2.2/-2.3/2.0 |
| $\mu_{c}(\mathrm{D})^{4}$ | -0.5/-0.5/-0.53 | 1.1/1.2/1.2 | -1.1/-1.1/-1.2 |
| $\tau_{1}\left({ }^{\circ}\right)^{4}$ | 42.6/42.9/41.9 | -48.7/-48.8/-49.3 | -179.8/-179.8/176.7 |
|  |  |  |  |

[^12]For the three lowest-energy conformers of isomenthone, the different theoretical approaches agree well with each other and the lowest-energy form eq-ax A matches the experimentally determined values for the rotational constants. The calculated relative zero-point corrected energies are also similar when comparing the B3LYP- and MP2-based approaches. However, for calculations employing the M06-2X density functional, significantly different energies are predicted (Tables 8-10 of the supplementary material of Ref. [240]). While a good agreement is again found for the rotational constants and dipole moment components, the three lowenergy conformers given in Table 6.5 are predicted to be nearly isoenergetic using the M06-2X functional, a result for which an explanation is not yet understood and which is also not predicted by the other approaches.

The cyclohexane ring in all three observed menthone conformers is in a chair configuration and both substituents in equatorial orientations. Such a structural arrangement is expected due to steric effects. Hence, the conformational space of menthone is governed by the isopropyl rotation. The barriers separating the different menthone conformers are between $12 \mathrm{~kJ} / \mathrm{mol}$ and $40 \mathrm{~kJ} / \mathrm{mol}$ and should be high enough to freeze the population to that at the temperature of the sample reservoir during the cooling process of the supersonic expansion. The

Table 6.5: Calculated relative zero-point corrected energies, Boltzmann populations, rotational constants, dipole moments, and torsional angles for the three lowest energy conformers of isomenthone. The results were obtained using three different combinations of theoretical methods and basis sets and they are stated in this order: B3LYP/aug-cc-pVTZ $/ B 3 L Y P / 6-311++G(d, p) / M P 2 / 6-311++G(d, p)$.

|  | isomenthone eq-ax A | isomenthone ax-eq A | isomenthone ax-eq B |
| :---: | :---: | :---: | :---: |
|  | B3LYP ${ }^{2}$ B3LYP ${ }^{3} \mathrm{MP}^{3}$ | B3LYP ${ }^{2}$ B3LYP ${ }^{3} \mathrm{MP}^{3}$ | B3LYP ${ }^{2}$ B3LYP ${ }^{3} \mathrm{MP}^{3}$ |
| $\Delta E(\mathrm{~kJ} / \mathrm{mol})$ | 0.0/0.0/0.0 | $2.7 / 2.5 / 3.7$ | 2.7/2.5/4.4 |
| Population (\%) ${ }^{1}$ | $44.6 / 43.2 / 58.4$ | 19.5/20.0/18.6 | 19.1/20.0/14.9 |
| $A(\mathrm{MHz})$ | 1538/1528/1516 | 1848/1839/1849 | 1731/1721/1741 |
| $B(\mathrm{MHz})$ | 804.5/802.2/824.6 | 765.3/762.6/781.4 | 771.0/768.8/788.6 |
| $C(\mathrm{MHz})$ | 662.3/660.2/680.6 | 624.8/622.5/641.0 | 674.1/672.0/693.4 |
| $\mu_{a}(\mathrm{D})^{4}$ | -0.7/-0.7/-0.6 | -1.1/-1.1/-0.9 | 1.1/1.1/0.9 |
| $\mu_{b}(\mathrm{D})^{4}$ | -3.1/-3.1/-2.9 | 2.5/2.4/2.2 | -2.7/-2.7/-2.5 |
| $\mu_{c}(\mathrm{D})^{4}$ | -1.0/-1.0/-1.0 | -1.4/-1.4/-1.4 | -0.7/-0.8/-0.7 |
| $\tau_{1}\left({ }^{\circ}\right)^{4}$ | -64.5/-64.1/-64.0 | -49.4/-49.4/-49.2 | 42.6/42.9/42.0 |
|  |  |  |  |

${ }^{1}$ Boltzmann distribution calculated at the sample reservoir temperature of 386 K .
${ }^{2}$ aug-cc-pVTZ basis set
${ }^{3} 6-311++G(d, p)$ basis set
${ }^{4}$ Dipole moment components and dihedral angle are given for the (-)-enantiomer.
situation is different for isomenthone. Both substituents are arranged cis to the cyclohexane ring. Hence, the equatorial orientation of both substituents forces the cyclohexane ring into the boat configuration, which is higher in energy compared to the chair configuration for unsubstituted cyclohexane. The diaxial orientation of the substituents is prevented by steric hindrance. Consequently, in the lowest energy conformers of isomenthone one substituent needs to be oriented equatorially and the other one axially. Likely due to the anomeric effect, the lowest energy conformer isomenthone eq-ax A having the isopropyl group oriented axially is stabilized. It is surprising that only one conformer of isomenthone was observed. Using the argument that the conformers are frozen out due to the barrier height, one would expect more conformers of the ax-eq kind. This absence might be explained by the fact that the fraction of isomenthone in the mixture is only $30 \%$ (analysis by Sigmar-Aldrich), which is confirmed by weaker intensities of isomenthone (SNR of approximately 50:1 for the strongest transitions) compared to menthone A (SNR of approximately 100:1 for the strongest transitions). Thus the density of the additional conformations in the expansion is likely too low to allow them


Figure 6.8: Scan of the potential energy surface calculated along the dihedral angle $\tau_{1}$ H11-C7-C2-C1 according to the labeling in Fig. 6.2 at the B3LYP/6-311++G(d,p) level of theory for (-)-isomenthone eq-eq, (-)-isomenthone ax-eq and (-)-isomenthone eq-ax. The labels $A, B, C$ are pointing to the corresponding minima. Only the conformation isomenthone eq-ax A was observed in the microwave spectrum.
to be observed with the signal-to-noise ratio of the spectrum presented here, i.e. with only 128000 single acquisitions coadded.

## Computer-aided assignment routine

The assignment of the spectrum from the menthone/isomenthone mixture was complicated by the overlap of different $J$-transitions that impeded a straightforward analysis. The presence of background lines led to further complications. Therefore a computer program was developed to facilitate the analysis. Earlier approaches to automate spectral assignment include a computer program based on a genetic algorithm to fit the details of a rotationally resolved UV spectrum and subsequently extract the molecular parameters of multiple mixture components [257]. This approach was implemented with a set of molecular parameters representing a chromosome and thus the molecular parameters of all molecules present in the mixture must be within the chromosome. The fitness of a solution was determined by a direct comparison of the measured and predicted spectrum.

Recently, Seifert and coworkers introduced another approach for an automated assignment routine called Autofit [258]. Their method is based on the assignment of three (linearly independent) lines, representing the minimum number of lines for fitting an asymmetric rotor spectrum including only rotational constants. Within a predefined bandwidth, the program


Figure 6.9: Scheme of the sampling volume of the rotational constants for the computeraided assignment routine. The cubic sampling volume is divided into eight subcubes and the routine is carried out consecutively in each of the subcubes. Afterwards the results of the individual subcubes are compared. The blue diamond in the center indicates the position of the calculated rotational constants and the green triangle indicates the position of the experimentally obtained value for isomenthone eq-ax $A$. The red shaded area is used to display the results in Figure 6.10.
determines potential peaks for each transition, fits all possible combinations of the assignments, and uses the error of the fit to evaluate the solutions. The performance of this program was tested on multiple silicon-containing species and was capable of identifying not only the parent species, but also its carbon and silicon isotopologues [259].

Here another approach is presented for an automatic assignment and fitting procedure with the aim of determining the rotational constants to a high precision. In contrast to the Autofit program, which assigns and fits three different peaks directly, first the parameter space of rotational constants is scanned in order to evaluate the goodness of different parameter sets. Only the best parameter sets are used in all subsequent steps, which reduces the computation time drastically. In a second step, four transitions are assigned automatically depending primarily on the frequency and intensity overlap between the measured and predicted spectra. Three transitions are the absolute minimum to fit three rotational constants, but only when the effect of the rotational constants on the assigned transitions is sufficiently significant. Therefore four transitions are chosen to stabilize the fit and reduce the number of diverging results. Diverging and unphysical results are directly excluded and the quality of the fit is assessed by a comparison of the measured and predicted spectra. In the following, the algorithm is explained in detail using the example of isomenthone eq-ax A and the advantages and potential pitfalls are highlighted.

## Step 1: Definition and filling of the scan volume

As previously mentioned, we work in a three-dimensional parameter space of rotational constants with their values along the three axes. In the graphical presentation, the samples are
defined by $(A, B, C)$-triples plus a color-code describing their fitness. Two parameters are crucial to the performance of the routine: the volume size and the sample density. The volume should contain the rotational constants of the measured species. Hence the choice of the scan volume depends on the accuracy of the first guess, typically coming from quantum chemical calculations. As stated above, all theoretical approaches employed here give comparable rotational constants, which is a promising prerequisite for the computer-assisted fitting procedure.

A disadvantage to increasing the scan volume is the increased probability, that the routine converges to an artificial local minimum. To avoid this scenario, the initial volume is divided into smaller parts and the routine is run on each of them and the results are compared afterwards. In practice, a cubic volume with 50 MHz edge length centered at the calculated values (blue diamond in Fig. 6.9) is chosen subdivided into eight equally sized subcubes. This procedure is illustrated in Figure 6.9, where the blue diamond indicates the position of the calculated values and the green triangle is positioned on the manually fitted values.

The choice of the sample density is essential for the successful assignment, but also the most important factor on the computation time. The sample density is correlated with the density of transitions in the spectrum. A spectrum with a high density of transitions requires a higher sample density for successful performance. In the example presented here, each subcube was sampled with 2000 such points.

A prediction is made for each point and an intensity cutoff is applied for both the experimental $(N=561)$ and the predicted data. Then both sets of transitions (experiment and prediction) are compared and an assignment is noted for each experimental peak within a predefined bandwidth of a predicted transition. If multiple experimental peaks are found within this bandwidth, only the closest peak is used for the assignment. The bandwidth for the assignment is closely related to the sample density. A higher sample density allows a smaller bandwidth, a low sample density requires a larger bandwidth. In the test case thus far examined, a bandwidth of 10 MHz gives good results.

Finally, the mean-square value of the assignments is calculated and used to judge the fitness of the prediction. The samples are ranked according to their fitness and only the most promising candidates (in this case, the best $10 \%$ ) are selected for the subsequent, computationally more demanding fitting procedure.

## Step 2: Assignment and fitting of the samples within a sub-cube

In this step, the best results of step one are used as starting point for the fitting procedure using SPFIT. Because only four transitions are used to fit the three rotational constants, the quality of these assignments is essential. Since the correct solution can only be obtained if the four transitions are assigned correctly in at least one trial, care must be taken in choosing the appropriate four transitions for fitting. As a selection criteria for choosing these transitions, the predicted intensities of the assigned transitions are used. To avoid errors in the predicted intensities from the use of incorrect simulation temperatures or dipole moments, the ten transitions with the highest predicted intensities are chosen. From these ten assignments, four


Figure 6.10: Results for the sub-cube shaded red in Figure 6.9. (a) Sample distribution after the fit employing SPFIT (step 2). The samples are color-coded using the value of the standard deviation provided by SPFIT. A subtle convergence towards the measured value (green triangle) is visible. (b) Sample distribution after evaluation of the fitting results (step 3). The samples are now color-coded using the number of assigned lines of the SPCAT prediction. The concentration of many samples at the measured rotational constants and the color-code of the samples indicates a correctly assigned spectrum (up to 18 assigned transitions). The comparison of (a) and (b) illustrates the necessity of the evaluation step 3. Good and bad fitting results are scattered throughout the volume in (a), but (b) reveals that the samples far away from real values predict spectra which have little overlap with the measured one.
at random are chosen to increase the diversity of transitions. Sometimes multiple experimental transition can be assigned to a predicted line. In such a case, as many as four consecutive fits are performed assigning the four most intense experimental peaks to a predicted line.

In summary, the best assignments from step one are fitted. Rules for choosing the proper transitions are mainly based on the intensities of the predicted and measured transitions. Diverging and unphysical fit results are directly eliminated, and only one sample is maintained for those which have converged to the same (A, B, C)-triple. The results are weighted using the root-mean-square error from the fit. The best fitting results within a sub-cube are plotted in Figure 6.10a.

## Step 3: Evaluation of the fitting results

In the final step, the fitting results from step two are reevaluated by a direct comparison of the predicted with the measured spectrum. This step is necessary, because the root-meansquare error is not a good check for the quality of a fit of three parameters including only four transitions. The overlap of the experimental transitions and the predicted transitions is assessed following the same prediction and assignment protocol as in step one, but with a much smaller tolerance ( 100 kHz in the test cases). The number of assigned transitions provides a reliable check of the quality of the assignment. Figure 6.10b shows the final result with a very good overlap of the automatically fitted samples and the manually fitted result (green triangle).

The assignment process depends heavily upon reliably measured and predicted intensities. In the case of untrustworthy experimental intensities, unavailable estimates of the dipole moments, or unknown rotational temperatures, it might be necessary to repeat the procedure employing different sets of dipole moment components and temperatures. In the present study, the routine was repeated three times, setting only one dipole moment component to be nonzero for the predictions in step one and two. However for the evaluation of the fit in step three, all types of rotational transitions were included.

All four isomers present in the menthone/isomenthone mixture were found using as initial input the rotational constants from the B3LYP/aug-cc-pVTZ calculations. The results are compiled in the supplementary material of Reference [240], listing the ten best hits for each of the predicted isomers. Furthermore, the routine was also tested on the spectra ( $2-8 \mathrm{GHz}$ ) of two other molecules of the monoterpene family: carvone ( 843 peaks) and carvomenthenol (204 peaks). For these molecules the different conformers (two for carvone and three for carvomenthenol) were identified without any preprocessing to remove background lines. The parameters of the routine (bandwidth, cubesize, number of samples) were identical to the ones used for isomenthone eq-ax A. The computation time heavily depends on the line density of the spectrum under study. For carvone, carvomenthenol, and menthone spectra, it took less than one hour to run the routine using a single core on an Intel quad-core i5 processor ( 2.3 GHz ).

The computer program is still limited to molecular spectra that can be fit using a rigid rotor Hamiltonian, but the implementation of common rotational spectroscopy effects such as nuclear quadrupole coupling or internal rotation is in progress. It is always possible to extend the parameter space and include more than just the rotational constants into the fit. But with a growing number of included parameters, the set of starting samples increases exponentially if the same parameter space density is maintained. More lines would need to be included into the fit in order to get reliable results, as expected with an increasing number of assignment possibilities. Hence, the required computation time grows rapidly. To counteract the increasing computation time, the different fitting parameters can be classified according to their impact on the fit. As a consequence, the seed set would no longer be uniformly distributed along each parameter axis but denser along high impact parameters. Parameters with a very small effect on the fit, such as the $A$-rotational constant in $a$-type spectra, can be kept constant throughout the fit. This approach should be feasible for spectra including nuclear quadrupole coupling splitting or centrifugal distortion.

### 6.4 Conclusions

The microwave spectra of the structurally related monoterpenoids menthol, menthone, and isomenthone and an evaluation of their potential energy surfaces were presented. For menthol, a single conformation was observed under the conditions of the supersonic expansion. The

[^13]experimentally obtained rotational constants of the observed conformation agreed very well with those of the calculated lowest energy conformer.

In the broadband microwave spectrum of a mixture of the diastereomers menthone and isomenthone, three conformations of menthone and a single conformation of isomenthone were identified. Again, the comparison of the experimental rotational constants with the ab initio ones revealed a good match. The differences in the conformational landscape for menthone and isomenthone likely arise from the peculiar steric situation of the central cyclohexane ring, for which a chair configuration with sterically demanding substituents in the equatorial positions is preferred. Due to the arrangement of the stereogenic centers in isomenthone, one substituent, i.e., either the methyl or the isopropyl group, must be oriented axially, resulting in large shifts of the conformational landscape from menthone. Complications of assigning the dense microwave spectra manually led to a computer-aided assignment routine, which was capable of identifying and fitting all components in the menthone mixture with inputs from ab initio calculated rotational constants.

## Chapter 7

## Enantiomer differentiation by microwave three-wave mixing experiments

### 7.1 Introduction

Many molecules of biochemical relevance are chiral. The chemistry of life is built almost exclusively on left-handed amino acids and right-handed sugars, a phenomenon that is known as the 'homochirality of life'. Even though the physical properties of two enantiomers are almost identical, they might exhibit completely different biological effects, e.g. one may be beneficial to health while the opposite is toxic. In nature and as products of chemical syntheses, chiral molecules often exist in mixtures with other chiral molecules. The analysis of these complex mixtures to identify the molecular components, to determine which enantiomers are present, and to measure the enantiomeric excesses (ee) is still one of the challenging and very important tasks of analytical chemistry.

Established spectroscopic methods to identify enantiomers and determine the ee value rely on

[^14]- V. A. Shubert, D. Schmitz, D. Patterson, J. M. Doyle and M. Schnell, Identifying Enantiomers in Mixtures of Chiral Molecules with Broadband Microwave Spectroscopy, Angew. Chem. Int. Ed. 52, 1-5 (2013). (experimental: $40 \%$, data analysis: $40 \%$, writing up: $5 \%$, D.P. 5\%) [78]
- V. A. Shubert, D. Schmitz, and M. Schnell, Enantiomer-sensitive spectroscopy and mixture analysis of chiral molecules containing two stereogenic centers - Microwave three-wave mixing of menthone, J. Mol. Spec. 52, 31-6 (2014). (key ideas: $20 \%$, experimental: $50 \%$, data analysis: $30 \%$, writing up: $10 \%$ ) [250]
- D. Schmitz, V. A. Shubert, D. Patterson, A. Krin, and M. Schnell, Phase Dependence of DoubleResonance Experiments in Rotational Spectroscopy, J. Phys. Chem. Lett. 6, 1493-98 (2015) (key ideas: $20 \%$; experimental: $40 \%$, data analysis: $80 \%$, writing up: D.S. 40\%) [260]
- V. A. Shubert, D. Schmitz, C. Medcraft, A. Krin, D. Patterson, J. M. Doyle and M. Schnell, Rotational spectroscopy and three-wave mixing of 4-carvomenthenol: A quickstart guide to measuring chirality in the microwave regime, accepted at J. Chem. Phys. (experimental: 20\%, data analysis: 10\%; writing up: 5\%)
the interaction of linearly or circularly polarized light with the target molecules. This interaction is relatively weak [261] and thus highly concentrated samples or intense light fields are required. These methods, such as circular dichroism, vibrational circular dichroism (VCD), and Raman optical activity spectroscopy, are commercially available and widely used. However, they are less useful for the analysis of molecular mixtures, in particular when more than one chiral species is present. Only one mixture analysis was reported so far, using Fourier transform VCD [262]. Recent developments in this area employ synchrotron radiation and femtosecond lasers to study femtosecond optical activity, photoionization with subsequent fragment detection in coincidence, and circular dichroism in the photoelectron angular distributions of chiral molecules [263-267].

In this chapter, the clear differentiation between enantiomers within a mixture of chiral molecules is demonstrated using broadband rotational spectroscopy. In addition, ee values of mixtures are measured and an outlook is given on how the absolute configuration of a chiral molecule can be determined. The experimental technique is based on a method, which was theoretically developed by Hirota [268] and experimentally demonstrated by Patterson et al. [269, 270]. The underlying physical mechanism arises from the Hamiltonian of an asymmetric top in a resonant electric field and is widely applicable to chiral molecules with nonzero dipole moment components $\mu_{a}, \mu_{b}, \mu_{c}$. In the framework of this thesis, the experimental method was adapted to a broadband excitation scheme, which allows the simultaneous measurement of different chiral components within a mixture.

### 7.2 Theoretical background

The differentiation between enantiomers becomes feasible by an excitation and detection scheme, which makes use of a closed cycle of transitions involving all three dipole moment components. The simplest case of a closed cycle includes three rotational states connected by three rotational transitions of $a$-type, $b$-type and $c$-type, which exclusively depend on $\mu_{a}, \mu_{b}$, and $\mu_{c}$, respectively. Ignoring small differences due to the parity-violating potential arising from the weak interaction [271], the rotational constants and dipole moment component magnitudes $\left(\left|\boldsymbol{\mu}_{a}\right|,\left|\boldsymbol{\mu}_{b}\right|,\left|\boldsymbol{\mu}_{c}\right|\right)$ are equal for enantiomeric pairs of any chiral molecule and thus give rise to identical rotational spectra. However, the scalar triple product of the permanent dipole moment components $\boldsymbol{\mu}_{a} \cdot\left(\boldsymbol{\mu}_{b} \times \boldsymbol{\mu}_{c}\right)$ flips sign between enantiomers since the dipole moments are mirrored. This fact is exploited to differentiate enantiomers in a polarization sensitive double-resonance experiment. Therein two transitions of a closed cycle are excited simultaneously or subsequently and the signal of the third transition is recorded, where the molecule itself is acting as a sum or difference frequency generator. The phase of the recorded signal changes by $\pi$ radians between opposite enantiomers and allows for their differentiation. In the following, the Bloch equations describing these double-resonance experiments are introduced.

Without loss of generality, the following theoretical description is restricted to one of the degenerate $M$-sublevels within the asymmetric-top energy levels to maintain a pure threelevel quantum system. The density matrix formalism introduced in Section 2.4 for a two-level


Figure 7.1: Schematics of energy level configurations for MW-RF double-resonance experiments: (a) progressive arrangement, (b) regressive arrangement with the RF transition $\omega_{0, b c}$ connecting the upper two energy levels ( $\Lambda$-type), and (c) regressive arrangement with the RF transition connecting the lower two energy levels ( $V$-type). The resonance frequencies are $\omega_{0, a b}=E_{b}-E_{a} / \hbar, \omega_{0, b c}=E_{c}-E_{b} / \hbar$ and $\omega_{0, a c}=E_{c}-E_{a} / \hbar$, while $\omega_{a b}, \omega_{b c}$ and $\omega_{a c}$ are the frequencies that are actually employed in the experiment.
system can easily be extended to a three-level system. Instead of a two-by-two density matrix for a two-level system, the density matrix for a three-level system has nine elements:

$$
\hat{\rho}=\left(\begin{array}{ccc}
\rho_{a a} & \rho_{a b} & \rho_{a c}  \tag{7.1}\\
\rho_{b a} & \rho_{b b} & \rho_{b c} \\
\rho_{c a} & \rho_{c b} & \rho_{c c}
\end{array}\right)
$$

The unperturbed Hamiltonian describing a three-level systems is given by:

$$
\hat{\mathcal{H}}_{0}=\left(\begin{array}{ccc}
E_{a} & 0 & 0  \tag{7.2}\\
0 & E_{b} & 0 \\
0 & 0 & E_{c}
\end{array}\right)
$$

with $E_{c}>E_{b}>E_{a}$. If all transitions of a three-level system are dipole allowed, three different combinations of driving two transitions are possible: the progressive regime $(|a\rangle \rightarrow|b\rangle$ and $|b\rangle \rightarrow|c\rangle$, Fig. 7.1a), the $\Lambda$-type regressive regime $(|a\rangle \rightarrow|c\rangle$ and $|b\rangle \rightarrow|c\rangle$, Fig. 7.1b) and the V-type regressive regime $(|a\rangle \rightarrow|c\rangle$ and $|a\rangle \rightarrow|b\rangle$, Fig. 7.1c). For the corresponding Hamiltonians including the interactions with the electromagnetic fields follows in the progressive regime $\hat{\mathcal{H}}_{\text {pro }}$ :
$\hat{\mathcal{H}}_{\mathrm{pro}}=\left(\begin{array}{ccc}E_{a} & -\frac{1}{2} \mu_{a b} \mathcal{E}_{a b}\left(e^{i \omega_{\mathrm{ab}} t}+e^{-i \omega_{\mathrm{ab}} t}\right) & 0 \\ -\frac{1}{2} \mu_{b a} \mathcal{E}_{b a}\left(e^{i \omega_{\mathrm{ab}} t}+e^{-i \omega_{\mathrm{ab}} t}\right) & E_{b} & -\frac{1}{2} \mu_{b c} \mathcal{E}_{b c}\left(e^{i \omega_{\mathrm{bc}} t}+e^{-i \omega_{\mathrm{bc}} t}\right) \\ 0 & -\frac{1}{2} \mu_{c b} \mathcal{E}_{c b}\left(e^{i \omega_{\mathrm{bc}} t}+e^{-i \omega_{\mathrm{bc}} t}\right) & E_{c}\end{array}\right)$
in the $\Lambda$-type regressive regime $\hat{\mathcal{H}}_{\text {reg }, \Lambda}$ :

$$
\hat{\mathcal{H}}_{\mathrm{reg}, \Lambda}=\left(\begin{array}{cc}
E_{a} & 0  \tag{7.4}\\
E_{b} & -\frac{1}{2} \mu_{a c} \mathcal{E}_{a c}\left(e^{i \omega_{\mathrm{ac}} t}+e^{-i \omega_{\mathrm{ac}} t}\right) \\
0 & -\frac{1}{2} \mu_{b c} \mathcal{E}_{b c}\left(e^{i \omega_{\mathrm{bc}} t}+e^{-i \omega_{\mathrm{bc}} t}\right) \\
-\frac{1}{2} \mu_{c a} \mathcal{E}_{c a}\left(e^{i \omega_{\mathrm{ac}} t}+e^{-i \omega_{\mathrm{ac}} t}\right) & -\frac{1}{2} \mu_{c b} \mathcal{E}_{c b}\left(e^{i \omega_{\mathrm{bc}} t}+e^{-i \omega_{\mathrm{bc}} t}\right)
\end{array}\right)
$$

and in the V-type regressive regime $\hat{\mathcal{H}}_{\text {reg, }}$ V:
$\hat{\mathcal{H}}_{\mathrm{reg}, \mathrm{V}}=\left(\begin{array}{ccc}E_{a} & -\frac{1}{2} \mu_{a b} \mathcal{E}_{a b}\left(e^{i \omega_{\mathrm{ab}} t}+e^{-i \omega_{\mathrm{ab}} t}\right) & -\frac{1}{2} \mu_{a c} \mathcal{E}_{a c}\left(e^{i \omega_{\mathrm{ac}} t}+e^{-i \omega_{\mathrm{ac}} t}\right) \\ -\frac{1}{2} \mu_{b a} \mathcal{E}_{b a}\left(e^{i \omega_{\mathrm{ab}} t}+e^{-i \omega_{\mathrm{ab}} t}\right) & E_{b} & 0 \\ -\frac{1}{2} \mu_{c a} \mathcal{E}_{c a}\left(e^{i \omega_{\mathrm{ac}} t}+e^{-i \omega_{\mathrm{ac}} t}\right) & 0 & E_{c}\end{array}\right)$
A few approximations are applied to reduce the complexity. First of all the assumption is made that the interaction volume is small compared to the wavelength by neglecting the dependence of the electromagnetic field on the wave vector $\mathbf{k}$. Also the initial phases of both incoming waves are set to zero. Furthermore, the assumption is made that each of the incoming fields only couples to one of the transition dipole moment components $\mu_{a b}, \mu_{b c}$ or $\mu_{a c}$. This assumption is valid for this work, because the transition frequencies are well separated, and the polarization directions of the two incoming waves are perpendicular to each other in the experimental setup (compare Fig. 7.2). The transition dipole moment components are complex quantities with $\mu_{i j}=\mu_{j i}^{*}$ (with $i \neq j=a, b, c$ ). For an $a$-type rotational transition between the initial rotational state $|i\rangle$ and the final rotational state $|j\rangle$ the transition dipole moment component $\mu_{i j}$ can be written [41, Chap. 4]:

$$
\begin{equation*}
\mu_{i j, g}=\mu_{a}\langle i| \cos (\mathbf{a}, \mathbf{G})|j\rangle=\mu_{a} \int \psi_{i} \cos (\mathbf{a}, \mathbf{G}) \psi_{j}^{*} d \tau \tag{7.6}
\end{equation*}
$$

where $\cos (\mathbf{a}, G)$ describes the direction cosine between the molecular $a$-axis and the spacefixed quantization axis $G=X, Y, Z$ in the laboratory frame. The transition dipole moment components for $b$ - or $c$-type transitions are similar, but with the direction cosine between the $b$ - or $c$-axis and the space-fixed quantization axis. The selection rules for the different types of transitions are summarized in Table 2.2. They follow directly from the evaluation of the integral in Equation 7.6 or by symmetry considerations of the asymmetric-top wavefunctions.

The time dependence of the density matrix elements can be obtained by solving the Liouville equation 2.81:

$$
\begin{equation*}
i \hbar \frac{\partial \hat{\rho}(t)}{\partial t}=[\hat{\mathcal{H}}(t), \hat{\rho}(t)] \tag{7.7}
\end{equation*}
$$

The resulting set of ordinary differential equations (ODE) for the three different regimes are compiled in Appendix A. After applying the rotating wave approximation and transformation to a rotating frame (described in Sec. 2.4 for a two-level system), the three-level Bloch equations are analytically solvable as shown in Reference [57]. In the present work, the full Bloch equations as given in Appendix A were solved numerically using the ODE solver 'zvode' of the Python package SciPy [272]. This solver enabled the use of not only single frequency
sinusoidal waveforms but also arbitrary waveforms as driving pulses, i.e. chirps, superpositions of sinusoidal pulses, or completely arbitrary driving pulses.

The expectation value of the measured polarization is identical to the one given in Equation 2.96:

$$
\begin{equation*}
\langle\hat{P}\rangle=N \cdot \operatorname{Tr}(\hat{\rho} \hat{\mu}) \tag{7.8}
\end{equation*}
$$

with:

$$
\hat{\mu}=-\left(\begin{array}{ccc}
0 & \mu_{a b} & \mu_{a c}  \tag{7.9}\\
\mu_{b a} & 0 & \mu_{b c} \\
\mu_{c a} & \mu_{c b} & 0
\end{array}\right)
$$

Prior to the three-wave mixing experiments, double-resonance experiments were performed to optimize the experimental conditions. The double-resonance experiments revealed an indirect observation of the Autler-Townes splitting mapped onto the phase of the recorded signal. The results of both types of experiments are fully characterized by the Bloch equation formalism, but the physical meaning is best described within the dressed-state picture for the doubleresonance experiments [273]. After the introduction of the changes made to the experiment in the next section, the double-resonance experiments are presented and discussed in Section 7.4 , followed by the results of the three-wave mixing experiments (enantiomer differentiation in Sec. 7.5 and ee determination in Sec. 7.6).

### 7.3 Experimental details

To enable double-resonance and three-wave mixing experiments, a few minor modifications are applied to the COMPACT spectrometer described in Chapter 3. A set of stainless steel electrodes is attached to the microwave horns isolated by a teflon spacer. As indicated in Figure 7.2, a radio frequency ( RF ) field is coupled to one of the electrodes and the second electrode is set to ground. The RF field and the microwave (MW) signal are generated by different channels of the same arbitrary waveform generator to ensure optimal phase stability. The RF field is then amplified by a 100 W power amplifier with a bandwidth of $30-550 \mathrm{MHz}(\mathrm{KU} \mathrm{PA}$ BB 003055-100 A, Kuhne electronics) and coupled to the electrodes by a BNC feedthrough. Two valves separated by 3.5 cm (nozzle orifice separation) with different enantiomers or mixtures in their respective sample reservoirs can be used. These valves are operated such that only the pulse from one valve interacts with the MW and RF excitation pulses within an experimental cycle. A digital delay generator (Stanford Research, model DG645) is used to change which valve pulse interacted with the radiation.

Because the three-wave mixing technique makes use of the geometrical orientation of the three dipole moment components within a chiral molecule, the orthogonal orientation of the polarization of the excitation fields is important. The laboratory frame along the different fields are defined as indicated in Figure 7.2. The polarization direction of the microwave excitation pulse (called the drive pulse in the following) defines the $Z$-axis of the laboratory frame. The RF pulse (the so called twist pulse) is polarized orthogonally to the drive pulse


Figure 7.2: Scheme of the modified COMPACT spectrometer. Only the changes to the COMPACT spectrometer introduced in Chapter 3 (Fig. 3.1) are indicated. For introducing RF radiation, two electrodes are integrated into the setup. The polarization directions of the $M W$ excitation ( $Z$-direction) and the RF pump pulse ( $Y$-direction) are perpendicular with respect to each other. The receiving horn on the left is turned by $45^{\circ}$ to allow for the observation of the traditional FID signal (along the Z-direction) and the three-wave mixing signal (along the $X$-direction).
along the laboratory $Y$-axis. In a three-wave mixing experiment, the signal evolving from the third transition of the closed cycle (the so called listen transition) is then polarized mutually orthogonal to the drive and the twist pulse. For the three-wave mixing experiments, the receiving horn is turned by $45^{\circ}$ to allow the observation of the traditional FID signal, which is polarized in $Z$-direction, as well as the three-wave mixing signal (polarized in $X$ direction). The receiving horn is not turned for the double-resonance experiments, performed in preparation of the three-wave mixing experiments and described in the next section.

### 7.4 Double-resonance experiments

Double-resonance experiments are well established in the microwave region of the electromagnetic spectrum and were mainly used to map the coherence transfer within the rotational energy level structure [55-57, 77]. The information about the coherence transfer are exploited to ascertain the energy level structure and hence guide the assignment of dense rotational spectra [63]. Furthermore, double-resonance experiments are employed to extend the detection bandwidth of a spectrometer. The effect of driving a transition that is otherwise invisible to the spectrometer (due to a limited detection bandwidth) can be observed on con-


Figure 7.3: $M W-R F$ double-resonance experiments for menthone $A$ and menthone $B$ (left and right columns). The simulations are based on the three-level optical Bloch equations. First row: Energy levels involved in the double-resonance experiments for (a) conformer $A$ and (b) conformer B. Second row: Illustration of the amplitude dependences observed for the FID at the respective $M W$ signal transition frequencies, that is, the $1_{01} \rightarrow 2_{12}$ b-type transitions of the two menthone conformers, as a function of the RF pump frequency. The RF transition $2_{12} \rightarrow 2_{11}$ is predicted at 323.81 MHz for conformer $A$ (c) and at 394.20 MHz for conformer $B$ (d) from the experimentally determined rotational constants. The amplitudes are normalized. Third row: Phase dependence of the FID at MW signal transition frequencies on the RF pump frequencies for (e) conformer $A$ and ( $f$ ) conformer B, illustrating the striking change at RF resonance. Both the amplitude and the phase dependence are extracted from the same experimental data.
nected transitions within the bandwidth of the spectrometer. This scheme is employed in the double-resonance experiments herein. The RF excitation pulse and its molecular response cannot be detected directly by the COMPACT spectrometer, but the effect on the amplitude and the phase of a connected microwave transition is indeed observable.

As mentioned before, MW-RF double-resonance experiments are carried out to determine the transition frequency in the RF regime and to adjust the pulse length for optimal coherence transfer. In the following, the double-resonance experiments are explained using the example of a progressive level scheme (compare Fig. 7.1a). For the regressive level schemes, the labels of the different energy levels need to be interchanged. A coherent superposition is created using a MW chirp coupling the states $|a\rangle$ and $|b\rangle$. This superposition is then perturbed by a RF pulse transferring $a b$-coherence to $a c$-coherence. The coherence transfer is maximized in a two step approach: firstly a RF pulse slightly shorter than $\pi$-condition is scanned through resonance. Exactly at resonance best coherence transfer is achieved, which goes along with a maximum depletion of the $a b$-coherence. Secondly the RF-pulse length is optimized to hit exact $\pi$-condition.

Figure 7.3 and Figure 7.4 show the results for MW-RF double-resonance measurements for the molecules menthone (for the two different conformers menthone A and B) and isomenthone eq-ax (two different cycles), respectively. The same sample and experimental conditions were used as described in Section 6.2. All measurements reveal a strong depletion of the driving microwave transition at the RF transition resonance. Additionally, the relative phase of the microwave signal as observed in the FID changes rapidly when the RF pulse is tuned through resonance. The intensity decrease and the abrupt phase change of the microwave signal at resonance can be simulated using the three-level optical Bloch equations introduced in the previous section. For the simulations, the respective set of optical Bloch equations is employed in a two pulse scheme. The first pulse is a short and intense $\frac{\pi}{2}$-pulse at the resonance frequency of the MW transition $(|a\rangle \rightarrow|b\rangle$ in the case of a progressive level scheme) to create maximum $a b$-coherence. This condition is in contrast to the experiments, where a chirp is used to excite both the $|a\rangle \rightarrow|b\rangle$ and the $|a\rangle \rightarrow|c\rangle$ transition. To consider only the excitation of the $|a\rangle \rightarrow|b\rangle$ transition in the simulations is a valid approach to model the experiments in the case of menthone or isomenthone, because the $|a\rangle \rightarrow|c\rangle$ transition is connected to the weaker dipole moment component ( $c$-type transition for menthone A and B and $a$-type transition for isomenthone eq-ax). The second pulse used in the simulations is a $5 \mu \mathrm{~s}$ RF pulse with the corresponding detuning from resonance, which is in agreement with the experiment. In the simulations, the Rabi frequency of the RF transition $\Omega_{b c}$ is adjusted to match the experimental results, i.e. the intensity and the phase behavior for different detunings. For the initial populations of the states, a Boltzmann distribution is assumed and the rotational energies computed by the SPCAT program [146] are employed.

Various methods can be used to retrieve the amplitude and the phase of a single frequency component within the FID. The Fast Fourier transform (FFT) algorithm provides the amplitudes of rotational spectra and also the phase information is encoded in the complex valued FFT. However, the manual evaluation of the Fourier series gave a much higher accuracy and
isomenthone eq-ax (progressive)


Figure 7.4: MW-RF double-resonance experiments for two different energy level combinations (left and right column) of isomenthone eq-ax. The simulations are based on the three-level optical Bloch equations. First row: energy level schemes visualizing the connectivity of energy levels and the two double-resonance schemes, progressive (a) and regressive ( $\Lambda$-type) (b). Second row: Illustration of the amplitude dependence observed for the FID at the respective $M W$ signal transition frequency, that is, the $3_{13} \rightarrow 4_{04}$ b-type transition at 5316.79 MHz (c) and the $3_{03} \rightarrow 4_{14}$ b-type transition at 6070.63 MHz (d), as a function of the RF pump frequency. The RF transition $4_{04} \rightarrow 4_{14}$ connects the two b-type transitions. Third row: Phase dependence of the FID at MW signal transition frequencies on the RF pump frequency, illustrating the strong change close to RF resonance that is opposite for the two different energy level combinations (progressive (e) and regressive (f)).


Figure 7.5: Dressed-state formalism describing the interaction of the RF pump field $\omega_{b c}$ with the molecular energy levels $|b\rangle$ and $|c\rangle$ in a progressive scheme, for (a) blue and (b) red detuning of the RF field with respect to molecular resonance. The unperturbed states $|b, N\rangle$ and $|c, N-1\rangle$, dressed with $N$ and $N-1$ photons, respectively (given on the left-hand side), are transformed into two dressed states, $|1\rangle$ and $|2\rangle$, due to the interaction with the RF field and with each other (given on the right-hand side). For blue detuning (a), the unperturbed $|b, N\rangle$ state is higher in energy than the $|c, N-1\rangle$. This situation is reversed for red detuning (b).
reliability for the amplitude and phase retrieval than the FFT algorithm itself. The mathematical description is summarized in Appendix B.

While the intensity depletion at resonance can be explained straightforwardly with maximum coherence transfer, the explanation for the sudden phase change at resonance is more complex. However, the dressed-state picture provides an accurate physical model, the AC Stark effect, for this typical phase behavior [273]. The AC Stark effect describes the interaction of a polar molecule with a time-dependent, external electromagnetic field. Note that the energy level arrangements involved in the MW-RF double-resonance experiments perfectly match the conditions for the Autler-Townes effect [273, 274]. The $a b$-coherence prepared by the MW chirp oscillates with the resonance frequency $\omega_{0, a b}$ in the field free case. However, the RF field splits and shifts the energy levels $|b\rangle$ and $|c\rangle$ depending on the strength of the interaction (Rabi frequency $\Omega_{b c}$ ) and the detuning from resonance. The sign of the detuning determines the energy ordering of the respective energy levels. Detailed explanations are given in the next paragraph together with a schematic to illustrate the energy level arrangement (Fig. 7.5).

Schematics for the red- and blue-detuned cases within the dressed-state picture are depicted in Figure 7.5 for the progressive energy level scheme. The states $|b\rangle$ and $|c\rangle$ are dressed with photons of the RF field of frequency $\omega_{b c}$. The unperturbed $|b\rangle$ state dressed with $N$ photons is described as the $|b, N\rangle$ state. It interacts with the unperturbed $|c, N-1\rangle$ state, i.e., $|c\rangle$ dressed
with $N-1$ photons. They are virtually separated by the detuning $\delta_{b c}$ in the unperturbed case (left hand side of Fig. 7.5a and b). For blue detuning 7.5a, the $|b, N\rangle$ state is higher in energy than the $|c, N-1\rangle$ state. As a consequence, the $|b, N\rangle$ state will be shifted towards higher energies for the dressed state $|1\rangle$ (right-hand side of Fig. 7.5a), while the $|c, N-1\rangle$ state will be shifted towards the lower energy state $|2\rangle$. The situation is reversed for the red-detuned case (Fig. 7.5b).

When probing these shifts by a transition to the third level $|a\rangle$ with $\hbar \omega_{0, a b}$, which is far detuned from the dressing RF field, the $a b$-transition splits up into two components: $|a, N\rangle \leftrightarrow$ $|1\rangle$ with frequency $\omega_{0, a b}+\left(\Omega_{b c}-\delta_{b c}\right) / 2$ and $|a, N\rangle \leftrightarrow|2\rangle$ with frequency $\omega_{0, a b}-\left(\Omega_{b c}+\right.$ $\left.\delta_{b c}\right) / 2$. Both transitions are dipole allowed because the mixed states $|1\rangle$ and $|2\rangle$ are both contaminated by the undressed state $|b, N\rangle$. This characteristic splitting was first observed by Autler and Townes in 1955 [274]. The difference between the two transitions corresponds to the generalized Rabi frequency $\Omega_{b c}=\sqrt{\Omega_{b c}^{\prime 2}+\delta_{b c}^{2}}$, where $\Omega_{b c}^{\prime}$ is the Rabi frequency $\Omega_{b c}^{\prime}=\mu_{b c} \mathcal{F}_{b c} / \hbar$ introduced in Section 2.4. As mentioned above, in the measurements and the simulations presented herein the probe $a b$-coherence is created prior to the perturbation due to the RF pulse. Employing this pulse scheme, the intensities of the two different frequency components of the $a b$-coherence (the Autler-Townes doublet) are simulated for the time the RF pulse is applied. Unfortunately, the experimental setup does not permit the direct observation of the Autler-Townes splitting because the CP-FTMW spectrometer is constructed to record the FID of weak molecular signals. The sensitive electronic components would be destroyed or at least saturated by any attempt to observe the molecular response during the RF pulse. Nonetheless, the simulations reveal an intensity ratio of:

$$
\begin{equation*}
\frac{I_{c, N-1}}{I_{b, N}}=\tan ^{2}\left[\frac{1}{2} \cdot \arctan \left(-\frac{\Omega_{b c}^{\prime}}{\delta_{b c}}\right)\right] \tag{7.10}
\end{equation*}
$$

for the Autler-Townes doublet, where the transition between the dressed state evolving from the unperturbed state $|b, N\rangle$ (dressed state $|1\rangle$ or $|2\rangle$ for blue or red detuned light, respectively) and $|a, N\rangle$ is always stronger in intensity as indicated by the thickness of the wavy lines in Figure 7.5. The same intensity ratio can be derived using the dressed-state approach as demonstrated in Reference [273] for the reversed pulse scheme (lower transition is pumped and the upper transition is probed). The simulated intensities of the Autler-Townes splitting are visualized in a two-dimensional plot (Fig. 7.6a) for various detunings. To resolve the doublet structure, the simulations are performed with a $50 \mu$ s long RF pulse. These simulations reveal an avoided crossing at zero detuning. This effect was experimentally observed before in a similar experiment on quantum dots [275].

Using the dressed-state approach, the phase shift of the $a b$-coherence for the different detunings is easily understood. Without any perturbation due to the $\operatorname{RF}$ pulse $\left(\Omega_{b c}^{\prime}=0\right)$, the relative measured phase is zero, but by disturbing the energy level scheme with the RF pulse the phase of the $a b$-coherence is shifted. Hence, depending on the detuning, the amplitudes and frequencies of the Autler-Townes doublet are mapped onto the relative phase of the $a b$ coherence, measured in a field free environment. In the next section the double-resonance


Figure 7.6: Illustration of the Autler-Townes doublet for different detunings. (a) Twodimensional plot with the $M W$ frequencies on the $x$-axis and the RF detuning on the $y$-axis. (b) Spectra of different detunings close to $\delta_{b c}=0$. Note the intensities of the doublet are equal for zero detuning.
experiments are extended to differentiate between enantiomers of chiral molecules.

### 7.5 Enantiomer differentiation

As indicated in the previous sections the differentiation of enantiomers becomes feasible by a polarization sensitive double-resonance experiment. It exploits the fact that the scalar triple product of the permanent dipole moment components switches sign between enantiomers. The experimental procedure is very similar to the double-resonance experiments described in the previous section. In contrast to the double-resonance experiments not only a three-level scheme but a closed cycle involving all three types of dipole allowed transitions ( $a$-type, $b$-type, $c$-type) is required. This prerequisite implies that all permanent dipole moment components $\left(\mu_{a}, \mu_{b}, \mu_{c}\right)$ need to be nonzero as already mentioned in the introduction. The technique itself is based on efficient coherence transfer, while the orthogonal polarization of the excitation pulses enables the mapping of the molecule-fixed axes onto the laboratory-fixed axes. The following description is based on Reference [276] and is worked out for clarity only for a progressive level scheme illustrated in Figure 7.7b. However, the theory itself is valid for any three-level system (i.e. regressive V- and $\Lambda$-type), but the labeling of the various levels is different then.

The experimental pulse scheme is depicted in Figure 7.7a together with the evolution of the $a b$-, $b c$ - and $a c$-coherences. Firstly the $a b$-transition (drive transition) is excited resonantly employing a MW pulse polarized along the $Z$-direction converting population difference into


Figure 7.7: (a) Evolution of the ab-, bc- and ac-coherences in a prototype three-wave mixing experiment employing a drive and a twist pulse. Firstly, the drive pulse creates maximum coherence between the states $|a\rangle$ and $|b\rangle$, when the pulse matches $\frac{\pi}{2}$-conditions. The second pulse is resonant to the bc-transition and transfers abcoherence to ac-coherence. This transfer is maximized, when the pulse matches $\pi$ conditions. (b) Scheme of the energy levels and transitions involved in the three-wave mixing experiment. The selection rules for the $M$ quantum number are also indicated.
coherence. Secondly, by applying the RF-pulse polarized along the $Y$-direction and exciting the $b c$-transition (twist transition), $a b$-coherence is transferred to $a c$-coherence. Finally, the polarization induced by the decaying $a c$-coherence is collected along the X -direction with the turned receiving horn antenna.

Analytic solutions of the three-level optical Bloch equations [276] as well as numerical calculations performed herein reveal that the listen signal is most intense by applying $\frac{\pi}{2}$ - and $\pi$-conditions for the drive and the twist pulse, respectively. Due to the $M$-degeneracy of the rotational energy levels and the $M$-dependence of the transition dipole moment in Equation 7.6 only approximate $\frac{\pi}{2}$ - and $\pi$-conditions are met for rotational transitions of a molecule. Of note is that the MW-pulse polarization defines the laboratory-fixed quantization. Consequently, the selection rule for the $M$ quantum number is $\Delta M=0$ for the drive transition, because the MW-pulse is polarized parallel to the quantization axis. For the twist transition the selection rule $\Delta M= \pm 1$ follows, because the twist pulse is polarized perpendicularly to the quantization axis [115]. Hence the drive and the twist pulse define the orientation of the coordinate system. With a transition cycle involving all three types of transitions, the polarization of the listen transition is mutually orthogonal to both drive and twist pulse. As mentioned before this coherence transfer scheme only works for closed cycles, which implies a selection rule $\Delta M=\mp 1$ for the listen transition.

The coherence transfer scheme explained above is not limited to chiral molecules, but works for all molecules with nonzero dipole moment components $\mu_{a}, \mu_{b}, \mu_{c}$. However, by applying
the drive and the twist pulse polarized perpendicularly to each other and addressing different dipole moment components, the molecule-fixed coordinate system is projected onto the laboratory-fixed coordinate system. Hence, the sign of the scalar triple product $\boldsymbol{\mu}_{a} \cdot\left(\boldsymbol{\mu}_{b} \times \boldsymbol{\mu}_{c}\right)$ is mapped onto the phase of the listen transition $\varphi_{\text {listen }}$ in the following manner [276]:

$$
\begin{equation*}
\varphi_{\text {listen }, t_{0}}=\varphi_{\text {drive }, t_{0}}+\varphi_{\text {twist }, t_{0}}+\frac{\pi}{2} \cdot \frac{\boldsymbol{\mu}_{a} \cdot\left(\boldsymbol{\mu}_{b} \times \boldsymbol{\mu}_{c}\right)}{\left|\boldsymbol{\mu}_{a}\right| \cdot\left|\boldsymbol{\mu}_{b}\right| \cdot\left|\boldsymbol{\mu}_{c}\right|} \tag{7.11}
\end{equation*}
$$

where $\varphi_{\text {drive, } t_{0}}$ and $\varphi_{\mathrm{twist}, t_{0}}$ are the phases of the drive and twist excitation pulses at a specific time $t_{0}$, respectively. In consequence, the phase difference of $\pi$ radians enables the definite differentiation between the two enantiomers of a chiral molecule. The sensitivity of the listen transition to the phases of the excitation pulses is used as an experimental control later in this chapter.

According to the selection rules of the quantum number $J$ a closed cycle of transitions must include $Q_{-}, P$ - and $R$-type transitions. Possible cycles are chosen such that all three transition dipole moment components are maximized and the rotational energy levels involved are sufficiently populated for a given rotational temperature. All experiments presented herein were performed on enantiopure carvone (Sigma Aldrich, (R)-carvone (98\%) or (S)-carvone (96 \%), IUPAC name: 2-Methyl-5-(1-methylethenyl)-2-cyclohexenone). The samples were used without further purification and heated to $120^{\circ} \mathrm{C}$. While R-carvone smells like spearmint, Scarvone smells like caraway, nicely demonstrating the different biological functionality of the enantiomers of chiral molecules. Under the cold conditions of a molecular jet, carvone exhibits three conformers, which are referred to as EQ1, EQ2 and EQ3, following the nomenclature of Moreno et al. [227]. The two lowest energy conformers EQ2 and EQ1 were used for the following three-wave mixing experiments and their structures are depicted in Figure 7.8 a and 7.8 b . The experimentally determined rotational constants of conformer EQ2 and EQ1 are $A=2237.20549(43) \mathrm{MHz}, B=656.278398(261) \mathrm{MHz}, C=579.641099(193) \mathrm{MHz}$ and $A=2256.91206(88) \mathrm{MHz}, B=672.906930(241) \mathrm{MHz}, C=554.504807(172) \mathrm{MHz}$, respectively [227]. The ordering of the calculated permanent dipole moment components $\mu_{b}>\mu_{a}>\mu_{c}$ is the same for both conformations as well as the sign of the scalar triple product $\boldsymbol{\mu}_{a} \cdot\left(\boldsymbol{\mu}_{b} \times \boldsymbol{\mu}_{c}\right)$ for the corresponding enantiomer ( +1 for R-carvone and -1 for Scarvone). Also both conformations have comparable magnitudes of the permanent dipole moment components with $\mu_{a} \approx 2 \mathrm{D}, \mu_{b} \approx 3 \mathrm{D}$, and $\mu_{c} \approx 0.7 \mathrm{D}$.

Usually the magnitudes of the permanent dipole moments $\mu_{a}, \mu_{b}, \mu_{c}$ and hence the transition dipole moments of the rotational transitions included into a cycle differ. Various cycles for a given molecule are ranked based on the product of the intensities of the three individual transitions. Furthermore a transition along the smallest dipole moment component within the MW bandwidth is used for the drive excitation, because the MW amplifier delivers enough power for a short $\frac{\pi}{2}$-pulse even for weak transitions. For a strong three-wave mixing signal it is beneficial to choose the listen transition to be dependent on the largest dipole moment component. In consequence the RF-pulse excites the twist transition in the experimental setup. Apparently the bandwidth of the MW excitation and RF excitation needs to cover


Figure 7.8: Results of three-wave mixing experiments performed on two different conformers of carvone. The left column shows the results for conformer EQ2 and the right column the results for conformer EQ1. First row: Energy levels and transitions involved in the three-wave mixing experiments for (a) conformer EQ2 and (b) conformer EQ1. The molecular structures were reproduced from Moreno et al. [227]. For both conformations a c-type transition and a b-type transition are used for the drive and twist excitation, respectively. In the second row the relative phases of the listen signal are plotted for experiments on the two different enantiomers and employing two different phases for the RF-excitation pulse (phase difference between RF+ and RF- is $\pi$ radians). The results in (c) and (d) exhibit a stable phase difference of $\pi$ radians between measurements of different enantiomers and between measurement using different RF-excitation phase on the same enantiomer. The plots (e) and (f) show a 10 ns portion of the FID for measurements on both enantiomers. The FID is filtered at the corresponding listen frequency ( 5098.12 MHz for EQ2 and 2811.42 MHz for EQ1). A phase difference of $\pi$ radians is again apparent.
the frequencies of the drive and twist excitation pulse, respectively. Note, that the drive transition might not even be visible in a normal CP-FTMW experiment.

For the two conformers of carvone EQ2 and EQ1, potential three-wave mixing cycles were evaluated and the most promising cycle for each conformer was optimized for maximum coherence transfer. For EQ2 a cycle was used that involves the rotational states $2_{02}, 3_{12}$ and $3_{13}$ and the corresponding transitions $2_{02} \rightarrow 3_{12}$ at 5557.91 MHz (drive, c-type), $3_{12} \rightarrow 3_{13}$ at 495.75 MHz (twist, $a$-type) and $2_{02} \rightarrow 3_{13}$ at 5098.12 MHz (listen, b-type). The drive transition was excited with a microwave chirp spanning the frequency range from 5.52 GHz to 5.58 GHz in $1 \mu \mathrm{~s}$. The chirp overlaps temporally with a single frequency twist pulse at 495.75 MHz and a total length of $5 \mu \mathrm{~s}$. The cycle for conformer EQ1 includes the transitions $0_{00} \rightarrow 1_{10}$ at 2929.82 MHz (drive, c-type), $1_{10} \rightarrow 1_{11}$ at 118.40 MHz (twist, a-type) and $0_{00} \rightarrow 1_{11}$ at 2811.42 MHz (listen, b-type). Here, the microwave excitation chirp is just 250 ns long and spans 100 MHz at a center frequency of 2.95 GHz . The twist RF pulse is fixed at the frequency of the molecular resonance $(118.40 \mathrm{MHz})$ with a length of 500 ns . Both cycles and the pulse sequence are depicted in Figure 7.8a and 7.8b. As mentioned earlier the initial phase of the RF excitation pulse ( $\varphi_{\text {twist }}$ ) is exploited as a control that the listen signal purely originates from the three-wave mixing excitation and not from any direct excitation. Hence, the experiments were carried out with an initial phase of $\varphi_{\text {twist }}=\frac{\pi}{2}$ labeled as $R F+$ and $\varphi_{\mathrm{twist}}=-\frac{\pi}{2}$ labeled as $R F-$.

Figure 7.8c and 7.8d present the measured phase of the listen transition of conformer EQ2 and EQ1 for a set of measurement, respectively. A phase shift of $\pi$ radians between the two different enantiomers is apparent for both conformers and the same initial phase of the RF pulse $(R F+$ or $R F-)$. By switching the phase of the RF pulse from $\frac{\pi}{2}$ to $-\frac{\pi}{2}$, the phase behavior is reversed as expected, indicating that the signal originates purely from threewave mixing. Figure 7.8 e and 7.8 f show a portion of 10 ns of the measured and filtered FID. To extract the listen frequency component from the FID a Butterworth filter design was applied with a bandwidth of 500 kHz . Again the phase shift of $\pi$ radians is apparent between the different enantiomers. In a final experiment both conformers were excited in the same experimental run by stacking the pulse sequence temporally beginning with the shorter pulses of conformer EQ1. The results are depicted in Figure 7.9. The traces for the different conformers of the same enantiomeric species were extracted from the same portion of the FID, but filtered with the corresponding listen frequencies.

### 7.6 Enantiomeric excess measurement

The enantiomeric excess (ee) measures the fraction of the excess enantiomer and is defined in the following way [277]:

$$
\begin{equation*}
e e=\left|\frac{m_{R}-m_{S}}{m_{R}+m_{S}}\right| \tag{7.12}
\end{equation*}
$$

where $m_{R}$ and $m_{S}$ is the total mass of the R - and S-enantiomer in a mixture, respectively. The ee is a very important quantity for drug development to measure, control and optimize


Figure 7.9: Portion of the FID trace of the listen signal of conformer EQ2 and conformer EQ1 excited in the same experiment employing a stacked excitation scheme. The two plots show the same portion of the FID for measurements on the $R$ - and the $S$-enantiomer but filtered using the corresponding listen frequency $(5098.12 \mathrm{MHz}$ for EQ2 and 2811.42 MHz for EQ1). The phase difference of $\pi$ radians is evident for both conformers.
the outcome of asymmetric synthesis routines. Current state-of-the-art measurement techniques include optical rotation determination or chiral gas chromatography [278]. Because the three-wave mixing signal is a superposition of the signal originating from the R-and the S-enantiomer, its intensity $I$ is directly proportional to the ee:

$$
\begin{align*}
I & =A(T, N) \cdot\left[\frac{m_{R}}{m_{R}+m_{S}} \sin (\omega t)+\frac{m_{S}}{m_{R}+m_{S}} \sin (\omega t+\pi)\right] \\
I & =A(T, N) \cdot \sin (\omega t) \cdot\left(\frac{m_{R}}{m_{R}+m_{S}}-\frac{m_{S}}{m_{R}+m_{S}}\right)  \tag{7.13}\\
I & \propto A(T, N) \cdot \frac{m_{R}-m_{S}}{m_{R}+m_{S}} \propto e e
\end{align*}
$$

However, to determine the ee using this linear dependence of the signal intensity on the ee, the proportionality constant $A(T, N)$ must be known. This implies that the intensity for a sample with known ee has to be determined first, but also that effects of the rotational temperature $T$ and the number of molecules $N$ on the proportionality constant $A(T, N)$ need to be eliminated. Otherwise, slightly different experimental parameters, which are easily introduced by a varying performance of the pulsed nozzle, prevent the exact comparison of two different intensity measurements. To overcome this issue, the proportionality constant $A(T, N)$ is normalized with the intensity of the listen transition obtained in a traditional


Figure 7.10: Repeated measurements of enantiomeric excess for carvone: enantiomerically pure $R$-carvone, the racemic mixture, and mixtures with a slight excess of $R$-carvone (0.2(R)) and of S-carvone (0.33(S)). At least 50000 FIDs were averaged for each data point.
microwave spectroscopy fashion, where both enantiomers contribute to the signal intensity in the same manner.

Figure 7.10 shows the results of ee determination for four samples with different enantiomeric compositions. An enantiopure sample with a stated ee value of $1(R)$ was used for calibration. The agreement is satisfying for a proof-of-principle experiment, however it is still possible to further reduce the experimental error (about $10 \%$ ). Different uncertainty sources were identified and can be eliminated in future measurements. First of all, the preparation of the mixture adds uncertainty to the corresponding ee. This uncertainty is easily reduced by high-precision lab equipment or by the preparation of large sample volumes. Furthermore, residual noise on the measured signal intensity induces uncertainty. A larger number of averages would reduce the residual noise. However with a longer measurement duration, the time between a three-wave mixing experiment is performed and the subsequent normalization measurement is increased. Fluctuation in the molecular density or the rotational temperature are then insufficiently monitored and their cancellation might not be complete. Nevertheless, a sophisticated alternating measurement scheme, where the three-wave mixing experiment and the normalization measurement are essentially performed at the same time (within a few seconds), would overcome this problem. Finally, the calibration standard also has a limited accuracy, which needs to be characterized.

### 7.7 Conclusion and outlook

The COMPACT spectrometer was extended to perform polarization sensitive broadband MWRF double-resonance experiments. In a first step, these double-resonance experiments were exploited to study the AC Stark effect in an unconventional way by examining the phase of the transient FID. A characteristic phase change is observed when the RF pump frequency is scanned through resonance. This phase change can be attributed to the Autler-Townes effect because the RF field shifts the energy levels that are probed by the MW signal pulse. The Autler-Townes splitting is mapped onto the phase of the MW probe signal, causing the characteristic phase shift. The nature of the splitting changes with the magnitude and sign of the detuning, that is, it depends on the relative arrangement of the energy levels as either progressive or regressive. It can be described very well by simulations exploiting the three-level optical Bloch equations.

In a second step, the molecule-sensitive enantiomer differentiation of chiral molecules by microwave three-wave mixing was demonstrated. The intrinsically narrow lines in rotational spectroscopy and the characteristic phase of the three-wave mixing signal for the individual enantiomer allows the analysis of a mixture of chiral molecules. The technique was applied to characterize a mixture of conformational isomers of the monoterpenoid carvone. In addition, the ee values of enantiomeric mixtures of carvone were measured.

Future studies aim to determine the absolute configuration of a previously uncharacterized molecule. The permanent and the transition dipole moment components are required to determine the phase of the three-wave mixing signal. The former is obtained by quantum chemical calculations while the latter by evaluating the overlap integral (Eqn. 7.6). However, the determination of the phase relationship of the microwave pulse and the RF pulse in the interaction region remains challenging due to the different signal paths and the dispersion of the different microwave components. In addition, the time period from when the signal and when the measurement starts needs to be characterized precisely to derive the absolute phase of the three-wave mixing signal from the experimentally determined relative phase of a signal starting at $t_{0, \text { meas }}$ (compare Fig. 7.7a).

## Chapter 8

## Summary and outlook

The chemical and biological functionality of a molecule is governed by its structural flexibility and internal dynamics while interacting with other molecules, electromagnetic radiation, or external forces. Hence, knowledge of the molecular structure and its internal dynamics is fundamental for strategic drug and advanced material design. Broadband microwave spectroscopy is a powerful technique to study the structure, the dynamics, and the chirality of small and medium sized molecules of biological relevance. This thesis provides an overview, starting with instrument design, construction, and commissioning through to the application of the technique to small molecules of biological interest. In that course, various experimental and theoretical approaches were developed and employed to shed light on the structure, dynamics, and chirality of molecules.

The construction and commissioning of the new chirped-pulse Fourier transform microwave spectrometer COMPACT is described in Chapter 3. The instrumental setup is closely related to the design proposed by Pate et al. [58], but adapted to the frequency range from 2 to 8 GHz (Fig. 3.1). This frequency range is well suited for studying medium sized molecules of biological interest due to their small rotational constants (Sec. 3.2). The purity of the signal sources and the traveling wavetube amplifier was evaluated and revealed the presence of higher harmonics (Fig. 3.2 and Fig. 3.3). The spectrometer is equipped with a pulsed valve to generate an ensemble of internally cold molecules. The valve creates a supersonic expansion and the molecules are probed in a collision free environment at rotational temperatures of less than 5 K . The virtually collision free environment and the low temperature dramatically reduces the line broadening. It was found that an acquisition time of $50 \mu$ s provides a good tradeoff between measurement time, signal-to-noise ratio, and spectral resolution ( 25 kHz ). The repetition rate of the experiment is limited by the data processing time for high-resolution measurements (about 2 Hz ) and by the pumping speed for low-resolution measurements (up to 10 Hz ).

The performance of the spectrometer was evaluated using the gas trifluoroiodo methane $\left(\mathrm{CF}_{3} \mathrm{I}\right)$ and the liquid benzonitrile $\left(\mathrm{C}_{7} \mathrm{H}_{5} \mathrm{~N}\right)$. The characteristic intensity pattern of the quadrupole splitting due to the iodine nucleus of $\mathrm{CF}_{3} \mathrm{I}$ provides a reliable test case for a
comparison of the measured and simulated intensities. The agreement is good in the frequency range between 3 and 6 GHz (Fig. 3.10). The situation is different for benzonitrile. Due to benzonitrile's large permanent dipole moment of $4.5152(68) \mathrm{D}$, the chirp alters the populations of the individual states significantly in a rapid passage manner, which leads to substantial changes of the transition intensities (Fig. 3.12). Finally, a deep averaged measurement of 624000 acquisitions on benzonitrile was performed to evaluate the sensitivity of the spectrometer. This measurement revealed all ${ }^{13} \mathrm{C}$-isotopologues, the ${ }^{15} \mathrm{~N}$-isotopologue, one benzonitrile-water cluster, two benzonitrile-neon clusters, and a vibrationally excited state of benzonitrile (Fig. 3.13 and Fig. 3.14). With the help of an additional delay generator, the experimental repetition rate can be further increased by obtaining more than one FID per gas pulse. Further improvements include a new nozzle design to allow for a better jet expansion adjustment under vacuum and the development of a monolithic application to control and further automate the measurement procedure.

In the framework of this thesis, the microwave spectra of related, previously uncharacterized small biomolecules were analyzed with increasing complexity: From a series of $p$-halotoluenes in Chapter 4 and the monoterpenoids thymol and carvacrol in Chapter 5 to the monoterpenoids menthol, menthone, and isomenthone in Chapter 6.

Even though the conformational flexibility is limited for the $p$-halotoluenes ( $p$-chloro-, $p$ -bromo- and $p$-iodotoluene), the low-barrier $V_{6}$ internal rotation of the methyl group as well as the strong nuclear quadrupole coupling of the halogen atoms give rise to dense spectra. Despite the complicated analysis, the observed splitting pattern provides additional information about the barrier to internal rotation and the electronic structure (Fig. 4.2 and Fig. 4.3). The spectra were fit in a global manner employing the principle axis method and SPFIT to obtain the rotational constants, nuclear quadrupole coupling constants, and other spectroscopic constants (Table 4.1, Table 4.2, and Table 4.3). However, the important quantity of the barrier height to internal rotation $V_{6}$ is not accessible using the principle axis method in a low barrier case. In the rho axis method, the barrier height can be extracted directly from the Hamiltonian, but its dependence on the barrier height is very weak for the lowest two $m$-states. Unfortunately, only transitions involving these two $m$-states were observed in the spectra obtained. However, with the help of previously published rotational transitions for higher $m$-states of $p$-chlorotoluene [211], the determination of the barrier height became possible and the $V_{6}$ internal rotation barrier of the methyl group was found to be $0.058 \mathrm{~kJ} / \mathrm{mol}$ for both $p$-chlorotoluene isotopologues. Another interesting result of this study is that the magnitudes of the quadrupole coupling constants are increased in the halotoluenes compared to the halobenzenes. This increase is explained by the $+I$ inductive effect of the methyl group that injects additional electron density into the phenyl $\pi$-cloud, thus giving more electron density for the halogen atom to extract. This additional extraction makes the halogen-carbon bond more ionic than in the halobenzenes. Furthermore, the $\pi$-bonding character of the halogencarbon bond decreases with increasing size of the halogen atom due to the reduced overlap of the valence p-orbital of the halogen and the aromatic $\pi$-cloud.

In comparison to the $p$-halotoluenes, the conformational space is more complex for thymol
and carvacrol, discussed in Chapter 5. These monoterpenoids may exist in trans- or cisconfigurations of the hydroxyl group with respect to the isopropyl group. Furthermore, the rotation of the isopropyl group gives rise to two rotamers for each cis- and trans-isomer of thymol and carvacrol (Fig. 5.2 and Fig. 5.4). In the cold conditions of the molecular jet, four different conformations were identified for carvacrol, whereas three conformations were observed for thymol (Fig. 5.3 and Fig. 5.5). For both molecules, line splittings due to methyl group internal rotation were observed. Using the rho axis method and the program XIAM, the $V_{3}$ barrier heights could be determined. The experimental barrier heights are $4.0863(25) \mathrm{kJ} / \mathrm{mol}$ for trans-carvacrol A, $4.4024(16) \mathrm{kJ} / \mathrm{mol}$ for trans-carvacrol B, and $0.3699(11) \mathrm{kJ} / \mathrm{mol}$ for transthymol A (Table 5.1, Table 5.2, Table 5.4, and Table 5.5). These results reflect the effect of the hydroxyl group on the barrier height. The impact of the substituent on the barrier height was also compared to similar molecules, e.g. toluene, cresol, and $o$-xylene (Table 5.6).

In Chapter 6, the rotational spectra and the experimentally obtained rotational constants of the monoterpenoids menthol, menthone, and isomenthone are reported. In contrast to thymol and carvacrol, the cyclohexane ring in menthol adds further flexibility and extends the conformational space (Fig. 6.4). Even though quantum chemical calculations predict five conformers below $5 \mathrm{~kJ} / \mathrm{mol}$ (Table 6.2), only one conformer of menthol was observed in the spectrum (Fig. 6.3). This observation can be explained by the cooling behavior in the supersonic expansion and low isomerization barriers for these five conformers to the one observed. The comparison of the experimental rotational constants with the ab initio ones revealed a good match (Table 6.1). The calculations further predict that for the nine lowest energy conformers of menthol the chair configuration of the cyclohexane ring is preferred.

In the broadband microwave spectrum of a mixture of the diastereomers menthone and isomenthone, three conformations of menthone and a single conformation of isomenthone were identified (Fig. 6.6). Each set of rotational constants was unambiguously linked to a calculated structure (6.3). Again for menthone, a chair configuration with sterically demanding substituents in the equatorial positions is preferred (Table 6.4). However, the arrangement of the substituents in isomenthone forces the cyclohexane ring into a boat configuration with one of the substituents oriented axial to the cyclohexane ring for the lowest energy conformations (Table 6.5).
As the number of structural isomers present in the rotational spectrum increases, the manual assignment of the individual rotational transitions becomes complicated. The trend towards the study of larger molecules means this situation arises more often because, with an increasing size, molecules usually exhibit more conformations or stereoisomers. Another upcoming challenge is the assignment of dense high-resolution spectra obtained by radio astronomy. The complicated analysis of the overlapping spectra of the mixture of menthone isomers motivated the development of a new automated assignment program in Section 6.3. The computer program compares many predicted spectra with the experimental one in a systemic way, then picks and fits the best candidates. The automated routine was capable of identifying and fitting all components in the menthone mixture with ab initio calculated rotational constants as inputs.

Future work in the field of spectral analysis will focus on the theoretical description of internal dynamics, e.g. internal rotation or tunneling, in combination with other spectroscopic effects, e.g. quadrupole coupling. This approach will not necessarily require the development of a new rotational Hamiltonian, but rather an evaluation of the existing approaches and their combination in an unified framework. Furthermore, automated assignment and fitting of overlapping spectra will gain importance for conformationally rich biomolecules. Hence, future development faces two main challenges. Firstly, the ample conformational landscape needs to be evaluated in an accurate and time efficient way to provide high quality starting structures and rotational constants for the automated assignment routine. Secondly, the assignment and fitting algorithm needs to handle overlapping spectra of multiple species that likely also exhibit line splittings due to internal dynamics or quadrupole coupling.

Even though microwave spectroscopy provides access to most structural properties, the chirality of a molecule was always out of reach. Neglecting the small energy shift due to parity violation, the unperturbed rotational Hamiltonian does not provide any information about the configuration, because the rotational constants are identical. However, the scalar triple product of the permanent dipole moment components switches sign between enantiomers. In Chapter 7, this fact is exploited to uncover the molecular handedness in a three-wave mixing scheme. This three-wave mixing approach, proposed by Hirota [268], was successfully implemented in a cavity-based spectrometer by Patterson et al. [269, 270]. Within the framework of this thesis, the three-wave mixing scheme was adapted for the broadband regime. Therefore the COMPACT spectrometer was slightly modified and equipped with a radio frequency source polarized perpendicular to the microwave radiation (Fig. 7.2). By exciting two transitions of a closed triad of transitions, the phase of the third transition identifies the excess enantiomer. The experiments were performed on the monoterpenoid carvone determining not only which enantiomer is in excess ( Fig. 7.8 in Sec. 7.5), but also by how much (Fig. 7.10 in Sec. 7.6). The applicability of the three-wave mixing technique to mixtures of chiral molecules was demonstrated by the simultaneous measurement of two conformers of carvone (Fig. 7.9).

The determination of the absolute configuration without any a priori knowledge of the measured phase of the different enantiomers is the next step in continuing the three-wave mixing experiments. This task involves the accurate characterization of the experimental time delays and the dispersion of the individual high-frequency components as outlined in Section 7.7. Preliminary computations based on four-level optical Bloch equations show that by exciting all three transitions of a closed cycle, the population of a specific enantiomer in a defined state is enhanced. One application of this experimental technique would be the determination of the ee without the dependence on a known sample.

In preparation for the three-wave mixing experiments, double-resonance experiments were performed to determine the resonance frequency of the radio frequency transition and to optimize the duration of the microwave and the radio frequency pulses. Using the diastereomers menthone and isomenthone, the dependence of pumping a radio frequency transition on both the amplitude and phase of the coherence of a microwave transition with which it shares a common rotational level was investigated. The microwave signal intensity in the FID is sig-
nificantly depleted and a strong phase change is observed when scanning the radio frequency through molecular resonance (Fig. 7.3 and Fig. 7.4). The direction of the phase change depends on the energy level arrangement, that is, if it is progressive or regressive. The experimental results can be simulated using the three-level optical Bloch equations and are best described with the AC-Stark effect (Fig. 7.5), giving rise to an Autler-Townes splitting (Fig. 7.6). When measuring the rotational spectrum of complex molecules, the double-resonance technique can provide additional information to guide the assignment process. One can imagine even automated double-resonance experiments to fully determine the connectivity of the rotational levels involved, greatly simplifying the assignment.
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## Appendix A

## Three-level optical Bloch equations

The three-level optical equations are derived by computing the commutator of the Liouville equation 7.7. The following set of ordinary differential equations is derived for the progressive regime (using the Hamiltonian in Eqn. 7.3):

$$
\begin{aligned}
i \hbar \frac{\partial \rho_{a a}}{\partial t} & =-\frac{\mathcal{E}_{a b}}{2}\left(\mu_{a b} \rho_{b a}-\mu_{a b}^{*} \rho_{a b}\right)\left(e^{i \omega_{a b} t}+e^{-i \omega_{a b} t}\right) \\
i \hbar \frac{\partial \rho_{b b}}{\partial t} & =\frac{\mathcal{E}_{a b}}{2}\left(\mu_{a b}^{*} \rho_{a b}-\mu_{a b} \rho_{b a}\right)\left(e^{i \omega_{a b} t}+e^{-i \omega_{a b} t}\right)+\frac{\mathcal{E}_{b c}}{2}\left(\mu_{b c} \rho_{c b}-\mu_{b c}^{*} \rho_{b c}\right)\left(e^{i \omega_{b c} t}+e^{-i \omega_{b c} t}\right) \\
i \hbar \frac{\partial \rho_{c c}}{\partial t} & =-\frac{\mathcal{E}_{b c}}{2}\left(\mu_{b c}^{*} \rho_{b c}-\mu_{b c} \rho_{c b}\right)\left(e^{i \omega_{b c} t}+e^{-i \omega_{b c} t}\right) \\
i \hbar \frac{\partial \rho_{a b}}{\partial t} & =-\hbar \omega_{a b, 0} \rho_{a b}-\frac{\mathcal{E}_{a b} \mu_{a b}}{2}\left(\rho_{b b}-\rho_{a a}\right)\left(e^{i \omega_{a b} t}+e^{-i \omega_{a b} t}\right)+\frac{\mathcal{E}_{b c} \mu_{b c}^{*}}{2} \rho_{a c}\left(e^{i \omega_{b c} t}+e^{-i \omega_{b c} t}\right) \\
i \hbar \frac{\partial \rho_{a c}}{\partial t} & =-\hbar \omega_{a c, 0} \rho_{a c}-\frac{\mathcal{E}_{a b} \mu_{a b}}{2} \rho_{b c}\left(e^{i \omega_{a b} t}+e^{-i \omega_{a b} t}\right)+\frac{\mathcal{E}_{b c} \mu_{b c}}{2} \rho_{a b}\left(e^{i \omega_{b c} t}+e^{-i \omega_{b c} t}\right) \\
i \hbar \frac{\partial \rho_{b a}}{\partial t} & =\hbar \omega_{a b, 0} \rho_{b a}-\frac{\mathcal{E}_{a b} \mu_{a b}^{*}}{2}\left(\rho_{a a}-\rho_{b b}\right)\left(e^{i \omega_{a b} t}+e^{-i \omega_{a b} t}\right)-\frac{\mathcal{E}_{b c} \mu_{b c}}{2} \rho_{c a}\left(e^{i \omega_{b c} t}+e^{-i \omega_{b c} t}\right) \\
i \hbar \frac{\partial \rho_{b c}}{\partial t} & =-\hbar \omega_{b c, 0} \rho_{b c}-\frac{\mathcal{E}_{a b} \mu_{a b}^{*}}{2} \rho_{a c}\left(e^{i \omega_{a b} t}+e^{-i \omega_{a b} t}\right)-\frac{\mathcal{E}_{b c} \mu_{b c}}{2}\left(\rho_{c c}-\rho_{b b}\right)\left(e^{i \omega_{b c} t}+e^{-i \omega_{b c} t}\right) \\
i \hbar \frac{\partial \rho_{c a}}{\partial t} & =\hbar \omega_{a c, 0} \rho_{c a}+\frac{\mathcal{E}_{a b} \mu_{a b}^{*}}{2} \rho_{c b}\left(e^{i \omega_{a b} t}+e^{-i \omega_{a b} t}\right)-\frac{\mathcal{E}_{b c} \mu_{b c}^{*}}{2} \rho_{b a}\left(e^{i \omega_{b c} t}+e^{-i \omega_{b c} t}\right) \\
i \hbar \frac{\partial \rho_{c b}}{\partial t} & =\hbar \omega_{b c, 0} \rho_{c b}+\frac{\mathcal{E}_{a b} \mu_{a b}}{2} \rho_{c a}\left(e^{i \omega_{a b} t}+e^{-i \omega_{a b} t}\right)-\frac{\mathcal{E}_{b c} \mu_{b c}^{*}}{2}\left(\rho_{b b}-\rho_{c c}\right)\left(e^{i \omega_{b c} t}+e^{-i \omega_{b c} t}\right)
\end{aligned}
$$

for the $\Lambda$-type regressive regime (using the Hamiltonian in Eqn. 7.4):

$$
\begin{aligned}
i \hbar \frac{\partial \rho_{a a}}{\partial t} & =-\frac{\mathcal{E}_{a c}}{2}\left(\mu_{a c} \rho_{c a}-\mu_{a c}^{*} \rho_{a c}\right)\left(e^{i \omega_{a c} t}+e^{-i \omega_{a c} t}\right) \\
i \hbar \frac{\partial \rho_{b b}}{\partial t} & =-\frac{\mathcal{E}_{b c}}{2}\left(\mu_{b c} \rho_{c b}-\mu_{b c}^{*} \rho_{b c}\right)\left(e^{i \omega_{b c} t}+e^{-i \omega_{b c} t}\right) \\
i \hbar \frac{\partial \rho_{c c}}{\partial t} & =\frac{\mathcal{E}_{a c}}{2}\left(\mu_{a c} \rho_{c a}-\mu_{a c}^{*} \rho_{a c}\right)\left(e^{i \omega_{a c} t}+e^{-i \omega_{a c} t}\right) \frac{\mathcal{E}_{b c}}{2}\left(\mu_{b c} \rho_{c b}-\mu_{b c}^{*} \rho_{b c}\right)\left(e^{i \omega_{b c} t}+e^{-i \omega_{b c} t}\right) \\
i \hbar \frac{\partial \rho_{a b}}{\partial t} & =-\hbar \omega_{a b, 0} \rho_{a b}-\frac{\mathcal{E}_{a c} \mu_{a c}}{2} \rho_{c b}\left(e^{i \omega_{a c} t}+e^{-i \omega_{a c} t}\right)+\frac{\mathcal{E}_{b c} \mu_{b c}^{*}}{2} \rho_{a c}\left(e^{i \omega_{b c} t}+e^{-i \omega_{b c} t}\right) \\
i \hbar \frac{\partial \rho_{a c}}{\partial t} & =-\hbar \omega_{a c, 0} \rho_{a c}-\frac{\mathcal{E}_{a c} \mu_{a c}}{2}\left(\rho_{c c}-\rho_{a a}\right)\left(e^{i \omega_{a c} t}+e^{-i \omega_{a c} t}\right)+\frac{\mathcal{E}_{b c} \mu_{b c}}{2} \rho_{a b}\left(e^{i \omega_{b c} t}+e^{-i \omega_{b c} t}\right) \\
i \hbar \frac{\partial \rho_{b a}}{\partial t} & =\hbar \omega_{a b, 0} \rho_{b a}+\frac{\mathcal{E}_{a c} \mu_{a c}^{*}}{2} \rho_{b c}\left(e^{i \omega_{a c} t}+e^{-i \omega_{a c} t}\right)-\frac{\mathcal{E}_{b c} \mu_{b c}}{2} \rho_{c a}\left(e^{i \omega_{b c} t}+e^{-i \omega_{b c} t}\right) \\
i \hbar \frac{\partial \rho_{b c}}{\partial t} & =-\hbar \omega_{b c, 0} \rho_{b c}+\frac{\mathcal{E}_{a c} \mu_{a c}}{2} \rho_{b a}\left(e^{i \omega_{a c} t}+e^{-i \omega_{a c} t}\right)-\frac{\mathcal{E}_{b c} \mu_{b c}}{2}\left(\rho_{c c}-\rho_{b b}\right)\left(e^{i \omega_{b c} t}+e^{-i \omega_{b c} t}\right) \\
i \hbar \frac{\partial \rho_{c a}}{\partial t} & =\hbar \omega_{a c, 0} \rho_{c a}+\frac{\mathcal{E}_{a c} \mu_{a c}^{*}}{2}\left(\rho_{c c}-\rho_{a a}\right)\left(e^{i \omega_{a c} t}+e^{-i \omega_{a c} t}\right)-\frac{\mathcal{E}_{b c} \mu_{b c}^{*}}{2} \rho_{b a}\left(e^{i \omega_{b c} t}+e^{-i \omega_{b c} t}\right) \\
i \hbar \frac{\partial \rho_{c b}}{\partial t} & =\hbar \omega_{b c, 0} \rho_{c b}-\frac{\mathcal{E}_{a c} \mu_{a c}^{*}}{2} \rho_{a b}\left(e^{i \omega_{a c} t}+e^{-i \omega_{a c} t}\right)+\frac{\mathcal{E}_{b c} \mu_{b c}^{*}}{2}\left(\rho_{c c}-\rho_{b b}\right)\left(e^{i \omega_{b c} t}+e^{-i \omega_{b c} t}\right)
\end{aligned}
$$

and for the V-type regressive regime (using the Hamiltonian in Eqn. 7.5):

$$
\begin{aligned}
i \hbar \frac{\partial \rho_{a a}}{\partial t} & =\frac{\mathcal{E}_{a b}}{2}\left(\mu_{a b}^{*} \rho_{a b}-\mu_{a b} \rho_{b a}\right)\left(e^{i \omega_{a b} t}+e^{-i \omega_{a b} t}\right)+\frac{\mathcal{E}_{a c}}{2}\left(\mu_{a c}^{*} \rho_{a c}-\mu_{a c} \rho_{c a}\right)\left(e^{i \omega_{a c} t}+e^{-i \omega_{a c} t}\right) \\
i \hbar \frac{\partial \rho_{b b}}{\partial t} & =-\frac{\mathcal{E}_{a b}}{2}\left(\mu_{a b}^{*} \rho_{a b}-\mu_{a b} \rho_{b a}\right)\left(e^{i \omega_{a b} t}+e^{-i \omega_{a b} t}\right) \\
i \hbar \frac{\partial \rho_{c c}}{\partial t} & =-\frac{\mathcal{E}_{a c}}{2}\left(\mu_{a c}^{*} \rho_{a c}-\mu_{a c} \rho_{c a}\right)\left(e^{i \omega_{a c} t}+e^{-i \omega_{a c} t}\right) \\
i \hbar \frac{\partial \rho_{a b}}{\partial t} & =-\hbar \omega_{a b, 0} \rho_{a b}-\frac{\mathcal{E}_{a b} \mu_{a b}}{2}\left(\rho_{b b}-\rho_{a a}\right)\left(e^{i \omega_{a b} t}+e^{-i \omega_{a b} t}\right)-\frac{\mathcal{E}_{a c} \mu_{a c}}{2} \rho_{c b}\left(e^{i \omega_{a c} t}+e^{-i \omega_{a c} t}\right) \\
i \hbar \frac{\partial \rho_{a c}}{\partial t} & =-\hbar \omega_{a c, 0} \rho_{a c}-\frac{\mathcal{E}_{a b} \mu_{a b}}{2} \rho_{b c}\left(e^{i \omega_{a b} t}+e^{-i \omega_{a b} t}\right)-\frac{\mathcal{E}_{a c} \mu_{a c}}{2}\left(\rho_{c c}-\rho_{a a}\right)\left(e^{i \omega_{a c} t}+e^{-i \omega_{a c} t}\right) \\
i \hbar \frac{\partial \rho_{b a}}{\partial t} & =\hbar \omega_{a b, 0} \rho_{b a}-\frac{\mathcal{E}_{a b} \mu_{a b}^{*}}{2}\left(\rho_{a a}-\rho_{b b}\right)\left(e^{i \omega_{a b} t}+e^{-i \omega_{a b} t}\right)+\frac{\mathcal{E}_{a c} \mu_{a c}^{*}}{2} \rho_{b c}\left(e^{i \omega_{a c} t}+e^{-i \omega_{a c} t}\right) \\
i \hbar \frac{\partial \rho_{b c}}{\partial t} & =-\hbar \omega_{b c, 0} \rho_{b c}-\frac{\mathcal{E}_{a b} \mu_{a b}^{*}}{2} \rho_{a c}\left(e^{i \omega_{a b} t}+e^{-i \omega_{a b} t}\right)+\frac{\mathcal{E}_{a c} \mu_{a c}}{2} \rho_{b a}\left(e^{i \omega_{a c} t}+e^{-i \omega_{a c} t}\right) \\
i \hbar \frac{\partial \rho_{c a}}{\partial t} & =\hbar \omega_{a c, 0} \rho_{c a}+\frac{\mathcal{E}_{a b} \mu_{a b}^{*}}{2} \rho_{c b}\left(e^{i \omega_{a b} t}+e^{-i \omega_{a b} t}\right)-\frac{\mathcal{E}_{a c} \mu_{a c}^{*}}{2}\left(\rho_{a a}-\rho_{c c}\right)\left(e^{i \omega_{a c} t}+e^{-i \omega_{a c} t}\right) \\
i \hbar \frac{\partial \rho_{c b}}{\partial t} & =\hbar \omega_{b c, 0} \rho_{c b}+\frac{\mathcal{E}_{a b} \mu_{a b}}{2} \rho_{c a}\left(e^{i \omega_{a b} t}+e^{-i \omega_{a b} t}\right)-\frac{\mathcal{E}_{a c} \mu_{a c}^{*}}{2} \rho_{a b}\left(e^{i \omega_{a c} t}+e^{-i \omega_{a c} t}\right)
\end{aligned}
$$

## Appendix B

## Fourier series

The FID $f(t)$ can be described by a finite discrete Fourier series [279]:

$$
f(t)=\frac{a_{0}}{2}+\sum_{n=0}^{N}\left(a_{n} \cos \left(\omega_{n} t\right)+b_{n} \sin \left(\omega_{n} t\right)\right)
$$

where $a_{0}$ is the constant DC offset and $a_{n}$ and $b_{n}$ are the real valued Fourier coefficients. For the frequencies $\omega_{n}$ follows:

$$
\omega_{n}=\frac{2 \pi n}{T}
$$

where $T$ is total length of the recorded FID. For a specific frequency $\omega_{n}$ the Fourier coefficients are determined by the following integrals:

$$
\begin{aligned}
a_{n} & =\frac{2}{T} \int_{0}^{T} f(t) \cdot \sin \left(\omega_{n} t\right) \\
b_{n} & =\frac{2}{T} \int_{0}^{T} f(t) \cdot \cos \left(\omega_{n} t\right)
\end{aligned}
$$

For a specific frequency $\omega_{n}$ one component of the series $f(t)$ can be rewritten using an amplitude $A_{n}$ and a phase $\varphi_{n}$ :

$$
f_{n}(t)=A_{n} \sin \left(\omega_{n} t+\varphi_{n}\right)
$$

with

$$
\begin{aligned}
A_{n} & =\sqrt{a_{n}^{2}+b_{n}^{2}} \\
\varphi_{n} & =\frac{\pi}{2}-\arctan 2\left(b_{n}, a_{n}\right)
\end{aligned}
$$


[^0]:    "The nomenclature is as follows: The number before the dash indicates the numbers of Gaussians used to approximate the wavefunction of the core electrons. The numbers after the dash specify the numbers of Gaussians employed for the different STOs approximating the wavefunction of the valence electrons. In this example, three STOs are used to approximate the wavefunction of the valence electron. The first STO is approximated by three GTOs, the second and the third STOs are fitted by one GTO. The ' + ' is used to enable diffuse functions and the ${ }^{*}$ ' implements standard polarization functions. Higher order polarization functions can be activated by letters indicating the angular momentum of the polarization function i.e. (d,p).

[^1]:    This chapter is completely based on the following publication:

    - V. A. Shubert, D. Schmitz, and M. Schnell, Communication through the phenyl ring: internal rotation and nuclear quadrupole splitting in p-halotoluenes, Mol. Phys. 111, 2189-97 (2013). (experimental: $33 \%$, data analysis: $40 \%$; writing up: 10\%) [198]

[^2]:    ${ }^{\text {a }}$ Electronic structure calculation using an aug-cc-pVTZ basis set.
    ${ }^{\text {b }}$ Single point calculation on ${ }^{81} \mathrm{Br}$ isotopologue using optimised structure of ${ }^{79} \mathrm{Br}$ isotopologue.
    c Parameter from global fit using RAM36.
    ${ }^{d}$ Parameter from local effective fits using SPFIT.

[^3]:    ${ }^{\text {a }}$ Electronic structure calculation employing an aug-cc-pVTZ basis set [208] containing an effective core potential from the ESML Basis Set Exchange [166, 209]
    ${ }^{\mathrm{b}}$ Parameter from global fit using RAM36.
    ${ }^{c}$ Calculations using the $6-311 \mathrm{G}(\mathrm{d}, \mathrm{p})$ basis set [210] from the ESML Basis Set Exchange [166, 209].
    ${ }^{\text {d }}$ Parameter from local effective fits using SPFIT.

[^4]:    The supplementary information of Reference [198] provides the linelists with the corresponding assignments.

[^5]:    This chapter is completely based on the following publication:

[^6]:    ${ }^{1}$ aug-cc-pVTZ basis set
    ${ }^{2} 6-311++\mathrm{G}(\mathrm{d}, \mathrm{p})$ basis set
    ${ }^{3} \rho$ was not fitted but computed using the fitted rotational constants
    ${ }^{4}$ Values fixed to calculated values (B3LYP/aug-cc-pVTZ)
    ${ }^{5}$ B3LYP/6-311++G(d,p)

[^7]:    ${ }^{1} 6-311++G(d, p)$
    ${ }^{2}$ aug-cc-pVTZ
    ${ }^{3}$ B3LYP/aug-cc-pVTZ energies used for calculating the Boltzmann population, temperatures of $T=373.15 \mathrm{~K}$ and $T=413.15 \mathrm{~K}$ were used for thymol and carvacrol, respectively

[^8]:    ${ }^{1}$ aug-cc-pVTZ basis set
    ${ }^{2} 6-311++G(\mathrm{~d}, \mathrm{p})$ basis set
    ${ }^{3}$ B3LYP/6-311++G(d,p)

[^9]:    The supplementary information of Reference [219] provides linelists with the corresponding assignments.

[^10]:    This chapter is completely based on the following publication:

[^11]:    ${ }^{1}$ Dihedral angle and dipole moment components are given for (-)-menthol.

[^12]:    ${ }^{1}$ Boltzmann distribution calculated at the sample reservoir temperature of 386 K .
    ${ }^{2}$ aug-cc-pVTZ basis set
    ${ }^{3} 6-311++G(\mathrm{~d}, \mathrm{p})$ basis set
    ${ }^{4}$ Dipole moment components and dihedral angle are given for the (-)-enantiomer.

[^13]:    The supplementary information of Reference [240] provides the linelists with the corresponding assignments as well as the results of the automated fitting routine.

[^14]:    This chapter is partly based on the following publications:

