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Abstract

This work addresses the controlled shaping of crystal distributions via a cyclic growth-
dissolution process. This process concept is motivated by the fact that the final crystal shape
distribution is an important product property of crystalline material, which can be altered
through manipulation of the solution temperature only. As this process concept results in a
higher complexity compared to simple batch operation, adequate models and control
approaches are required. The development of these models and routines is addressed in the
work, which can be subdivided into three major parts.

Details on the experimental setup and procedures that are employed in this work are given in
the first part of this manuscript. Special emphasis is laid here on the development of a
measurement technique capable of observing the crystal size and shape distribution in real
time. Additionally, also the model that is used to describe the dynamics of the crystallization
process is specified.

The second part of this work addresses the determination of the kinetics that are governing
the crystallization process. The face-specific growth Kkinetics of potassium dihydrogen
phosphate (KDP) are determined and parameterized as a function of supersaturation and
temperature. It is argued that the growth kinetics of the {100}-faces of KDP are substantially
influenced by the presence of impurities in the solution. This influence is discussed and
modeled in more detail on the basis of the BFC-theory in conjunction with the step-pinning
mechanism. In a further analysis of the experiments, employed for the determination of the
growth Kkinetics, also growth rate dispersion and nucleation is observed. Kinetic model for
both phenomena are identified and parameterized. Finally, also the determination of the face-
specific dissolution kinetics of KDP is addressed. The dissolution kinetics are again
determined and parameterized as a function of undersaturation and temperature. It is argued
that dissolution is, in contrast to growth, limited by bulk diffusion.

The final part of the manuscript addresses the control of crystal shape distributions in a cyclic
growth-dissolution process. The routines necessary for this process are described, which
include the derivation of the time-optimal process strategy, as well as the introduction of a PI-
supersaturation feedback controller and a derivation of time-optimal switching procedures for
switches from growth to dissolution conditions and vice versa. In order to improve the
controllability of the crystal shape trajectory, a Kalman filter is employed to smoothen the
measurements of the crystal size and shape distributions. All those routines are embedded in
a controller structure that is subsequently employed to realize a feedback-controlled growth-
dissolution process on an experimental level. It is demonstrated that a tight control of the
evolution of the crystal shape trajectory can be achieved by the developed methods. The
concept of growth-dissolution cycles is proven to be a viable process concept for crystal
shaping that can be achieved by pure temperature or supersaturation control.
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Zusammenfassung

In dieser Arbeit wird ein geregelter Prozess aus Zyklen von Wachstums- und Auflésungs-
phasen zur gezielten Steuerung von Kristallformverteilungen untersucht. Dieses Prozesskon-
zept wird durch die Tatsache motiviert, dass die finale Kristallformverteilung eine
bedeutende Produkteigenschaft von Kkristallinem Material darstellt, welche hier durch
alleinige Temperaturregelung beeinflusst werden kann. Da dieses Prozesskonzept erheblich
komplexer ist als einfache Batch-Prozesse, sind addquate Modelle und Strategien zur
Beschreibung bzw. Regelung des Prozesses notwendig.

Details zum Aufbau und zum Ablauf der Experimente werden im ersten Teil dieser Arbeit
beschrieben. Hierbei wird insbesondere auf die Entwicklung eines Beobachters eingegangen,
mit dem sich die Kristallformverteilung in Echtzeit bestimmen lasst. Zusétzlich werden auch
die Modellgleichungen zur Beschreibung der Prozessdynamiken in diesem Teil spezifiziert.

Der zweite Teil dieser Arbeit thematisiert die Bestimmung und Beschreibung der wichtigsten
kinetischen Effekte des Kristallisationsprozesses. Die flachenspezifischen Wachstums-
kinetiken von Kaliumdihydrogenphosphat (KDP) werden in Abhangigkeit von Ubersittigung
und Temperatur bestimmt und parametriert. Es wird argumentiert, dass das Wachstum der
{100}-Flachen von KDP erheblich durch das Vorhandensein von Verunreinigungen
beeinflusst wird. Dieser Einfluss wird detaillierter betrachtet, und durch die Verbindung der
Theorien zum Spiralwachstum und zum Einfluss von Verunreinigungsmolekilen auf das
Kristallwachstum modelliert. In einer weiterfiihrenden Analyse der Versuche zur
Bestimmung der Wachstumskinetiken werden zusatzlich Wachstumsdispersion und
Keimbildung beobachtet. Kinetische Modelle werden fiir beiden Phanomene identifiziert und
parametriert. AbschlieRend wird die Bestimmung der flachenspezifischen Aufldsungsraten
thematisiert. Diese Auflosungskinetiken werden in Abhéngigkeit von Untersattigung und
Temperatur bestimmt und parametriert. Die vermessenen Kinetiken deuten darauf hin, dass
die Auflosung, im Gegensatz zum Wachstum, durch Diffusion in der Lésung limitiert ist.

Im letzten Teil dieser Arbeit wird die Kristallformsteuerung durch geregelte Zyklen von
Wachstum und Auflésung betrachtet. Hierzu werden zunéchst Strategien beschrieben die zur
Prozessregelung verwendet werden. Diese umfassen die Bestimmung von Optimal-
steuerungsprofilen, die Entwicklung eines Pl-Reglers zur Ubersattigungsreglung sowie die
Bestimmung von zeitoptimalen Routinen fir das Umschalten zwischen Uber- auf
Unterséattigung. Zur Verbesserung der Steuerbarkeit des Prozesses werden die Messwerte der
Kristallformverteilung durch einen Kalman-Filter geglattet. Die genannten Regelungsstrate-
gien werden in einer Ubergeordneten Reglerstruktur implementiert, die wiederum verwendet
wird, um einen geregelten zyklischen Wachstums-Auflésungsprozess experimentell zu
realisieren. Es wird gezeigt, dass die Trajektorie der Kristallformverteilung zielgenau geregelt
werden kann. Die Anwendbarkeit von Zyklen aus Wachstum und Auflésung fur die
Kristallformsteuerung durch alleinige Temperaturregelung wird experimentell belegt.
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Notation vii
Notation
Latin Symbols
A Jacobian matrix
A surface area m?
a constant coefficients of Egs. (2.28a) and (4.9a)
B Jacobian matrix
Bhuc nucleation rate 1/(m3s)
b constant coefficients of Egs. (2.28b) and (4.9b)
C Jacobian matrix
c constant coefficients of Egs. (2.28c) and (4.9c)
Cp heat capacity JI(kgK)
Ci empirical constants of Egs. (2.2), (3.13), (3.14) and (3.22) variable
D vector of dissolution rates m/s
Di dissolution rate of face i m/s
d diameter m
do,i empirical pre-factor for growth rate diffusivity of face i m?/s
di growth rate diffusivity of face i m?/s
Ea activation energy J/mol
f (bivariate) population density m>
f function relating a previous state to the current
G vector of growth rates
Gi growth rate of face i m/s
g function relating a state to the measurements
AH~KDP crystallization enthalpy J/mol
h geometrical state vector m
h vector of mean geometrical state
hi face distance of face i m
I identity matrix
I intensity (grayscale) level
K Kalman gain matrix
K temperature dependent constant
Kp controller parameter K
k growth - / dissolution rate constant m/s
k heat transfer coefficient W/(m?2K)
ko pre-exponential factor m/s
ko.N pre-exponential factor for nucleation 1/(m3™s) / 1/(m3s)
ks Boltzmann constant JIK
L length m
m mass kg
m mass flow kgls
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m molar mass kg/mol
N matrix of face normals

N number

N face normal vector of the face i

Nd,i empirical exponent for growth rate diffusivity of face i

P crystal polyhedron

Pn thermostat power wW

Pk a posteriori estimate of the error covariance matrix

Pk a priori estimate of the error covariance matrix

p vector of growth affecting properties

p vector of parameters

Pij factor specifying the growth rate of face i of crystal j

Q process noise covariance matrix

R measurement error covariance matrix

R universal gas constant J/(molK)
R correlation coefficient

r vector of 3d space coordinates m

r radius m

S supersaturation

S average supersaturation

s critical supersaturation

S empirical constant -/°Ct/°C?
T temperature K

T average temperature

TN controller parameter s/IK

t time S

u vector of control inputs m

Y, volume m3

% vector of measurement noise m

Vv step velocity m/s

Vi convective velocity in i-th direction m/s

w process noise vector m

W solute concentration kgkor/kgH20
w average solute concentration kgkor/kgH20
X vector of external coordinates m

X vector of state variables m

Xy a priori state estimate m

Xy a posteriori state estimate m

z vector of measurements m
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Greek Symbols

VR ™ R

effectiveness factor

angle

surface energy

Dirac distribution

additional state variable of face i
surface coverage

infrared wavelength

vector of moments

mixed moment

total crystal surface area

total crystal surface volume
molecular volume

density

vector of standard deviations
source / sink term

critical supersaturation

variance in the direction of face i
time constant

integration domain

Subscripts and Abbreviations

0
ATR
BCF
back
bin
C
CCG
CG
CS
CSsSD
crit
cryst

diff
end
enh
est

€q

initial value

attenuated total reflectance
Burton-Cabrera-Franck
background

binary

crystallizer

constant crystal growth
crystallizer — ground element
crystallizer — side element
crystal size and shape distribution
critical radius

crystal

dissolution

difference

end

enhanced

estimated

equilibrium

final
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FTIR  Fourier transformed infrared

G growth

G ground element of double jacked
GAP  growth affecting property

GRD  growth rate dispersion

GU ground element - environment
H20 water

KDP  potassium dihydrogen phosphate
max maximal

meas  measured

min minimal

mod modeled

nuc nucleation
obs observed
P product

PBC  periodic bond chain
PBE  population balance equation

Pl Pl controller

PLS partial least squares

ref reference

rel relative

RF random fluctuation

RMSE root mean squared error

S switching point

S side element of double jacket
SU side element - environment
seed seed crystal population

set set-point

sim simulation

sus suspension

symm  symmetric
Th thermostat
tot total

U environment
val validation
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1. Introduction

Crystallization is an important unit operation in chemical production systems as about 60 %
of all chemical substances that are produced by major chemical companies are formulated as
solids and mostly as crystalline materials (Wintermantel 1999). In many cases, a
crystallization step is not only applied to produce a solid phase, but also to serve as
purification step within the entire chemical production system.

There is a variety of different crystallization processes in industrial practice. In order to
classify these different processes, a distinction can be made by the phase from which the
product material is crystallized. Crystalline material can, for instance, be obtained from a
gaseous phase, from the melt, from the crystallization within an amorphous phase, or from
the crystallization from a liquid solution. The latter process is probably the most frequent
crystallization process in the chemical industry, and also this work is focused on this process
type. Solution crystallization processes themselves can again be subdivided into a number of
process classes, for instance according to the mode of operation (batch, semibatch,
continuous), the source of crystals (seeded, unseeded, autoseeded) or the way by which
supersaturation is generated (cooling, evaporation, addition of antisolvent). It is beyond the
scope of this work to consider the entire class of all these processes. While some results of
this work may be applicable to other solution crystallization processes as well, the focus is
laid on seeded batch cooling (and heating) crystallization.

Regardless of the choice of the operation mode, a crystallization process is typically followed
by further downstream processes. Such processes can, for instance, be filtration, drying or
packaging. The performance of all of these subsequent processing steps is directly related to
the final crystal size and shape distribution (CSSD) that results from the crystallization
process. For instance a CSSD which is composed of a large amount of fines and/or needle or
platelet like crystals is known to cause problems in the washing and drying steps which are
employed to remove the remaining solvent or antisolvent from the product material in order
to meet the purity specifications of the final product.

Such an inadequate CSSD is furthermore known as one major cause of blockage during the
filtration step, which can limit the productivity of the entire production process. Thus, an
undesired CSSD can severely affect the economic performance of the entire production chain
and might result in an end product that does not meet the required purity specifications. In
order for the CSSD to meet the specific requirements of the proceeding downstream
processes a variety of different crystallizer concepts and configuration have been developed.
These include controlled batch crystallizers (Abu Bakar 2009, Nagy 2011, Jiang 2014a),
MSMPR crystallizers (Alvarez 2011, Wong 2012, Temmel 2016a, Temmel 2016b), tubular
crystallizer (Eder 2012, Jiang 2014b, Wiedmeyer 2017a, Wiedmeyer 2017b) or fluidized bed
crystallizers (Shiau 1999, Moguel 2010, Binev 2015).
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Apart from the influence of the CSSD on the performance of the downstream processes, an
adequate crystal shape can also influence the solid state properties of the crystalline product
directly. Differences in crystal shapes imply differences in the configuration of crystal facets
on the outer crystal surface. Due to differences in the arrangement of the molecules that are
exposed on the individual facets, these crystal facets can have different properties themselves.
This can in turn be exploited to improve the solid state properties of the product by designing
a crystallization process that will yield such favorable crystal shapes. The design of catalyst
particles is one of the most prominent examples in this context. The catalytic activity and
selectivity can vary between different crystal facets. Hence, the design of adequate crystal
shapes can directly result in better catalytic performance or the reduction of the catalyst
material that is required for a specific process. Recent examples of catalyst improvement
through crystal shape modification can for instance be found in Yang et al. (2008), a series of
papers by Linic and Christopher (Christopher 2010, Linic 2010) or Xu et al. (2011). Apart
from the example of heterogeneous catalysis, crystal shape control for the improvement of
solid state properties can, amongst others, also be found in the areas of solar cell applications
(Law 2005), improvement of pharmaceuticals (Muster 2002, Bladgen 2007, Variankaval
2008) or the design of particles with enhanced antimicrobial activity (Gilbertson 2016).

In order to design a crystallization process that yields an adequate CSSD, detailed knowledge
about the crystallization kinetics is required. This is particularly true, for crystal shape
control, as the final shape of a crystal is determined by the growth (or dissolution) rates of the
individual crystal facets that are (or might be) appearing on the outer surface of the crystal.

In order to determine these growth kinetics, it was (and mostly still is) customary to track the
shape evolution of single crystals under well-defined conditions in single crystal growth cells
or hot-stage reactors, see for instance Ma et al. (2012a), Nguyen et al. (2014) or Ochsenbein
et al. (2015) for recent examples. Such a procedure requires however a large amount of
repeated experiments in order to obtain results that are not affected by the phenomenon of
growth rate dispersion (Ochsenbein 2015). This makes the determination of face-specific
growth rates through single crystal experiments quite time consuming. Furthermore, the
applicability of the obtained kinetics to real crystallization processes remains somewhat
questionable, as the process fluid dynamics can be only coarsely mimicked in single crystal
cells. Additionally, crystal-crystal or crystal-wall collisions which may alter the individual
face-specific growth rates do, of course, not occur in such setups.

It is hence desirable to determine the growth (and dissolution) rates under real process
conditions. This notion stipulated some recent research activities in obtaining face-specific
growth (and dissolution) kinetics from real process data, as for instance demonstrated
recently by Ma et al. (2012b) and Ochsenbein et al. (2014, 2015) for the -polymorph of L-
glutamic acid and by Borchert et al. (2014) and Eisenschmidt et al. (2015a) for potassium
dihydrogen phosphate (KDP).

Despite the important impact of the crystallization kinetics on the entire crystallization
process, detailed studies on these kinetics (and particularly studies on face-specific kinetics)
are still rare in the open literature. This can mainly be attributed to the lack of measurement
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techniques and devices with which is it possible to track the evolution of the CSSD during the
crystallization process online. The increase in the computational power of modern desktop
computers allowed for the application of video microscopy for measuring the CSSD, as it
became possible to perform the required image processing steps (which are computationally
expensive) sufficiently fast. Consequently, several algorithms have recently been presented
that relate either the individual crystal shapes (Larsen 2006, Larsen 2007a, Li 2006, Ferreira
2011, Schorsch 2012, Schorsch 2014, Borchert 2014, Le Borne 2016) or the state of the
CSSD (Eggers 2008, Kempkes 2010, Zhang 2014) directly to the frames of the crystal
suspension which are recorded by video microscopic devices.

While these algorithms have been demonstrated to be capable of tracking the CSSD evolution
over time, real-time implementations can up to date not be found. This can mainly be
attributed to the high requirements in computational performance, which are necessary to
process the large amount of data that is necessarily provided by the video microscopes.
Nevertheless, real-time observation can be expected to be highly beneficial for the
application of advanced concepts for controlling the crystallization process.

The goal of crystal shape control is clearly the design and realization of a crystallization
process that yields crystalline material consisting of crystals with a desired shape distribution.
This goal can for instance be achieved by the usage of additives, see Sangwal (2007) or
Mullin (2001) and references therein, which alter the growth rates of individual face types
and therefore alter the final crystal shape distribution. The downside of this concept is that,
apart from the availability of a suitable additive, the crystal purity is decreased and that
growth is hindered by the presence of additives which results in lower process productivities
as well as in an increased risk of spontaneous nucleation. In an extreme case, growth can
even stop completely, in which case the supersaturation can only be depleted through growth
of freshly nucleated crystals, which will result in a broad CSSD. Alternatively, also solvent
changes can affect the final crystal shape (Davey 1982, Lahav 2001, Mullin 2001). However,
solvent changes are influencing the entire chemical production process, and are therefore
rarely used in industrial applications.

An alternative to crystal shape control by such chemical means is given by the concept of
crystal shape control through supersaturation control (Ristic 2001, Boerrigter 2002, Yang
2006, Borchert 2014, Eisenschmidt 2015a). This approach exploits differences in the
supersaturation-dependencies of the growth rates of individual face types which are resulting
in differences in the obtained final crystal shape. Supersaturation control can simply be
achieved by controlling the solution temperature?, which makes this process concept
attractive for industrial applications.

However, the degree to which crystal shapes can be manipulated by supersaturation control
can in practice be quite small. Hence an extension of this process concept to the application

1 With the exception of Zhang et al. (2014) whose algorithm estimates mean and standard deviation of
an univariate log-normal distribution and is hence structurally quite different from the aforementioned
approaches, and not applicable for crystal shape monitoring.

2 Assuming that the solubility curve exhibits a temperature dependence that is sufficiently high. This
is the case for most solute-solvent systems.
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of a series of growth and dissolution phases has been recently proposed and investigated by
several authors (Snyder 2007a, Snyder 2007b, Bunin 2010, Lovette 2012b, Bajcinca 2013,
Jiang 2014a, Eisenschmidt 2015b, Eisenschmidt 2016, Simone 2017, Bétschi 2017). The
additional dissolution phases of this concept offer additional degrees of freedom that can be
used to enlarge the region of attainable crystal shapes compared to pure growth processes
(Lovette 2012b, Jiang 20144, Eisenschmidt 2016, Simone 2017, Botschi 2017). Nevertheless,
the complexity of the crystallization process is significantly increased by this concept which
will naturally also result in an increased process time. Therefore, this process concept
requires an adequate design as well as suitable controllers. This is why the present work is
dedicated to the development of these requirements and ultimately to the experimental
realization of crystal shape control via growth-dissolution cycles.

1.1 Aims of this Work

The basic scope of this work is the control of crystal shapes in a crystallization process.
While there are several approaches to achieve this goal (which can be realized in a variety of
different crystallizer configurations), this work is restricted purely to the control of crystal
shapes by supersaturation control in a seeded batch crystallization process. Thus, approaches
for crystal shape control like the usage of additives or different solvents are excluded from
this work as well as the concept of crystal shape control by controlling the polymorphic
content. In terms of crystal shape, this work is solely focused on convex facetted crystals.
Hence, dendritic crystal shapes, as they appear frequently in precipitation processes as well as
non-convex crystal shapes that result from agglomeration processes are not considered here.

Special emphasis is, however, laid on the process concept of crystal shape manipulations by
controlled growth-dissolution cycles, as this process was already demonstrated to enlarge the
region of attainable crystal shapes compared to pure growth processes. Therefore, this
concept can be expected to be applicable in a range of solute-solvent systems that stretches
far beyond the example system of KDP — water that is considered here. The aim of designing,
optimizing and controlling such a cyclic crystallization process directly imposes several
experimental and theoretical requirements that have to be met. These requirements are
therefore addressed in this work, in order to realize this cyclic growth-dissolution process:

i)  From an experimental point of view, the process requires an adequate experimental
setup together with the ability of measuring the solute concentration and the state of
the CSSD in real time, in order to provide a feedback for the process controller.
While monitoring the concentration over time can be considered to be a standard
task in crystallization process control, the monitoring of the CSSD (particularly in
real time) cannot. It is hence the aim of this work, to develop and implement an
observer with which it is possible to measure the state of the solid phase in real time
in order to provide a feedback signal for the process control routines.
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i) The design, optimization and control of the cyclic crystallization process requires a
process model that is capable of accurately describing the most important dynamics
of the system, yet simple enough to be solved in real time to be applicable within a
model-based feedback controller loop.

iii) A model-based description of the dynamics of the crystalline phase requires the
availability of accurate growth and dissolution kinetics, which necessarily have to be
face-specific if the crystal shape dynamics are considered. Hence, the determination
of these kinetics constitutes a key requirement for the design and optimization of the
process.

iv) In order to minimize the total process time, optimal control solutions (despite their
importance not derived here, but taken and adjusted from literature (Bajcinca 2013,
Botschi 2017)) need to be approximated as close as possible in the experiment.
Therefore, suitable control routines have to be developed and incorporated in the
overall controller structure of this work. This controller structure has, of course, to
be developed as well in order to force the CSSD evolution towards a desired final
shape distribution.

v)  Finally, this controller has, as well as the entire concept of crystal shape control by
growth-dissolution cycles, to be validated experimentally in order to assess the
capabilities and limitations of the concepts developed in this work.

1.2 Outline of this Work

In order to structure the points just given in a comprehensive manner, the remainder of this
work is structured as follows:

Chapter 2 presents preliminary fundamentals of this work. The first part of this chapter
specifies the experimental setup that was used (Section 2.1) as well as the model substance
KDP (Section 2.2). The measurement of the solute concentration via ATR-FTIR
spectroscopy is addressed in Section 2.3. Special emphasis is laid in this first part of Chapter
2 on the description of the measurement setup that was used to monitor the evolution of the
CSSD, as this setup forms the basis for the determination of the crystallization kinetics and
the closed-loop control of the crystallization process which are discussed in the following
chapters.

Theoretical fundamentals of this work are given in the second part of Chapter 2. The
mathematical model that is employed for the description of crystal shapes is given in Section
2.5. This section is followed by a brief description of the mechanisms of crystal growth and
dissolution in Section 2.6. Finally, also a mathematical model for the description of the
dynamic behavior of the crystallization process is derived in Section 2.7. This model includes
equations for describing the dynamics of the CSSD, the solute concentration and the solution
temperature.
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Chapter 3 provides a detailed analysis of the dominant Kkinetic phenomena that were
observable during the crystallization experiments. The face-specific growth kinetics are
presented in Section 3.1. These kinetics were determined for constant supersaturation and
constant temperature. It is argued that the growth of KDP was influenced by the presence of
impurities at low supersaturations. Therefore, Section 3.2 discusses this influence on a more
detailed level. The observed growth behavior is explained and parameterized by a
combination of the classical BCF-theory for growing crystals and the step pinning
mechanism. In a further analysis of the experiments that were conducted for the growth rate
estimation, the phenomenon of growth rate dispersion is addressed in Section 3.3. It is shown,
that the random fluctuation model is well suited to describe the experimental observations,
and the kinetics of growth rate dispersion are determined on a face-specific level. Section 3.4
discusses the kinetics of nucleation. It is argued that the observable increase in the number of
crystals is due to secondary nucleation, and an empirical power law approach is employed to
parameterize the nucleation kinetics. The final section of this chapter is dedicated to the
determination of the face-specific dissolution kinetics. Similarly to growth, the individual
dissolution rates were determined for constant levels of undersaturation and temperature.
Using the face-specific Kkinetics for growth and dissolution that were determined in this
chapter, also some conclusions about the region of crystal shapes which are attainable by
growth-dissolution cycles are drawn in the final part of this section.

Chapter 4 addresses the crystal shape manipulation through controlled growth-dissolution
cycles. At first, the optimal control solutions for this process are summarized and adjusted to
the kinetics that were determined in the previous chapter. These optimal control solutions
require the application of growth and dissolution phases at constant levels of supersaturation
and undersaturation, respectively. To meet this requirement, a supersaturation controller is
developed and presented in Section 4.2 of this manuscript. A cyclic growth-dissolution
process naturally requires changes from supersaturated to undersaturated conditions and vice
versa. Therefore, Section 4.3 presents the time-optimal switching procedures between those
levels, in order to minimize the total process time and to minimize the (somewhat uncertain)
CSSD-evolution during the individual switching phases. Apart from the control of
supersaturation (and switches between different supersaturations) also the crystal shape
trajectory needs to be controlled in order to realize a process in which the desired final crystal
shape can be reached in a reliable and precise manner. For this purpose, a Kalman filter is
designed in Section 4.4, which serves to reduce the measurement error of the CSSD-
observations that are obtained from the methods presented in Section 2.4. By reducing this
error, the controllability of the CSSD trajectory is improved, which is employed in Section
4.5 of this chapter, where the experimental realization of controlled growth-dissolution cycles
is presented.

The final chapter 5 aims at providing conclusion in light of the most important aspects of this
work. These aspects include the ability to observe the CSSD in real time, the availability of
precise face-specific crystallization Kkinetics, the possibility of closed-loop control of
crystallization processes and the overall concept of growth-dissolution cycles. Alongside with
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these conclusions, also an outlook on further research and development directions is given in
this chapter.
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2. Preliminaries

The development of a novel control concept for crystal shape distributions via growth-
dissolution cycles is the main objective of the thesis. It requires both, an adequate
experimental setup as well as a precise model description of the process dynamics. Therefore,
this chapter is dedicated to the description of the experimental devices and procedures
employed for this work. It will also introduce the modeling approaches used to describe the
dynamics of the crystallization processes.

The experimental setup used throughout this work is specified in Section 2.1, where also the
procedures employed for the determination of crystallization kinetics (discussed in Chapter 3)
and for the experimental realization of growth-dissolution cycles (see Chapter 4) are
described. The model substance of this work — potassium dihydrogen phosphate (KDP) — is
introduced in Section 2.2. The crystallization processes are monitored with respect to
temperature, solute concentration and the state of the solid phase. While the measurement of
the solution temperature is a standard technique, the measurement of the solute concentration
and the CSSD are not. But both quantities are of particular importance for the process
controllers described in Chapter 4 of this work. Hence, the techniques for measuring the
solute concentration and the CSSD are presented in Section 2.3 and 2.4. In order to describe
the dynamics of the crystal shape evolution on a quantitative basis, an adequate crystal shape
model is required: the model used in this work will thus be introduced in Section 2.5.
Furthermore, as the dynamics of the crystal shape evolution is determined by the growth and
dissolution rates of the individual crystal facets, the mechanisms of faceted growth and
dissolution are shortly summarized in Section 2.6. In the final section of this chapter, the
process model is introduced. The transient evolution of the CSSD is modeled by a population
balance equation (PBE). The PBE is coupled to the state of the liquid phase through the
crystallization Kinetics, which depend on supersaturation and temperature. Hence, Section 2.7
also contains a set of model equations describing the dynamics of the solution concentration
and temperature.

2.1 Experimental Setup

The experimental setup used in this work is shown in Figure 2.1. The crystallization
experiments were performed in a flat-bottomed 3L crystallization vessel (d = 15 cm) that was
not equipped with any further vortex breakers. The solution was agitated by a four-bladed
pitch blade impeller (d = 4.5 cm) which was operated at a speed of 400 rpm. This agitation
rate was chosen to be high enough to avoid any segregation of larger crystals on the bottom
of the crystallizer, while ensuring that no air bubbles, that would impair the performance of
the shape estimation routines (see Section 2.4), were entering the solution. The solution



10 2.1 Experimental Setup

P 001

Figure 2.1: Schematic representation of the experimental setup used in this work, including the flow-
through microscope (QicPic) together with an example frame collected with this microscope

temperature was monitored by a PT 100 thermocouple, and the solute concentration was
measured with an ATR-FTIR probe (Nicolet iS10, Thermo Fisher), as described in more
detail in Section 2.3. To control the solution temperature, the double jacked of the crystallizer
was connected to two different thermostats (F 32, Julabo), W101 and W201, via two three-
way valves. These valves could be simultaneously switched (switching times were below one
second) to connect either the thermostats W101 or W201 to the double jacked. This setup was
chosen to realize fast changes in the temperature of the cooling jacked, and hence, to allow
for fast temperature — and thus supersaturation — changes in the crystallization vessel (see
Section 4.3 for more details).

The state of the dispersed phase was monitored with a flow-through microscope (QicPic,
Sympatec), which was continuously fed by an external sampling loop. Images of the
bypassing solution were collected with this microscope having a resolution of 1024 x 1024
pixels at a frequency of 20 frames per second. The field of view had a size of 5 x 5 mm? and
a depth of 2 mm. Within the sampling loop of this setup, the suspension was continuously
withdrawn from the vessel and pumped through the cuvette of the microscope back to the
crystallization vessel. The pump (PD 5206, Heidolph Instruments, P 001) was operated at a
speed of 150 rpm with a flow rate of 0.52 L/min to ensure that the suspension stream was
high enough to prevent both, clogging of the sampling loop and a selective sampling from the
crystallization vessel. To avoid that temperature losses in the sampling loop affect the
crystallization behavior, the temperature of all tubing of this loop was controlled by an
additional thermostat (W301), whose set-point value was fixed to the current temperature in
the crystallization vessel.

To allow for control of the crystallization process, all devices were connected to a process
control system (Simantic WinCC, Siemens). Interfaces between the process control system
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and Matlab® were implemented to collect all measurements necessary for process control
and to pass set-point values to the thermostats and valve positions.

All experiments were prepared by dissolving KDP in 1.8 kg in deionized water (conductivity
of 0.055 pS/cm). The amount of dissolved KDP corresponded to the desired level of
supersaturation at the starting temperature of the individual experiment. The solution was
heated above the equilibrium temperature until all crystalline material had dissolved
completely. Afterwards, the solution was cooled down to the starting temperature. As soon as
this temperature was reached, 1.0 g of the seed crystal material (see Section 2.2) was added to
the solution for the growth experiments (Section 3.1) and 0.8 g seed material was added for
the dissolution (Section 3.5) and cyclic experiments (Section 4.5). After the seed addition, the
automated video acquisition was started together with the automated temperature control
programs.

2.2 Potassium Dihydrogen Phosphate (KDP)

Potassium dihydrogen phosphate (KDP) was chosen as a model substance in this work. KDP
crystallizes in the tetragonal space group 142d with a = 7.460 A and ¢ = 6.982 A (Botez
2010), and exposes prismatic {100}-faces and pyramidal {101}-faces on the outer crystal
surface. With these face types, and the symmetry relations of the 142d space group, the
shapes of KDP crystals that are geometrically possible range from elongated crystals with a
high prominence of the {100}-faces on the outer crystal surface to compact crystals, and in
the extreme case to octahedral crystals exposing only the {101}-faces on the outer crystal
surface, see Figure 2.2 and Section 2.5 for more details.

In recent research related to the growth of KDP crystals, two different main research areas
can be identified. Due to their optical properties, KDP crystals are frequently used for optical
switching and frequency conversion to the second or third harmonic frequency in high power
lasers (Zaitseva 2001). Particularly the application of high power lasers in the process of
inertial confinement fusion requires crystals with a size of 400 x 400 x 10 mm?® (Maunier
2007). The demand for high-purity crystals with such extreme sizes consequently stipulated
the development and enhancement of processes for the rapid growth of large single crystals
with dimensions of at least 550 x 550 x 500 mm?® (Maunier 2007) while aiming at reducing
the process times and operation costs (Sasaki 1990, Zaitseva 2001, Maunier 2007, Leroudier
2011).

The second main research area, to which this work contributes as well, is related to the
control of crystal shapes during a crystallization process. The qualitatively different crystal
shapes shown in Figure 2.2 are not only geometrically possible, but have to be expected to
occur during a crystallization process depending on the level of supersaturation (YYang 2006).
Hence, univariate population balance models with their inherent assumption of constant
shape factors offer a rather poor means to describe the dynamics of the crystallization
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Figure 2.2: Different geometrically possible crystal shapes of KDP that are composed of prismatic {100}-
faces (red) and pyramidal {101}-faces (green) on the outer crystal surface.
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Figure 2.3: Solubility of KDP in water. Solubility data determined in this work are shown as yellow
crosses, whereas solubility data given by Mullin (2001) are shown as blue points. The empirical solubility
correlation of Eq. (2.2) is indicated by the black solid line.

process. Instead, these dynamics constitute a formidable example for the application of
bivariate population balance models. These models require the knowledge of the face-specific
growth — and dissolution rates. For KDP, their determination has been addressed by several
different authors (Gunawan 2002, Borchert, 2014, Eisenschmidt 2015a, Borsos 2016). On the
basis of the kinetics that were determined in these articles, process concepts for controlling
the crystal size and shape distributions were developed and realized (Majumder 2013,
Eisenschmidt 2015b, Eisenschmidt 2016, Borsos 2016).

The raw material of KDP used for the experiments in this work was purchased from Carl
Roth GmbH + Co. KG with a purity of 98 % and a pH value of 4.12 at a saturation
temperature of 35 °C. This material was used in all experiments for the preparation of the
solution without any further purification.

In order to define and measure the solubility of KDP in water, the concentration w was
defined as the ratio between the mass of dissolved solute and the mass of water according to:

w=Mkop 2.1)

My o
The solubility curve of KDP was determined gravimetrically for temperatures in a range from
30 °C to 50 °C. The obtained measurements are shown in Figure 2.3, together with the
solubility data given by Mullin (2001) and the empirical solubility correlation
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Weq =Coq1T 2 +Ceq T +Coqz =4.6479 x10°T? —0.022596 T +2.8535, (2.2)

eq,3

that was fitted to the measured solubility data. In this equation weq denotes the saturation
concentration, given in kgkor/Kgh.o, and the temperature T is given in Kelvin. As can be seen
from Figure 2.3, the solubility measurements agree well with the data given by Mullin (2001)
in the temperature range that was considered. Deviations occur only at higher temperatures,
which could be addressed by taking a higher order polynomial approach in Eqg. (2.2). As all
experiments of this work were performed at temperatures below 50 °C this was, however, not
necessary and the approach given in Eq. (2.2) was used. Using the solubility correlation of
Eqg. (2.2), the supersaturation S is defined as the ratio of the actual solute concentration w and
the equilibrium concentration Wegq:

W
S= .
oy (T) (2.3)

This definition of the supersaturation was used throughout the remainder of this work as a
measure for quantifying the driving force of the crystallization process. All crystallization
kinetics determined in Chapter 3 are expressed as a function of S as defined through Eq.
(2.3). Clearly, values of S > 1 indicate supersaturated conditions causing existing crystals to
grow. In contrast, values of S < 1 indicate undersaturated conditions which result in the
dissolution of crystals present in the solution.

As this thesis is dealing with seeded batch crystallization processes, adequate seed material
had to be provided and specified. Preliminary experiments revealed that the raw material
provided by the company Roth exhibited a rather high degree of agglomeration and was
therefore deemed not suitable as seed crystal material. Instead, seed crystals were purchased
from Grussing GmbH Analytica (purity 99.5 %). This material was dry sieved, and a sieve
fraction of 212 um - 300 um was used as seed material. The size and shape distribution of the
seed material was described by a bivariate Gaussian distribution with mean values of hseed,0 =
[128 um, 146 pm]", standard deviations of Gseed,0 = [25 pum, 25 pm]" and covariances equal to
zero.

2.3 Concentration Measurement

Monitoring the solute concentration during a crystallization process is essential for
understanding the process dynamics, since the supersaturation as the driving force of a
crystallization process is directly related to the solute concentration. In this work, the
concentration was measured with an ATR-FTIR probe (Nicolet iS10, Thermo Fisher). Each
collected spectrum consisted of 16 independent scans in a range of 700 cm™ to 1800 cm™
with a resolution of 0.482 cm™. With these settings, absorption spectra and hence estimates
for the solute concentration could be obtained approximately every 20 seconds. Typical
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Figure 2.4: FTIR-absorption spectra that were used for calibrating the spectrometer; left: Absorption
spectra collected for several concentrations and temperatures (indicated by different colors) for the main
absorption peaks of KDP dissolved in water; right: detailed depiction of the absorption peak at 2 = 935
cm?,

absorption spectra that were obtained are shown in Figure 2.4. Distinct absorption bands at 4
=935 cm?, 1 =1074 cm™ and A = 1150 cm™ can be identified from this figure, which can be
attributed to the vibration modes of the P-O and P-OH bonds in the dissociated H2PO4™ ions
(Sun 2014). As can be seen, the absorption intensity is dependent on the solute concentration,
which in turn can be used to determine the concentration from the collected spectra. Apart
from this concentration dependence, also a slight temperature dependence of the absorption
spectra is visible, particularly in the right panel of Figure 2.4. Due to this temperature
dependence, also the solution temperature had to be estimated from the spectra in order to
obtain estimates for the solute concentration®.

Various spectra in a concentration range from 240 g/kg to 380 g/kg and a temperature range
from 18 °C to 52 °C were collected in order to calibrate the FTIR spectrometer. With these
standards, a partial least squares (PLS) regression was performed, using the software IC
Quant provided by Thermo Fisher, in a spectral range from 900 cm™ to 1220 cm™. In this
regression approach, seven components were considered for the determination of the
concentration and six components were considered for estimating the solution temperature..
The results of this calibration are shown in Figures 2.5 and 2.6. As can be seen, the
concentrations that were used for the calibration could be precisely re-estimated, with an
error of only 0.1487 g/kg (indicated by the root mean squared error RMSE). Also the
estimation error for the validation spectra is extremely low with an RMSE of 0.2268 g/kg.
This estimation error corresponds roughly to an error of 0.075 percent in terms of

3 Note that it would be possible to estimate the solution concentration directly from the measured
absorption spectra and the temperature measurements of the PT100 thermocouple with the employed
PLS-regression approach. However, this option was not available in the commercial software tool that
was used for the concentration estimation. Hence, both, the solution concentration as well as the
solution temperature had to be estimated from the measured absorption spectra simultaneously.
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Figure 2.5: Calibration of the FTIR spectrometer for the determination of the solute concentration; left:
comparison between true and estimated concentrations; right: estimation errors for the calibration

spectra (red) and the validation spectra (green).
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Figure 2.6: Calibration of the FTIR spectrometer for the determination of the solution temperature; left:
comparison between measured and estimated temperatures; right: estimation errors for the calibration
spectra (blue) and the validation spectra (orange).

supersaturation, which can be considered as sufficiently accurate for process monitoring
purposes. Also the solution temperature could be re-estimated quite well with an average
error of RMSE = 0.135 °C. However, since the measurement error of the PT100 that was
used in this work for measuring the solution temperature was significantly lower
(approximately 0.025 °C), the FTIR-based temperature estimates were not further used in the

remainder of this work.

2.4 CSSD Observation

Observing the evolution of the CSSD over time is a key technique for the control of a batch
crystallization process. For this purpose, and due to the increasing computational power,
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video microscopy has recently become a popular measurement technique. While an
immediate impression of the state of the dispersed phase can be gained with this technique,
the applicability of video microscopy is typically limited to low suspension densities to avoid
massive particle overlapping. This issue can be overcome by flow-through microscopes for
which the crystal suspension can be diluted with a stream of clear solution as for instance
demonstrated by Schorsch et al. (2012). However, an additional external sampling loop is
required, which induces the danger of clogging of the tubing or of the microscope cuvette.
This is, however, compensated by the improvements of the image quality, particularly in
terms of particle sharpness and low particle overlap that can be obtained.

In order to estimate the shape of a crystal that was photographed with a video microscope, it
is generally necessary to reconstruct the ‘true’ three-dimensional crystal geometry from the
observed two-dimensional crystal projection. To this end, several algorithms have been
presented in the literature. These algorithms include the application of wire frame models
(Larsen 2007a), the use of Fourier descriptors (Li 2006), analytical considerations (Le Borne
2016), the CSSD reconstruction from axis lengths distributions measured either with a single
or a stereoscopic camera setup (Eggers 2008, Kempkes 2010) and the application of generic
crystal shapes (Schorsch 2012, 2014). In this work, the algorithms developed by Borchert et
al. (2014) were used. These algorithms are based on the comparison of the measured crystal
boundary curves to a pre-computed database, and are briefly summarized here together with
the image segmentation procedure developed by Borchert and Sundmacher (2011).

In the first step of the analysis of a recorded video frame, a procedure to distinguish the
objects of interest (namely the crystal projections) from the image background has to be
established. Such a procedure is a standard task in digital image processing (Gonzalez 2002),
commonly referred to as image segmentation, and is illustrated in Figure 2.7. As can be seen
from Figure 2.7a, dark and partially transparent crystals were photographed on a comparably
dark and non-uniform background. Thus, a simple global thresholding procedure was not
applicable for the image segmentation. Instead, an estimate of the static background image
was obtained by averaging over 30 video frames. Afterwards, the recorded video frames |
were subtracted from the background image

Lair 06 Y) =[Toa (6 Y) =106 Y)] (2.4)

which led to images as depicted in Figure 2.7b. In such an image, background pixels were
essentially black, whereas pixels belonging to a crystal had approximately the intensity of the
background. This image was further enhanced by the operation

1-1(xy) i Ly (X,y)> Iming

Laie (X, y)  otherwise (2.5)

Ienh(X’ y) = {

with a threshold value of Imins = 51% Such an enhanced image is exemplarily shown in

* All images were encoded as 8-bit grayscale images. Hence, the thresholds Imin1 and Imin2 are as well
given in this format. In case other image formats are used (e.g. double precision, uint16), the threshold
values need to be adjusted accordingly.
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Figure 2.7: lllustration of the image segmentation procedure: a) original grayscale image; b) difference
to the background; c) enhanced image; d) binary image; e) closed image; f) filled binary image.

Figure 2.7c. As can be seen, the enhanced image shows an excellent contrast between crystal
— and background pixels, and hence, a global thresholding procedure could be easily and
reliably applied to this image according to:

_ {1 if Ienh (X! Y) > Imin,2

bin 10 otherwise (2.6)

with a threshold of Imin2 = 100. To close smaller gaps between the object pixels, which were
occurring particularly for transparent crystals, a closing operation was performed on the
binary image. For this operation a square-shaped structuring element with length of two
pixels was used. Finally, a flood-filling operation was performed on the closed image, which
led to binary images in which crystal pixels had an intensity value of one (white) while all
background pixels had an intensity value of zero (black), as shown in Figure 2.7f.

The estimation of the crystal shapes was done on the basis of the obtained binary images,
which contained the (binary) projections of the crystal shapes on the image plain. These
projections are dependent on the crystal shapes itself as well as on the orientations from
which these crystal were photographed. Hence, both, crystal shape and orientation had to be
estimated on the basis of the recorded video frames. This was done by extracting the
boundary curves from the crystal projections and by parameterizing these boundary curves
through Fourier descriptors. This set of descriptors was subsequently compared to a pre-
computed database, which contained in total 45,000 pre-computed sets of Fourier descriptors
as well as information about the shape and orientation with which every database entry was
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Figure 2.8: Estimated shapes of KDP crystals (color) together with the original grayscale image from
which the crystal shapes were estimated.

generated. By finding the closest match of the measured boundary curve to the database
entries, estimates of the crystal shape and orientation could be obtained.

The shape estimates resulting from the procedure described above are exemplarily shown in
Figure 2.8 together the original grayscale image from which the crystal shapes were
estimated. It can be seen that the extracted boundary curves could be approximated extremely
well with this procedure. Also edges and vertices in the interior of the projection could be
well reproduced with some larger deviations occurring only for the upper left crystal. This is
particularly noteworthy since this information was not explicitly used within the estimation
procedure. Therefore, matches or mismatches between 