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#### Abstract

We construct, in the closed bosonic string, the multiloop amplitude involving $N$ tachyons and one massless particle with $26-D$ compactified directions, and we show that at least for $D>4$, the soft behaviors of the graviton and dilaton satisfy the same soft theorems as at the tree level, up to one additional term at the subsubleading order, which can only contribute to the dilaton soft behavior and which we show is zero at least at one loop. This is possible, since the infrared divergences due to the non-vanishing tachyon and dilaton tadpoles do not depend on the number of external particles and are therefore the same both in the amplitude with the soft particle and in the amplitude without the soft particle. Therefore this leaves unchanged the soft operator acting on the amplitude without the soft particle. The additional infrared divergence appearing for $D \leq 4$ depend on the number of external legs and must be understood on their own.
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## 1 Introduction

Soft theorems for gravitons and other massless particles at the tree level have been intensively studied in the last few years both in field theory [1] and in string theory [2]. In particular, in string theory, it has been shown that, the leading, subleading and subsubleading behavior of a soft dilaton is universal, i.e. it is the same in any string theory, while, in the case of the graviton, the subsubleading behavior has, in general, string corrections that depend on the string theory under consideration [3, 4]. In both cases those soft theorems are a direct consequence of gauge invariance [5] and of the structure of the three-point vertex containing a soft particle and two hard particles [6]. Gauge invariance fixes also the leading soft behavior of the Kalb-Ramond field [7].

At loop level it has been observed that the tree soft theorems are modified by infrared and ultraviolet divergences occurring in field theory [8-10], but, if one considers gravity theories that are ultraviolet complete and free from infrared divergences, by taking the number of space-time dimensions $D>4$, then one gets again a universal soft behavior for gravitons up to subleading level [11], and a factorizing soft behavior through subsubleading order, where universality is broken only by the two- and three-point coupling of the soft graviton to the other fields of the underlying theory [12].

In this paper we consider the $h$-loop amplitude of the closed bosonic string involving $N$ tachyons and one massless state and we show that we obtain the same soft theorems for gravitons, as at tree-level, as well as for the dilaton once its soft operator is rewritten in terms of the scaling properties of the amplitude, as long as we keep the non-compact number of the space-time dimensions, $D$, to be greater than four, and up to possibly an additional term at the subsubleading order, which, however, we have been able to show to be zero at one loop.

As in Refs. [11,12] we need $D>4$ in order to avoid infrared divergences that depend on the number of external legs [8]. On the other hand, working in a string theory, we have no ultraviolet divergences. We have, however, in the bosonic string infrared divergences due to the dilaton tadpole. These divergences are, however, not dependent on the number of the external states and therefore appear both in the multiloop amplitude with $N$ tachyons and one massless state and in the amplitude with only $N$ tachyons leaving the soft operator connecting them unaffected by these divergences.

The $h$-loop amplitude with $N$ tachyons and one massless state is obtained from the $h$-loop ( $N+1$ )-Reggeon vertex constructed in Refs. [13-15], by means of the sewing procedure, starting from the tree diagram $(N+1)$-Reggeon vertex originally constructed by Lovelace [16] including the part with the ghost coordinates [13,17]. Multiloop amplitudes in the bosonic string were computed even before one realized that the extension of the Veneziano model was a string theory. The correct integration measure over the moduli was, however, only fixed in the eighties after the formulation of the BRST invariant action for the bosonic string theory [18-21]. It turns out that the $h$-loop amplitude with $N$ tachyons and one massless state, $\mathcal{M}_{N+1}^{(h)}$, except for one term, which is present only in the dilaton amplitude and that we will discuss later, has the same form in terms of the Green function, as in the case of the tree diagrams. This observation allows us to obtain the graviton soft theorem at the multiloop level as it was done in Ref. [22] at the tree level. Because of this, the soft operator is the same at tree and loop level.

In the case of a soft dilaton the presence of the extra term gives a new type of contribution starting from the subleading order. We have been able to evaluate it at subleading order at the multiloop level, leading to the following soft theorem up to subleading order:

$$
\begin{equation*}
M_{N ; \phi}^{(h)}\left(k_{i} ; q\right)=\frac{\kappa_{D}}{\sqrt{D-2}}\left[-\sum_{i=1}^{N} \frac{m^{2}}{k_{i} q} e^{q \partial_{k_{i}}}+2-\sum_{i=1}^{N} k_{i} \cdot \partial_{k_{i}}+h(D-2)\right] M_{N}^{(h)}+\mathcal{O}(q), \tag{1.1}
\end{equation*}
$$

where $\kappa_{D}$ is the gravitational constant in $D$ non-compact space-time dimensions, $m^{2}=$ $-\frac{4}{\alpha^{\prime}}$ is the mass of the tachyons, and the operator $e^{q \partial_{k_{i}}}$ should be considered expanded up to $\mathcal{O}(q)$. Apart from the $h$-dependent term, this is the same operator as at tree-level.

At subsubleading order, we have evaluated the contribution from the extra term only at one loop, where it turns out to vanish as a consequence of momentum conservation. Hence the tree-level soft theorem is at this order unchanged at the one loop level, where the soft theorem reads

$$
\begin{equation*}
M_{N ; \phi}^{(1)}\left(k_{i} ; q\right)=\frac{\kappa_{D}}{\sqrt{D-2}}\left[-\sum_{i=1}^{N} \frac{m^{2}}{k_{i} q} \mathrm{e}^{q \partial_{k_{i}}}+D-\sum_{i=1}^{N} \hat{D}_{i}+q_{\mu} \sum_{i=1}^{N} \hat{K}_{i}^{\mu}\right] M_{N}^{(1)}+\mathcal{O}\left(q^{2}\right) \tag{1.2}
\end{equation*}
$$

where we defined

$$
\begin{equation*}
\hat{D}_{i}=k_{i} \cdot \frac{\partial}{\partial k_{i}}, \quad \hat{K}_{i}^{\mu}=\frac{1}{2} k_{i}^{\mu} \frac{\partial^{2}}{\partial k_{i \nu} \partial k_{i}^{\nu}}-k_{i}^{\rho} \frac{\partial^{2}}{\partial k_{i}^{\rho} \partial k_{i \mu}} \tag{1.3}
\end{equation*}
$$

the generators of the space-time dilatations and special conformal transformations.
The subleading soft operator differs from the tree-level one by the term explicitly dependent on the loop number $h$, which at first sight looks like an obstruction against a soft theorem for the full amplitude. It is, however, possible to recast the $h$-loop soft dilaton operator into a form that makes it the same at any number of loops. To this end, recall that the string amplitudes depend on three constants; the Regge slope $\alpha^{\prime}$, the string coupling constant $g_{s}$ and the gravitational coupling constant $\kappa_{D}$. Only two of them are fundamental and one can take $\kappa_{D}$ to be a function of the other two constants. By taking into account the explicit dependence of the scattering amplitudes on these fundamental constants, we can rewrite the dilatation operator entering the $h$-loop soft dilaton operator as a scaling operator in terms of the fundamental constants, as also originally done at tree-level in Ref. [26]. In this way, one exactly gets rid of the $h$-dependence, and finds the following dilaton soft theorem, valid to subleading order, for the full all-loop amplitude, $\mathcal{M}_{N}=\sum_{h=0}^{\infty} M_{N}^{(h)}$, when the other particles are $N$ closed string tachyons:

$$
\begin{equation*}
\mathcal{M}_{N ; \phi}\left(k_{i} ; q\right)=\frac{\kappa_{D}}{\sqrt{D-2}}\left[-\sum_{i=1}^{N} \frac{m^{2}}{k_{i} q} e^{q \partial_{k_{i}}}+\frac{D-2}{2} g_{s} \frac{\partial}{\partial g_{s}}-\sqrt{\alpha^{\prime}} \frac{\partial}{\partial \sqrt{\alpha^{\prime}}}\right] \mathcal{M}_{N}\left(k_{i}\right)+\mathcal{O}(q) . \tag{1.4}
\end{equation*}
$$

The paper is organized as follows. In Sect. 2 we discuss the $h$-loop $N$-Reggeon vertex and from it we derive the $h$-loop amplitude involving $N$ tachyons and one massless state. In Sect. 3 we derive the soft behavior of the amplitude. In Sect. 4 we discuss the infrared
divergences both those due to the tadpoles of the bosonic string amplitudes and the ones which appear when the string theories are compactified to four dimensions. In Sect. 5 we present our conclusions. In Appendix A we review the Schottky parametrization of the Riemann surfaces, and in Appendix B we discuss some properties of the multiloop Green function. Appendix C, D, and E, give calculational and technical details on expression given in the text.

## 2 Multiloop amplitude in the bosonic string

In this section we compute in the bosonic string, toroidally compactified on $\mathbb{R}^{1, D-1} \otimes \mathbb{T}^{26-D}$, the multiloop amplitude containing $N$ tachyons and one massless state from the multiloop $N$-Reggeon vertex. In particular, in the first subsection we write down the $N$-Reggeon vertex. It is derived from previous literature $[15,18]$ and some details of its derivation are put in Appendix C. In the second subsection we use it to construct the multiloop amplitude involving $N$ tachyons and one massless state in the closed bosonic string.

### 2.1 The $h$-loop $N$-Reggeon vertex

We start by writing the $N$-Reggeon vertex for the closed bosonic string [15] (see Appendix C for details of the derivation from the expression in Ref. [15]):

$$
\begin{align*}
\mathcal{V}_{N}= & C_{h}\left(N_{0}\right)^{N} \int d V_{N}\langle\Omega| \exp \left[\left.\frac{1}{2} \sum_{i=1}^{N} \sum_{n=0}^{\infty} \frac{\alpha_{n}^{(i)}}{n!} \alpha_{0}^{(i)} \frac{\partial^{n}}{\partial z^{n}} \log V_{i}^{\prime}(z)\right|_{z=0}\right] \\
& \times \exp \left[\left.\frac{1}{2} \sum_{i=1}^{N} \sum_{n=0}^{\infty} \frac{\bar{\alpha}_{n}^{(i)}}{n!} \alpha_{0}^{(i)} \frac{\partial^{n}}{\partial \bar{z}^{n}} \log \bar{V}_{i}^{\prime}(\bar{z})\right|_{\bar{z}=0}\right] \\
& \times \exp \left[\left.\frac{1}{2} \sum_{i \neq j} \sum_{n, m=0}^{\infty} \frac{\alpha_{n}^{(i)}}{n!} \partial_{z}^{n} \partial_{y}^{m} \log \frac{E\left(V_{i}(z), V_{j}(y)\right)}{\sqrt{V_{i}^{\prime}(0) V_{j}^{\prime}(0)}}\right|_{z=y=0} \frac{\alpha_{m}^{(j)}}{m!}\right] \\
& \times \exp \left[\left.\frac{1}{2} \sum_{i \neq j} \sum_{n, m=0}^{\infty} \frac{\bar{\alpha}_{n}^{(i)}}{n!} \partial_{\bar{z}}^{n} \partial_{\bar{y}}^{m} \log \frac{E\left(\bar{V}_{i}(\bar{z}), \bar{V}_{j}(\bar{y})\right)}{\sqrt{\bar{V}_{i}^{\prime}(0) \bar{V}_{j}^{\prime}(0)}}\right|_{z=y=0} \frac{\bar{\alpha}_{m}^{(j)}}{m!}\right] \\
& \times \exp \left[\left.\frac{1}{2} \sum_{i=1}^{N} \sum_{n, m=0}^{\infty} \frac{\alpha_{n}^{(i)}}{n!} \partial_{z}^{n} \partial_{y}^{m} \log \frac{E\left(V_{i}(z), V_{i}(y)\right)}{V_{i}(z)-V_{i}(y)}\right|_{z=y=0} \frac{\alpha_{m}^{(i)}}{m!}\right] \\
& \times \exp \left[\left.\frac{1}{2} \sum_{i=1}^{N} \sum_{n, m=0}^{\infty} \frac{\bar{\alpha}_{n}^{(i)}}{n!} \partial_{\bar{z}}^{n} \partial_{\bar{y}}^{m} \log \frac{E\left(\bar{V}_{i}(\bar{z}), \bar{V}_{i}(\bar{y})\right)}{\bar{V}_{i}(\bar{z})-\bar{V}_{i}(\bar{y})}\right|_{\bar{z}=\bar{y}=0} \frac{\bar{\alpha}_{m}^{(i)}}{m!}\right] \\
& \times \exp \left[\sum_{i, j=1}^{N} \sum_{n=0}^{\infty}\left(\frac{\alpha_{n}^{(i)}}{n!} \partial_{z}^{n}+\frac{\bar{\alpha}_{n}^{(i)}}{n!} \partial_{\bar{z}}^{n}\right) \operatorname{Re}\left(\int_{z_{0}}^{V_{i}(z)} \omega_{I}\right)(2 \pi \operatorname{Im} \tau)_{I J}^{-1}\right. \\
& \left.\times \sum_{m=0}^{\infty}\left(\frac{\alpha_{m}^{(j)}}{n!} \partial_{z}^{m}+\frac{\bar{\alpha}_{m}^{(i)}}{m!} \partial_{\bar{z}}^{m}\right) \operatorname{Re}\left(\int_{z_{0}}^{V_{j}(y)} \omega_{J}\right)\right] \tag{2.1}
\end{align*}
$$

where

$$
\begin{equation*}
\alpha_{n}=a_{n} \sqrt{n} \quad \text { if } n \neq 0, \quad \alpha_{0}=\bar{\alpha}_{0}=\frac{\sqrt{2 \alpha^{\prime}}}{2} p \tag{2.2}
\end{equation*}
$$

with $p$ being at this level still an operator. The functions $V_{i}(z)$, satisfying the condition $V_{i}(0)=z_{i}$, parametrize the coordinates around the various punctures (see Appendix B. 1 for details). It can be seen that, if the external states are on-shell physical states, the dependence on the $V_{i}(z)$ drops out. In the following we keep, however, the variables $V_{i}(z)$ in order to define a proper Green function. The quantity $E(z, y)$ is the prime form, $\omega_{I}$ are the abelian differentials for $I=1 \ldots h$ with $h$ being the genus of the Riemann surface, and $\tau$ is the period matrix. Repeated capital indices $I, J, \ldots$ are assumed to be summed over from $1, \ldots, h$. All these quantities are defined and discussed in Appendix A. The constants $C_{h}$ and $N_{0}$ provide the correct normalization of the amplitude, and are equal to

$$
\begin{equation*}
C_{h}=C_{0} N_{0}^{2 h}\left(\frac{\alpha^{\prime}}{8 \pi}\right)^{h} \frac{1}{\left(2 \pi \alpha^{\prime}\right)^{\frac{D h}{2}}}=\left(\frac{8 \pi}{\alpha^{\prime}}\right)^{1-h}\left(\frac{\kappa_{D}}{2 \pi}\right)^{2(h-1)} \frac{1}{\left(2 \pi \alpha^{\prime}\right)^{\frac{h D}{2}}} \quad ; \quad N_{0}=\frac{\kappa_{D}}{2 \pi} . \tag{2.3}
\end{equation*}
$$

These expressions follow from the sewing procedure, which allows to obtain $h$-loop amplitudes from tree-level ones by sewing together $2 h$ external legs with the propagator

$$
\begin{equation*}
\frac{\alpha^{\prime}}{8 \pi} \int_{|z| \leq 1} \frac{d^{2} z}{|z|^{2}} z^{L_{0}-1} \bar{z}^{\bar{L}_{0}-1} \tag{2.4}
\end{equation*}
$$

to produce $h$ handles (or loops). The first factor, $C_{0}$, on the left hand side of Eq. (2.3) takes in account the normalization of the tree-level amplitude, the second factor, $N_{0}^{2 h}$, is the normalization of the sewed $2 h$ legs, the third factor, $\left(\alpha^{\prime} / 8 \pi\right)^{h}$, comes from the normalization of the propagator in Eq. (2.4), while the last factor, $\left(2 \pi \alpha^{\prime}\right)^{-D h / 2}$, arises from the integration over the momenta circulating in the loops.

The measure of the moduli, in the Schottky parametrization of the Riemann surface, including the compactification factor, is equal to [18-21] ${ }^{1}$

$$
\begin{align*}
d V_{N}= & \prod_{i=1}^{N}\left(\frac{d^{2} z_{i}}{\left|V_{i}^{\prime}(0)\right|^{2}}\right) \frac{1}{d V_{a b c}} \prod_{I=1}^{h}\left[\frac{d^{2} k_{I} d^{2} \xi_{I} d^{2} \eta_{I}}{\left|k_{I}\right|^{4}\left|\xi_{I}-\eta_{I}\right|^{\mid}}\left|1-k_{I}\right|^{4}\right](\operatorname{det} 2 \pi \operatorname{Im} \tau)^{-\frac{D}{2}} \\
& \times \prod_{\alpha}^{\prime}\left[\prod_{n=1}^{\infty}\left|\frac{1}{1-k_{\alpha}^{n}}\right|^{52} \prod_{n=2}^{\infty}\left|1-k_{\alpha}^{n}\right|^{4}\right][F(\tau, \bar{\tau})]^{26-D} . \tag{2.5}
\end{align*}
$$

Here $d V_{a b c}$ is the volume element of the $S L(2, \mathbb{C})$ Möbius group, $\xi_{I}$ and $\eta_{I}$ are the attractive and repulsive fixed points and $k_{I}$ is the multiplier of the $h$ generators of the Schottky group. $k_{\alpha}$ is the multiplier of a primary class and $\prod_{\alpha}^{\prime}$ is a product over primary classes (see Appendix E of Ref. [15] for details). The factor $(\operatorname{det}(2 \pi \operatorname{Im} \tau))^{-\frac{D}{2}}$ in the measure comes from the integral over the momenta along the non-compact directions circulating in the loops. For the momenta along the compact dimensions one must replace the integral over

[^1]the momenta with a sum over the Kaluza-Klein modes $\mathbf{n}$ and the winding numbers $\mathbf{m}$. Therefore, for each compact dimension, the factor $(\operatorname{det}(2 \pi \operatorname{Im} \tau))^{-\frac{1}{2}}$ is replaced by [23]:
\[

$$
\begin{equation*}
F(\tau, \bar{\tau})=\sum_{(\mathbf{m}, \mathbf{n}) \in \mathbb{Z}^{2 h}} e^{i \pi\left(\mathbf{p}_{R} \tau \mathbf{p}_{\mathbf{R}}-\mathbf{p}_{L} \bar{\tau}_{\mathbf{p}}\right)} \tag{2.6}
\end{equation*}
$$

\]

where $\mathbf{p}_{R ; L}=\frac{1}{\sqrt{2}}\left(\frac{\sqrt{\alpha^{\prime}}}{R} \mathbf{n} \pm \frac{R}{\sqrt{\alpha^{\prime}}} \mathbf{m}\right)$.
Finally, the vacuum state is defined by:

$$
\begin{equation*}
\langle\Omega| \equiv \prod_{i=1}^{N}\left[{ }_{i}\left\langle x=0 ; 0_{a}, 0_{\bar{a}}\right]\right](2 \pi)^{D} \delta^{(D)}\left(\sum_{i=1}^{n} p_{i}\right) . \tag{2.7}
\end{equation*}
$$

It should in principle also depend on the winding numbers and Kaluza-Klein modes of the compact dimension, but they are now irrelevant, and thus suppressed, since, in our case, the external states have momenta and oscillators only along non-compact directions.

We conclude this section by observing that in a compact space, the $h$-loop $N$-Reggeon Vertex depends also on the annihilation operators associated to the $26-D$ compact directions and on the left and right compact momentum operators. These should be included in Eq. (2.1) but we have neglected them because they are irrelevant in our calculation. The physical states, tachyons and massless states of the closed string, considered in this paper are vacuum states along the compact directions with zero winding number and Kaluza-Klein momenta. Therefore there are no contributions to the amplitude coming from these compact degrees of freedom. The only dependence from the compact directions is the one due to right and left discrete momenta circulating in the loop which has been properly taken in account in Eq. (2.6).

## $2.2 h$-loop amplitude with $N$ tachyons and one massless state

We now specialize the vertex in Eq. (2.1) for tachyons and massless states. We make the transition $N \rightarrow N+1$, since we will in the end specify $N$ states to be tachyons and one to be a massless state, but for now the $N+1$ states can be any of the two. For these states the vertex in Eq. (2.1) reduces to

$$
\begin{align*}
& \mathcal{V}_{N+1}=C_{h}\left(N_{0}\right)^{N+1} \int d V_{N+1}\langle\Omega| \exp \left[\frac{1}{2} \sum_{i \neq j=1}^{N+1}\left(\frac{\sqrt{2 \alpha^{\prime}}}{2} p_{i}+V_{i}^{\prime}(0) a_{1}^{(i)} \partial_{z_{i}}+\bar{V}_{i}^{\prime}(0) \bar{a}_{1}^{(i)} \partial_{\bar{z}_{i}}\right)\right. \\
& \left.\times\left(\frac{\sqrt{2 \alpha^{\prime}}}{2} p_{j}+V_{j}^{\prime}(0) a_{1}^{(i)} \partial_{z_{j}}+\bar{V}_{j}^{\prime}(0) \bar{a}_{1}^{(j)} \partial_{\bar{z}_{j}}\right) \log \frac{\left|E\left(z_{i}, z_{j}\right)\right|^{2}}{\left|V_{i}^{\prime}(0) V_{j}^{\prime}(0)\right|}\right] \\
& \times \exp \left[\sum_{i, j=1}^{N+1}\left(\frac{\sqrt{2 \alpha^{\prime}}}{2} p_{i}+V_{i}^{\prime}(0) a_{1}^{(i)} \partial_{z_{i}}+\bar{V}_{i}^{\prime}(0) \bar{a}_{1}^{(i)} \partial_{\bar{z}_{i}}\right) \operatorname{Re}\left(\int_{z_{0}}^{z_{i}} \omega_{I}\right)(2 \pi \operatorname{Im} \tau)_{I J}^{-1}\right. \\
& \left.\times\left(\frac{\sqrt{2 \alpha^{\prime}}}{2} p_{j}+V_{j}^{\prime}(0) a_{1}^{(j)} \partial_{z_{j}}+\bar{V}_{j}^{\prime}(0) \bar{a}_{1}^{(j)} \partial_{\bar{z}_{j}}\right) \operatorname{Re}\left(\int_{z_{0}}^{z_{j}} \omega_{J}\right)\right] . \tag{2.8}
\end{align*}
$$

The exponentials in the first, second, fifth and sixth lines of Eq. (2.1) do not contribute for the tachyon states. They also do not contribute for the massless states because in this case one obtains terms proportional to $(q \epsilon)$ that are zero for physical massless states ( $q$ is the momentum of the massless state and $\epsilon$ its polarization).

Separating in the last two lines terms with $i \neq j$ from those with $i=j$ and eliminating the dependence on $z_{0}$ as showed in Appendix C, we can write the previous equation as follows:

$$
\begin{align*}
& \mathcal{V}_{N+1}=C_{h}\left(N_{0}\right)^{N+1} \int d V_{N+1}\langle\Omega| \\
& \exp \left[\frac{1}{2} \sum_{i \neq j=1}^{N+1}\left(\frac{\sqrt{2 \alpha^{\prime}}}{2} p_{i}+V_{i}^{\prime}(0) a_{1}^{(i)} \partial_{z_{i}}+\bar{V}_{i}^{\prime}(0) \bar{a}_{1}^{(i)} \partial_{\bar{z}_{i}}\right)\right. \\
&\left.\times\left(\frac{\sqrt{2 \alpha^{\prime}}}{2} p_{j}+V_{j}^{\prime}(0) a_{1}^{(j)} \partial_{z_{j}}+\bar{V}_{j}^{\prime}(0) \bar{a}_{1}^{(j)} \partial_{\bar{z}_{j}}\right) \mathcal{G}_{h}\left(z_{i}, z_{j}\right)\right]  \tag{2.9}\\
& \times \exp \left[\frac{1}{2} \sum_{i=1}^{N+1}\left|V_{i}^{\prime}(0)\right|^{2} \omega_{I}\left(z_{i}\right)(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \bar{\omega}\left(\bar{z}_{J}\right) \alpha_{1}^{(i)} \bar{\alpha}_{1}^{(i)}\right],
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{G}_{h}\left(z_{i}, z_{j}\right)=\log \frac{\left|E\left(z_{i}, z_{j}\right)\right|^{2}}{\left|V_{i}^{\prime}(0) V_{j}^{\prime}(0)\right|}+\operatorname{Re}\left(\int_{z_{j}}^{z_{i}} \omega_{I}\right)(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \operatorname{Re}\left(\int_{z_{i}}^{z_{j}} \omega_{J}\right) . \tag{2.10}
\end{equation*}
$$

When evaluated on on-shell external states the final result for the amplitude will, as a consequence of momentum conservation, not depend on the factor $\left|V_{i}(0) V_{j}^{\prime}(0)\right|$ included in $\mathcal{G}_{h}$. We have, however, included them in the definition of $\mathcal{G}_{h}$, since this allows us to identify it with the regularized Green function of Ref. [24]. As shown in Appendix B.1, by choosing conformal coordinates with metric $d s^{2}=\rho(z, \bar{z}) d z d \bar{z}$ to parametrize the Riemann surface around the punctures $z_{i}$, the functions $\left|V_{i}^{\prime}(0)\right|^{2}$ can be set equal to

$$
\begin{equation*}
\left|V_{i}^{\prime}(0)\right|^{2}=\frac{1}{\rho\left(z_{i}, \bar{z}_{i}\right)} \tag{2.11}
\end{equation*}
$$

With this choice, the function $\mathcal{G}_{h}$ is exactly equal to minus the regularized Green function $G_{r}$ discussed in Appendix B, from where it follows that $\mathcal{G}_{h}$ then satisfies

$$
\begin{gather*}
\partial_{z} \partial_{\bar{z}} \mathcal{G}_{h}(z, w)=\pi \delta^{(2)}(z-w)-\frac{1}{2} \omega_{I}(z)(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \bar{\omega}_{J}(\bar{z})+\frac{1}{2} \partial_{z} \partial_{\bar{z}} \log \rho(z, \bar{z}),  \tag{2.12}\\
\int \mathrm{d}^{2} z \partial_{z} \partial_{\bar{z}} \mathcal{G}_{h}(z, w)=0 . \tag{2.13}
\end{gather*}
$$

In the rest of this paper we shall assume the choice of coordinates in Eq. (2.11).
The previous vertex is valid for any number of tachyons and massless states. In the following we restrict ourselves to the case of $N$ tachyons and one massless state. This means that we have to saturate it with the states given by ${ }^{2}$

$$
\begin{equation*}
\prod_{i=1}^{N}\left[\left|0, k_{i}\right\rangle\right] a_{1 \mu}^{\dagger} \bar{a}_{1 \nu}^{\dagger}|0, q\rangle, \tag{2.14}
\end{equation*}
$$

[^2]where the $N$ tachyons have momenta $k_{i}$ and the massless state momentum $q$.
After careful contractions and some rewriting we get the following expression for the $h$-loop amplitude for $h \geq 1$ :
\[

$$
\begin{align*}
M_{N ; 1}^{(h)}= & C_{h}\left(N_{0}\right)^{N+1} \int d V_{N} \prod_{i<j=1}^{N} \mathrm{e}^{\frac{\alpha^{\prime}}{2} k_{i} k_{j} \mathcal{G}_{h}\left(z_{i}, z_{j}\right)} \epsilon_{q}^{\mu} \bar{\epsilon}_{q}^{\nu} \int d^{2} z \prod_{\ell=1}^{N} \mathrm{e}^{\frac{\alpha^{\prime}}{2} k_{\ell} q \mathcal{G}_{h}\left(z, z_{\ell}\right)} \\
& \times\left[\frac{\alpha^{\prime}}{2} \sum_{i, j=1}^{N} k_{i \mu} k_{j \nu} \partial_{z} \mathcal{G}_{h}\left(z, z_{i}\right) \partial_{\bar{z}} \mathcal{G}_{h}\left(z, z_{j}\right)+\frac{1}{2} \eta_{\mu \nu} \omega_{I}(z)(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \bar{\omega}_{J}(z)\right] . \tag{2.15}
\end{align*}
$$
\]

In comparison, the tree-amplitude for the scattering of a massless particle and $N$ tachyons in the bosonic string is given by

$$
\begin{align*}
M_{N ; 1}^{(0)}= & C_{0}\left(N_{0}\right)^{N+1} \int \frac{\prod_{i=1}^{N} d^{2} z_{i}}{d V_{a b c}} \prod_{i<j=1}^{N} \mathrm{e}^{\frac{\alpha^{\prime}}{2} k_{i} k_{j} \mathcal{G}_{0}\left(z_{i}, z_{j}\right)} \epsilon_{q}^{\mu} \bar{\epsilon}_{q}^{\nu} \int d^{2} z \prod_{\ell=1}^{N} \mathrm{e}^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}_{0}\left(z, z_{\ell}\right)} \\
& \times \frac{\alpha^{\prime}}{2} \sum_{i, j=1}^{N} k_{i \mu} k_{j \nu} \partial_{z} \mathcal{G}_{0}\left(z, z_{i}\right) \partial_{\bar{z}} \mathcal{G}_{0}\left(z, z_{j}\right), \tag{2.16}
\end{align*}
$$

where $\mathcal{G}_{0}(z, w)=\log |z-w|^{2}$. Except for the second term in the square bracket in Eq. (2.15), and for the integration measure and the integration region, the two expressions in Eqs. (2.16) and (2.15) have the same form in terms of their Green function. Notice that the extra term contributes only when the massless state is a dilaton.

## 3 Soft behavior of a massless closed string at multiloops

Starting from Eq. (2.15), we would like to study its soft behavior when the momentum carried by the massless state is much lower than the momenta of the tachyons. Let us first notice that the $h$-loop amplitude can be separated into a part describing just the tachyon scattering convoluted with the contributions to the scattering of the massless state i.e.

$$
\begin{align*}
M_{N ; 1}^{(h)}= & M_{N}^{(h)} * S\left(q, k_{i} ; z_{i}\right),  \tag{3.1a}\\
M_{N}^{(h)}= & C_{h} N_{0}^{N} \int d V_{N} \prod_{i<j}^{N} e^{\frac{\alpha^{\prime}}{2} k_{i} k_{j} \mathcal{G}_{h}\left(z_{i}, z_{j}\right)},  \tag{3.1b}\\
S\left(q, k_{i} ; z_{i}\right)= & N_{0} \int \mathrm{~d}^{2} z \prod_{i=1}^{N} e^{\frac{\alpha^{\prime}}{2} k_{i} \mathcal{G}_{h}\left(z_{i}, z\right)} \\
& \times \int \mathrm{d}^{2} \theta \exp \left\{\sum_{i=1}^{N} \sqrt{\frac{\alpha^{\prime}}{2}} k_{i}\left(\theta \epsilon \partial_{z}+\bar{\theta} \bar{\epsilon} \partial_{\bar{z}}\right) \mathcal{G}_{h}\left(z_{i}, z\right)\right\} \\
& \times \exp \left\{\frac{1}{2} \theta \epsilon \cdot \bar{\theta} \bar{\epsilon} \omega_{I}(z)(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \bar{\omega}_{J}(\bar{z})\right\}, \tag{3.1c}
\end{align*}
$$

where * denotes a convolution of the integrals. On its own, $M_{N}^{(h)}$ is exactly the $h$-loop $N$-tachyon amplitude. The Grassmanian integral in $S$ is easy to perform, yielding

$$
\begin{align*}
S\left(q, k_{i} ; z_{i}\right)=N_{0} \int \mathrm{~d}^{2} z \prod_{i=1}^{N} e^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}_{h}\left(z_{i}, z\right)} & {\left[\frac{\alpha^{\prime}}{2} \sum_{i, j=1}^{N}\left(k_{i} \epsilon\right)\left(k_{j} \bar{\epsilon}\right) \partial_{z} \mathcal{G}_{h}\left(z_{i}, z\right) \partial_{\bar{z}} \mathcal{G}_{h}\left(z_{j}, z\right)\right.} \\
& \left.+\frac{1}{2}(\epsilon \cdot \bar{\epsilon}) \omega_{I}(z)(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \bar{\omega}_{J}(\bar{z})\right] \tag{3.2}
\end{align*}
$$

We would like to compute $S$ through order $q$ in the soft momentum limit. The second term above vanishes for the graviton and the Kalb-Ramond antisymmetric field, but contributes in the case of the dilaton (because the polarization tensor is traced). We separate the two terms accordingly into ( $N_{0} S_{1}$ ) and ( $N_{0} S_{2}$ ), and expand them (partly) in $q$ as follows

$$
\begin{align*}
S_{1}=\int \mathrm{d}^{2} z & {\left[1+\sum_{j \neq i}^{N} \frac{\alpha^{\prime}}{2} k_{j} q \mathcal{G}_{h}\left(z_{i}, z\right)+\frac{1}{2}\left(\frac{\alpha^{\prime}}{2}\right)^{2} \sum_{j, l \neq i}^{N}\left(k_{j} q\right)\left(k_{l} q\right) \mathcal{G}_{h}\left(z_{j}, z\right) \mathcal{G}_{h}\left(z_{l}, z\right)\right] } \\
& \times \frac{\alpha^{\prime}}{2} \sum_{i, j=1}^{N}\left(k_{i} \epsilon\right)\left(k_{j} \bar{\epsilon}\right) \partial_{z} \mathcal{G}_{h}\left(z_{i}, z\right) \partial_{\bar{z}} \mathcal{G}_{h}\left(z_{j}, z\right) e^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}_{h}\left(z_{i}, z\right)}+\mathcal{O}\left(q^{2}\right),  \tag{3.3}\\
S_{2}=\int \mathrm{d}^{2} z & {\left[1+\sum_{i=1}^{N} \frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}_{h}\left(z_{i}, z\right)\right] \frac{\epsilon \cdot \bar{\epsilon}}{2} \omega_{I}(z)(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \bar{\omega}_{J}(\bar{z})+\mathcal{O}\left(q^{2}\right) . } \tag{3.4}
\end{align*}
$$

Notice that the integrand of $S_{1}$ is expanded through order $q^{2}$, since the integration can bring down one order of $q$. We will only keep terms through order $q$ after integration.

Let us first notice that the first integral in $S_{2}$ immediately follows from the Riemann Bilinear Identity; since the abelian forms are closed holomorphic forms we have

$$
\begin{equation*}
\int d^{2} z \omega_{I}(z) \bar{\omega}_{J}(\bar{z})=-i \sum_{\sigma=1}^{h}\left[\oint_{a_{\sigma}} \omega_{I} \oint_{b_{\sigma}} \bar{\omega}_{J}-\oint_{b_{\sigma}} \omega_{I} \oint_{a_{\sigma}} \bar{\omega}_{J}\right]=4 \pi\left(2 \pi \operatorname{Im} \tau_{I J}\right) \tag{3.5}
\end{equation*}
$$

where the definition of the abelian cycles, outlined in Appendix A, was used. It follows that

$$
\begin{equation*}
S_{2}=(\epsilon \cdot \bar{\epsilon})\left[2 \pi h+S_{2}^{(1)}+\mathcal{O}\left(q^{2}\right)\right] \tag{3.6}
\end{equation*}
$$

where $S_{2}^{(1)}$ denotes the contribution at order $q$, given by the integral

$$
\begin{equation*}
S_{2}^{(1)}=\sum_{i=1}^{N} \frac{\alpha^{\prime}}{4} k_{i} q \int \mathrm{~d}^{2} z \mathcal{G}_{h}\left(z_{i}, z\right) \omega_{I}(z)(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \bar{\omega}_{J}(\bar{z}) . \tag{3.7}
\end{equation*}
$$

This quantity is discussed in App. E. At one loop it turns out that the integration gives an expression independent of $z_{i}$, and hence the total expression vanishes as a consequence of momentum conservation, i.e. $\sum_{i=1}^{N} k_{i} \cdot q=-q^{2}=0$. At the multiloop level, we have not been able to evaluate this integral. We notice for future studies that if the one loop result holds at multiloops, it is not necessary to calculate the integral explicitly, but only to show that the integral is independent of $z_{i}$.

To compute $S_{1}$ let us first remark that we can restrict to the case where the soft state is symmetrically polarized, since the amplitude of one Kalb-Ramond state and $N$ closed tachyons is anyways zero because of parity conservation. In the case where the soft state is symmetrically polarized, it remarkably turns out that $S_{1}$ is computable through order $q$ by using only the identities in Eq. (2.12) and Eq. (2.13), i.e. independent of the explicit form of $\mathcal{G}_{h}$. We leave the details of this important result to the Appendix D and here quote the final expression:

$$
\begin{align*}
& S_{1}=2 \pi \varepsilon_{q \mu \nu}^{S} \sum_{i=1}^{N} \frac{k_{i}^{\mu} k_{i}^{\nu}}{k_{i} q}+2 \pi \varepsilon_{q \mu \nu}^{S} \frac{\alpha^{\prime}}{2} \sum_{i \neq j}\left[\frac{k_{i}^{\mu} k_{i}^{\nu}}{k_{i} q}\left(k_{j} q\right) \mathcal{G}_{h}\left(z_{j}, z_{i}\right)-k_{i}^{\mu} k_{j}^{\nu} \mathcal{G}_{h}\left(z_{j}, z_{i}\right)\right] \\
&+2 \pi \varepsilon_{q \mu \nu}^{S} \frac{1}{2}\left(\frac{\alpha^{\prime}}{2}\right)^{2} \sum_{i \neq j, l} {\left[k_{i}^{\mu} k_{i}^{\nu} \frac{\left(k_{j} q\right)\left(k_{l} q\right)}{q k_{i}}+k_{j}^{\mu} k_{l}^{\nu}\left(k_{i} q\right)\right.} \\
&\left.-k_{i}^{\mu} k_{l}^{\nu}\left(k_{j} q\right)-k_{i}^{\mu} k_{j}^{\nu}\left(k_{l} q\right)\right] \mathcal{G}_{h}\left(z_{i}, z_{l}\right) \mathcal{G}_{h}\left(z_{i}, z_{j}\right)+\mathcal{O}\left(q^{2}\right) . \tag{3.8}
\end{align*}
$$

Noticeably, this result is formally equal to the tree-level result found in Eq. (2.5) of Ref. [22], upon inserting the corresponding tree-level Green function. It follows that it is reproduced by the same soft theorem as valid at tree-level, which we can now easily check: The first term is just the Weinberg soft theorem, when multiplied with $N_{0}$, which immediately factorizes out of $M_{n}$, since it is independent on the Koba-Nielsen variables. The subleading terms should be reproduced by the following operation:

$$
\begin{align*}
-i \kappa_{D} \varepsilon_{q \mu \nu}^{S} \sum_{i=1}^{N} \frac{k_{i}^{\mu} q_{\rho} L_{i}^{\nu \rho}}{k_{i} q} M_{N}^{(h)} & =\kappa_{D} \varepsilon_{q \mu \nu}^{S} \sum_{i=1}^{N} \frac{k_{i}^{\mu} q_{\rho}}{k_{i} q}\left(k_{i}^{\mu} \partial_{k_{i}}^{\nu}-k_{i}^{\mu} \partial_{k_{i}}^{\nu}\right) M_{N}^{(h)} \\
& =\kappa_{D} M_{N}^{(h)} * \varepsilon_{q \mu \nu}^{S} \sum_{i \neq j}^{N} \frac{k_{i}^{\mu} q_{\rho}}{k_{i} q}\left[k_{i}^{\nu} k_{j}^{\rho}-k_{i}^{\rho} k_{j}^{\nu}\right] \mathcal{G}_{h}\left(z_{i}, z_{j}\right) \\
& =\kappa_{D} M_{N}^{(h)} * \varepsilon_{q \mu \nu}^{S} \frac{\alpha^{\prime}}{2} \sum_{i \neq j}^{N}\left[\frac{k_{i}^{\mu} k_{i}^{\nu}}{k_{i} q}\left(k_{j} q\right)-k_{i}^{\mu} k_{j}^{\nu}\right] \mathcal{G}_{h}\left(z_{i}, z_{j}\right), \tag{3.9}
\end{align*}
$$

which is exactly equal to the subleading soft term in Eq. (3.8) when multiplied with $N_{0}$. Finally, the subsubleading tree-level soft operator reads [22]:

$$
\begin{align*}
& -\kappa_{D} \varepsilon_{q \mu \nu}^{S} \sum_{i=1}^{N} \frac{q_{\rho} q_{\sigma}}{2 k_{i} q}: L_{i}^{\mu \rho} L_{i}^{\nu \sigma}: M_{N}^{(h)} \\
& =\kappa_{D} \varepsilon_{q \mu \nu}^{S} \sum_{i=1}^{N} \frac{q_{\rho} q_{\sigma}}{2 k_{i} q}\left(k_{i}^{\mu} k_{i}^{\nu} \partial_{k_{i}}^{\rho} \partial_{k_{i}}^{\sigma}+k_{i}^{\rho} k_{i}^{\sigma} \partial_{k_{i}}^{\mu} \partial_{k_{i}}^{\nu}-k_{i}^{\mu} k_{i}^{\sigma} \partial_{k_{i}}^{\nu} \partial_{k_{i}}^{\rho}-k_{i}^{\nu} k_{i}^{\rho} \partial_{k_{i}}^{\mu} \partial_{k_{i}}^{\sigma}\right) M_{N}^{(h)} \\
& =\kappa_{D} M_{N}^{(h)} * \frac{1}{2}\left(\frac{\alpha^{\prime}}{2}\right)^{2} \sum_{i=1} \sum_{j, l \neq i}\left\{k_{i}^{\mu} k_{i}^{\nu} \frac{\left(k_{j} q\right)\left(k_{l} q\right)}{q k_{i}}+k_{j}^{\mu} k_{l}^{\nu}\left(k_{i} q\right)\right. \\
&  \tag{3.10}\\
& \left.\quad-k_{i}^{\mu} k_{l}^{\nu}\left(k_{j} q\right)-k_{i}^{\mu} k_{j}^{\nu}\left(k_{l} q\right)\right\} \mathcal{G}_{h}\left(z_{i}, z_{l}\right) \mathcal{G}_{h}\left(z_{i}, z_{j}\right)
\end{align*}
$$

which is exactly equal to the subsubleading term in Eq. (3.8) when multiplied with $N_{0}$. The term containing two L in the subsubleading soft operator above is normal ordered, hence the : : notation, meaning that the operator $L$ on the left acts on everything on its right except on the other $L$. The normal ordering is irrelevant for the graviton, but is important for getting the right behavior of the dilaton.

To summarize, we have found that the $h$-loop soft behavior of the graviton and dilaton when scattering with $N$ tachyons in the bosonic string can be written as:

$$
\begin{align*}
M_{N ; 1}^{(h)}\left(k_{i} ; q\right)= & \kappa_{D} \varepsilon_{q \mu \nu}^{S} \sum_{i=1}^{N}\left[\frac{k_{i}^{\mu} k_{i}^{\nu}}{k_{i} q}-i \frac{k_{i}^{\mu} q_{\rho}}{k_{i} q} L_{i}^{\nu \rho}-\frac{q_{\rho} q_{\sigma}}{2 k_{i} q}: L_{i}^{\mu \rho} L_{i}^{\nu \sigma}:+h \eta^{\mu \nu}\right] M_{N}^{(h)}  \tag{3.11}\\
& +(\epsilon \cdot \bar{\epsilon}) \frac{\kappa_{D}}{2 \pi}\left(M_{N}^{(h)} * S_{2}^{(1)}\right)+\mathcal{O}\left(q^{2}\right) \tag{3.12}
\end{align*}
$$

The last term is zero at least at tree-level and at one loop.

### 3.1 All-loop graviton soft theorem

The full amplitude of one graviton and $N$ closed tachyons is

$$
\begin{equation*}
\mathcal{M}_{N ; g}\left(k_{i} ; q\right)=\left.\sum_{h=0}^{\infty} M_{N ; 1}^{(h)}\left(k_{i} ; q\right)\right|_{\varepsilon_{q \mu \nu}^{S}=\varepsilon_{\mu \nu}^{g}} . \tag{3.13}
\end{equation*}
$$

Since the polarization tensor of the graviton is traceless, $\varepsilon_{\mu \nu}^{g} \eta^{\mu \nu}=0$, it simply follows that the full all-loop graviton soft behavior is given by the soft theorem:

$$
\begin{equation*}
\mathcal{M}_{N ; g}\left(k_{i} ; q\right)=\kappa_{D} \varepsilon_{q \mu \nu}^{S} \sum_{i=1}^{N}\left[\frac{k_{i}^{\mu} k_{i}^{\nu}}{k_{i} q}-i \frac{k_{i}^{\mu} q_{\rho}}{k_{i} q} L_{i}^{\nu \rho}-\frac{q_{\rho} q_{\sigma}}{2 k_{i} q}: L_{i}^{\mu \rho} L_{i}^{\nu \sigma}:\right] \mathcal{M}_{N}\left(k_{i}\right)+\mathcal{O}\left(q^{2}\right), \tag{3.14}
\end{equation*}
$$

where $\mathcal{M}_{N}(h)$ is the full all-loop amplitude of $N$ closed string tachyons. These amplitudes are, of course, plagued by infrared divergences, and we are here tacitly assuming that the soft limit is taken before any infrared divergent limit. This issue will be discussed in a subsequent section.

### 3.2 All-loop dilaton soft theorem

The full amplitude of one dilaton and $N$ closed tachyons is

$$
\begin{equation*}
\mathcal{M}_{N ; \phi}\left(k_{i} ; q\right)=\left.\sum_{h=0}^{\infty} M_{N ; 1}^{(h)}\left(k_{i} ; q\right)\right|_{\varepsilon_{q \mu \nu}^{S}=\varepsilon_{\mu \nu}^{\phi}}, \tag{3.15}
\end{equation*}
$$

where $\varepsilon_{\mu \nu}^{\phi}=\frac{1}{\sqrt{D-2}}\left(\eta_{\mu \nu}-q_{\mu} \bar{q}_{\nu}-q_{\nu} \bar{q}_{\mu}\right)$ with $\bar{q}^{2}=0$ and $q \cdot \bar{q}=1$. After contracting with this projection tensor, the $h$-loop soft behavior for the dilaton becomes:

$$
\begin{align*}
M_{N ; \phi}^{(h)}\left(k_{i} ; q\right)= & \frac{\kappa_{D}}{\sqrt{D-2}}\left[-\sum_{i=1}^{N} \frac{m^{2}}{k_{i} q} \mathrm{e}^{q \partial_{k_{i}}}+2-\sum_{i=1}^{N} \hat{D}_{i}+h(D-2)+q_{\mu} \sum_{i=1}^{N} \hat{K}_{i}^{\mu}\right] M_{N}^{(h)} \\
& +\frac{\kappa_{D}}{2 \pi} \sqrt{D-2}\left(M_{N}^{(h)} * S_{2}^{(1)}\right)+\mathcal{O}\left(q^{2}\right) \tag{3.16}
\end{align*}
$$

where in the case of tachyons $m^{2}=-\frac{4}{\alpha^{\prime}}$ and

$$
\begin{equation*}
\hat{D}_{i}=k_{i} \cdot \frac{\partial}{\partial k_{i}}, \quad \hat{K}_{i}^{\mu}=\frac{1}{2} k_{i}^{\mu} \frac{\partial^{2}}{\partial k_{i \nu} \partial k_{i}^{\nu}}-k_{i}^{\rho} \frac{\partial^{2}}{\partial k_{i}^{\rho} \partial k_{i \mu}}, \tag{3.17}
\end{equation*}
$$

which are the momentum space generators of space-time dilatations and special conformal transformations. The last term in Eq. (3.16), which we have not been able to evaluate at the multiloop level, is of order $q$ and could potentially break the factorizing soft behavior of the amplitude at this order. At one-loop order, however, it turns out as explained earlier (see also Appendix E) that it vanishes. Thus at least at one loop we have a soft theorem for the dilaton through subsubleading order, reading:

$$
\begin{equation*}
M_{N ; \phi}^{(1)}\left(k_{i} ; q\right)=\frac{\kappa_{D}}{\sqrt{D-2}}\left[-\sum_{i=1}^{N} \frac{m^{2}}{k_{i} q} \mathrm{q}^{q \partial_{k_{i}}}+D-\sum_{i=1}^{N} \hat{D}_{i}+q_{\mu} \sum_{i=1}^{N} \hat{K}_{i}^{\mu}\right] M_{N}^{(1)}+\mathcal{O}\left(q^{2}\right) . \tag{3.18}
\end{equation*}
$$

We cannot immediately write the all-loop soft behavior in this case, because of the explicit dependence on $h$ in the dilaton soft operator. However, notice that the $h$-loop amplitude has the following scaling property

$$
\begin{equation*}
M_{N}^{(h)}=\sqrt{\alpha^{\prime}}{ }^{(2-D) h-2} \kappa_{D}^{2(h-1)+N} F\left(\sqrt{\alpha^{\prime}} k_{i}\right), \tag{3.19}
\end{equation*}
$$

where $F$ is a dimensionless function parametrizing the amplitude. The gravitational constant is given in terms of $\alpha^{\prime}$ and $g_{s}$, the string coupling constant, as follows:

$$
\begin{equation*}
\kappa_{D}=g_{s}{\sqrt{\alpha^{\prime}}}^{\frac{D-2}{2}}\left[\sqrt{2}^{\frac{8-D}{2}}(2 \pi)^{\frac{D-3}{2}}\right] . \tag{3.20}
\end{equation*}
$$

From these expressions we deduce that

$$
\begin{equation*}
\left[2-\sum_{i=1}^{N} k_{i} \cdot \frac{\partial}{\partial k_{i}}+(D-2) h\right] M_{N}^{(h)}=\left[\frac{D-2}{2} g_{s} \frac{\partial}{\partial g_{s}}-\sqrt{\alpha^{\prime}} \frac{\partial}{\partial \sqrt{\alpha^{\prime}}}\right] M_{N}^{(h)} . \tag{3.21}
\end{equation*}
$$

The left-hand side is nothing but the subleading $h$-loop soft dilaton operator. It is exactly reproduced by the operator on the right-hand side, which is $h$-independent. Notice also that the operator on the right-hand side leaves $\kappa_{D}$ invariant.

Now we can sum all loop contributions to form the full amplitude on the right-hand side of the soft theorem, yielding through subleading order

$$
\begin{equation*}
\mathcal{M}_{N ; \phi}\left(k_{i} ; q\right)=\frac{\kappa_{D}}{\sqrt{D-2}}\left[-\sum_{i=1}^{N} \frac{m^{2}}{k_{i} q} \mathrm{e}^{q \partial_{k_{i}}}+\frac{D-2}{2} g_{s} \frac{\partial}{\partial g_{s}}-\sqrt{\alpha^{\prime}} \frac{\partial}{\partial \sqrt{\alpha^{\prime}}}\right] \mathcal{M}_{N}\left(k_{i}\right)+\mathcal{O}(q) . \tag{3.22}
\end{equation*}
$$

This gives the all-loop dilaton soft behavior through subleading order when scattering with $N$ closed tachyons. The same discussion about infrared divergences mentioned in the graviton case applies also here.

## 4 Infrared Divergences

In the previous section we have shown that the graviton and dilaton satisfy soft factorization theorems at $h$ loops, but we have not taken into account that actually the multiloop amplitudes in the bosonic string are infrared divergent. In this section we discuss how to treat them preserving the results that we have already obtained. In the bosonic string, where we compactify $(26-D)$ dimensions leaving $D$ non-compact dimensions, we have two kinds of infrared divergences. The first one, appearing for any value of $D$, is due to the fact that the bosonic string has a tachyon and a non-vanishing dilaton tadpole. This infrared divergence does not depend on the number of external legs. Then there is another infrared divergence when we approach low values of non-compact dimensions, as for instance $D=4$ that instead depends on the number of external legs.

Let us start to discuss the first kind of infrared divergences in the simplified case of the $N$-tachyon amplitude at one loop, which is given by Eq. (3.1b) for the case $h=1$. After explicitly deriving the $h=1$ expressions, setting $z_{i}=e^{2 \pi i \nu_{i}}$, and defining $\nu_{i j}=\nu_{i}-\nu_{j}$, the one-loop $N$-tachyon amplitude reads:

$$
\begin{align*}
T_{N}^{(1)}= & C_{1} N_{0}^{N} \int_{\mathcal{F}} d^{2} \tau \mu(\tau, \bar{\tau}) \prod_{i=1}^{N-1}\left[\int d^{2} \nu_{i}\right] \\
& \times \prod_{i<j}\left|\frac{\sin \pi \nu_{i j}}{\pi} \prod_{n=1}^{\infty} \frac{\left(1-k^{n} \mathrm{e}^{2 \pi i \nu_{i j}}\right)\left(1-k^{n} \mathrm{e}^{-2 \pi i \nu_{i j}}\right)}{\left(1-k^{n}\right)^{2}} \mathrm{e}^{-\pi \frac{\left(\mathrm{Im} \nu_{i j}\right)^{2}}{\operatorname{Im} \tau}}\right|^{\alpha^{\prime} k_{i} k_{j}} \tag{4.1}
\end{align*}
$$

where we have set $\eta=0, \xi=\infty, \nu_{N}=0, k=\mathrm{e}^{2 \pi i \tau} . \mathcal{F}$ denotes the fundamental integration region of $\tau$, and

$$
\begin{equation*}
\mu(\tau, \bar{\tau})=(2 \pi)^{2} \mathrm{e}^{4 \pi \operatorname{Im} \tau} \prod_{n=1}^{\infty}\left[\frac{1}{\left|1-\mathrm{e}^{2 \pi i \tau n}\right|^{48}}\right] \frac{(F(\tau, \bar{\tau}))^{26-D}}{(\operatorname{Im} \tau)^{D / 2}} . \tag{4.2}
\end{equation*}
$$

We now consider the region of the moduli space where all $\nu_{i}$ are very close to each other and to $\nu_{N}=0$. This can be done by introducing the variables $\eta_{i}, \varepsilon, \phi$ as follows:

$$
\begin{equation*}
\mathrm{e}^{i \phi} \varepsilon \eta_{i}=\nu_{i}, i=1 \ldots N-2 ; \quad \varepsilon \mathrm{e}^{i \phi}=\nu_{N-1} ; \quad \eta_{N-1}=1 \tag{4.3}
\end{equation*}
$$

By using these variables and keeping only the terms divergent for $\varepsilon \rightarrow 0$ we find

$$
\begin{align*}
T_{n}^{(1)}= & C_{1} N_{0}^{N} \int_{\mathcal{F}} d^{2} \tau \mu(\tau, \bar{\tau}) \prod_{i=1}^{N-2} \int d^{2} \eta_{i} \int_{0}^{2 \pi} d \phi \int_{0}^{1} \frac{d \varepsilon}{\varepsilon^{3-\frac{\alpha^{\prime}}{2} p^{2}}} \prod_{i<j}\left|\eta_{i j}\right|^{\alpha^{\prime} k_{i} k_{j}} \\
& \times\left[1-\alpha^{\prime} \sum_{i<j} k_{i} k_{j} \frac{\pi \varepsilon^{2}}{\operatorname{Im} \tau}\left(\sin \phi \operatorname{Re}\left(\eta_{i j}\right)+\cos \phi \operatorname{Im}\left(\eta_{i j}\right)\right)^{2}+\mathcal{O}\left(\varepsilon^{4}\right)\right], \tag{4.4}
\end{align*}
$$

where by $\phi$-integration a second $\varepsilon^{-1}$-term was removed, and where the divergent terms for $\varepsilon \sim 0$ were regularized by the substitution $-3 \rightarrow-3+\frac{\alpha^{\prime}}{2} p^{2}$. The upper limit in the
integral was set to $\varepsilon=1$, since we are interested in the behavior near $\varepsilon \sim 0$. The integrals over $\phi$ and $\varepsilon$ can be performed and one gets:

$$
\begin{align*}
T_{N}^{(1)}= & C_{1} N_{0}^{N} \int_{\mathcal{F}} d^{2} \tau \mu(\tau, \bar{\tau}) \prod_{i=1}^{N-2} \int d^{2} \eta_{i} \prod_{i<j}\left|\eta_{i j}\right|^{\alpha^{\prime} k_{i} k_{j}} \\
& \times\left[-\frac{2 \pi}{2-\frac{\alpha^{\prime}}{2} p^{2}}+\frac{2 \pi}{p^{2}} \frac{\pi}{\operatorname{Im} \tau} \sum_{i<j} k_{i} k_{j} \eta_{i} \bar{\eta}_{j}\right]+\cdots, \tag{4.5}
\end{align*}
$$

where the dots denote terms that are regular for $p^{2} \rightarrow 0$. The first term in the last line corresponds to the regularized tachyon contribution, while the second term, corresponding to the dilaton contribution, is divergent when $p^{2} \rightarrow 0$. The second term in the square bracket has been obtained by using the identity:

$$
\begin{equation*}
\sum_{i<j} k_{i} k_{j}\left|\eta_{i}-\eta_{j}\right|^{2}=\frac{1}{2} \sum_{i, j=1}^{N} k_{i} k_{j}\left|\eta_{i}-\eta_{j}\right|^{2}=-\sum_{i, j=1}^{N} k_{i} k_{j} \eta_{i} \bar{\eta}_{j}, \tag{4.6}
\end{equation*}
$$

which follows from momentum conservation for $p \sim 0$.
Finally, we recognise that the coefficients of the two poles are the tree-level amplitude with $(N+1)$ tachyons and that with $N$ tachyons and one dilaton that we rewrite here:

$$
\begin{align*}
& T_{(N+1) \mathrm{tach}}=C_{0} N_{0}^{N+1} \prod_{i=1}^{N-2} \int d^{2} \eta_{i} \prod_{i<j=1}^{N}\left|\eta_{i}-\eta_{j}\right|^{\alpha^{\prime} k_{i} k_{j}}, \\
& T_{N \operatorname{tach}+1 \mathrm{dil}}=C_{0} N_{0}^{N+1} \frac{\alpha^{\prime}}{2} \prod_{i=1}^{N-2} \int d^{2} \eta_{i} \prod_{i<j=1}^{N}\left|\eta_{i}-\eta_{j}\right|^{\alpha^{\prime} k_{i} k_{j}} \sum_{i, j=1}^{N} k_{i}^{\mu} k_{j}^{\nu} \eta_{i} \bar{\eta}_{j} \tag{4.7}
\end{align*}
$$

Using them and the fact that $p \sim 0$ we can rewrite Eq. (4.6) as follows [25,26]:

$$
\begin{equation*}
T_{N}^{(1)}=\frac{C_{1}}{C_{0} N_{0}} \int_{\mathcal{F}} d^{2} \tau \mu(\tau, \bar{\tau})\left[-\frac{2 \pi T_{(N+1) \mathrm{tach}}}{2-\frac{\alpha^{\prime}}{2} p^{2}}+\frac{(2 \pi)^{2}}{\alpha^{\prime} p^{2} \operatorname{Im} \tau} T_{N \mathrm{tach}+1 \mathrm{dil}}\right]+\cdots . \tag{4.8}
\end{equation*}
$$

In conclusion, we get the first term in the square bracket in Eq. (4.8) that has the propagator of the tachyon times the amplitude with $(N+1)$ tachyons with one of them connected to the closed string tadpole that has to be regularized for large values of $\operatorname{Im} \tau$. The introduction of the finite momentum $p$ has regularized the contribution of the tachyon propagator. The second term in the square bracket has the pole of the massless dilaton attached to the closed string tadpole, times the amplitude with $N$ tachyons and one dilaton. This term is divergent when $p \rightarrow 0$, but can be regularized keeping $p \neq 0$.

In conclusion, we have shown that, in a certain region of the moduli space the bosonic string exhibits the divergence due to the dilaton tadpole. We have regularized it by introducing an infrared cutoff $p$. As already mentioned, another cutoff for $\operatorname{Im} \tau \rightarrow \infty$ should also be introduced to regularize the closed string tadpole. These divergences are, however, present in both the amplitude with $(N+1)$ particles and in that with $N$ particles that appear in the soft theorem. Therefore, by regularizing both of them in the same way with an infrared cutoff, the soft theorems found in the previous section are still satisfied.

If we take the number of non-compact directions down to $D=4$, then one gets additional infrared divergences. They are obtained in the limit $\operatorname{Im} \tau \rightarrow \infty$ and are discussed in detail in Ref. [27] for the closed superstring for amplitudes with massless states. They correspond to those that one also finds in field theory [8] that, depending on the number of external legs, prevents the soft theorem, found at the tree level, to be also valid at loop level. We do not discuss these divergences in this paper and refer to Ref. [27] for the interested reader (see also Ref. [28] for a discussion on these divergences in the classical limit).

In conclusion, the multiloop soft theorem found in this paper is valid when the number of non-compact dimensions is greater than four.

## 5 Conclusions

In this paper we have extended to multiloops in the bosonic string the soft theorems for the graviton and the dilaton. This has been done by computing the amplitude with one graviton/dilaton and $N$ tachyons and by explicitly studying its behaviour in the limit where the massless states carry low momentum. The main ingredient used to compute this amplitude to an arbitrary order of the perturbative expansion has been the $h$-loop $N$-Reggeon vertex. This is an operator, constructed in the 80 s, that when applied on an arbitrary number of external states, not necessarily on-shell, provides the scattering amplitudes corresponding to the external states taken in consideration.

The amplitude that we have computed, as any loop amplitude in the bosonic string, suffers from infrared (IR) divergences. They appear in different corners of the moduli space and in principle may modify the tree-level soft operators. One corner of moduli space that leads to these IR divergences corresponds to a world-sheet topology where one or more loops, tadpoles, are connected by long tubes to a sphere where all the external states are inserted. The integration over the modulus parametrizing the length of this tube gives rise to divergences which are due to the exchange between the loops and the sphere of tachyons and on-shell dilatons. We have regularized these divergences by introducing a finite momentum for the intermediate states. Furthermore we have regularized the closed string tadpole by introducing a cut-off for large values of the string moduli. These regularizations, being independent on the number of external states, do not affect soft theorems.

Another class of IR divergences appears when string theories are compactified down to four dimensions. They have been studied in literature [27] and the main feature is that they depend on the number of the external states and therefore affect the soft theorems. They can be avoided by compactifying string amplitudes down to a space-time dimension $D>4$ [28]. Under such a limitation and for amplitudes with one soft graviton/dilaton and $N$ hard tachyons the main result of our analysis is that the soft graviton behaviour at loop level coincides with the one at the tree level. This happens because the loop amplitudes have the same form, in terms of the Green function, as the tree-level ones, except for an extra contribution in the case of the dilaton which is importantly there to ensure the right scaling relation at every loop order.

It is by now well established that tree-level soft theorems of gauge and gravitational fields are a consequence of the gauge symmetries underlying the theory. The IR behaviour of an amplitude, $M_{N+1}=\varepsilon_{\mu \nu} M_{N+1}^{\mu \nu}$, with a graviton carrying low momentum $q$ and $N$ hard particles is fully determined, up to the order $q$, by the gauge invariance conditions:

$$
\begin{equation*}
q_{\mu}\left(M_{N+1}^{\mu \nu}\left(q,\left\{k_{i}\right\}\right)-f\left(q,\left\{k_{i}\right\}\right) \eta^{\mu \nu}\right)=q_{\nu}\left(M_{N+1}^{\mu \nu}\left(q,\left\{k_{i}\right\}\right)-f\left(q,\left\{k_{i}\right\}\right) \eta^{\mu \nu}\right)=0 \tag{5.1}
\end{equation*}
$$

Here $f\left(q,\left\{k_{i}\right\}\right)$ is an arbitrary function of the momenta that contributes only in the case of a soft dilaton. Its arbitrariness prevent us to get the full soft behaviour of the dilaton from gauge invariance. In string theory this quantity can be explicitly computed and from Ref. [26] it is well known that it differs from zero in the presence of massless open string states. In this paper we have seen that it also differs from zero at the loop level of only closed strings but that the soft behaviour of multiloop amplitudes with only closed string states can be obtained from gauge invariance by taking this function equal to the number of handles, $h$, of the Riemann surface, at least through subleading order. This choice does not affect the tree-level gauge conditions but the loop ones are modified in such a way to reproduce exactly the extra contribution given in Eq. (3.6). At the level of the full amplitude, the extra contribution at loop-level singles out the scaling operator

$$
\begin{equation*}
\frac{D-2}{2} g_{s} \frac{\partial}{\partial g_{s}}-\sqrt{\alpha^{\prime}} \frac{\partial}{\partial \sqrt{\alpha^{\prime}}}, \tag{5.2}
\end{equation*}
$$

as the proper multiloop dilatation operator determining the order $q^{0}$ soft behavior of the dilaton.

It is not clear yet if the tree-level universality of the soft dilaton theorem, i.e. its independence of the string theory considered, extends to loops. Indeed this paper, in a special case, shows that the multiloop soft dilaton operator, when written in terms of the string slope and string coupling constant, is the same as at tree-level at least through subleading order, and at one loop we could show that they are the same even through subsubleading order. It remains an open problem to understand whether the subsubleading one loop behavior extends to all loops, and it would be very interesting to explore its universality at loop level in other string theories and for arbitrary hard states.
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## A Schottky Parametrization of Riemann Surfaces

In this appendix we summarize the main aspects of the Schottky description of Riemann surfaces of arbitrary genus. String amplitudes at $h$-order in the perturbative expansion are represented by integrals over Riemann surfaces, $\Sigma_{h}$, of genus $h$. The world sheet of closed string tree diagrams, for example, is a sphere which is mapped by a stereographic projection onto $\mathbb{C} P^{1}$, the complex plane with the point at infinity. This complex plane is the integration region of tree-level closed string amplitudes. Riemann surfaces of higher order $\Sigma_{h}$, in the Schottky representation, are essentially identified with the complex plane where $2 h$ cycles have been cut-off and pairwise identified.

## A. 1 The Schottky Group

The basic element of the Schottky group is the projective transformation which maps $\mathbb{C} P^{1}$ to itself. It can be expressed by a matrix multiplication [29]:

$$
S=\left(\begin{array}{ll}
a & b  \tag{A.1}\\
c & d
\end{array}\right) ; S:\binom{z_{1}}{z_{2}} \rightarrow\binom{z_{1}^{\prime}}{z_{2}^{\prime}}=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{z_{1}}{z_{2}}
$$

The entries of the matrix are complex numbers with $a d-b c=1$. The vectors ${ }^{3}\left(z_{1}, z_{2}\right)^{t} \in$ $\mathbb{C}^{2}$ are the homogeneous coordinates of points of $\mathbb{C} P^{1}$. For $z_{2} \neq 0$ and $z_{2}^{\prime} \neq 0$ we can define $z=z_{1} / z_{2}$ and $z^{\prime}=z_{1}^{\prime} / z_{2}^{\prime}$ and rewrite the projective transformation in the form:

$$
\begin{equation*}
z^{\prime}=\frac{a z+b}{c z+d} \tag{A.2}
\end{equation*}
$$

Such a rational mapping is called a Möbius transformation. A property of the projective transformation is to leave invariant the cross ratio of four points:

$$
\begin{equation*}
\frac{\left(z_{1}^{\prime}-z_{2}^{\prime}\right)\left(z_{3}^{\prime}-z_{4}^{\prime}\right)}{\left(z_{1}^{\prime}-z_{3}^{\prime}\right)\left(z_{2}^{\prime}-z_{4}^{\prime}\right)}=\frac{\left(z_{1}-z_{2}\right)\left(z_{3}-z_{4}\right)}{\left(z_{1}-z_{3}\right)\left(z_{2}-z_{4}\right)} \tag{A.3}
\end{equation*}
$$

The fixed points $\xi$ and $\eta$ are by definition the points left invariant by the transformation (A.2). These two points together with the point $\infty$ are mapped into $\xi, \eta$ and $a / c$ respectively. Hence Eq. (A.3) for $\left(z_{2}=\eta, z_{3}=\xi, z_{4}=\infty\right)$ may be equivalently written as:

$$
\begin{equation*}
\frac{S(z)-\eta}{S(z)-\xi}=k \frac{z-\eta}{z-\xi} \quad ; \quad k=\frac{a-c \eta}{a-c \xi} ; \quad|k| \leq 1 \tag{A.4}
\end{equation*}
$$

where $k$ is the multiplier of the projective transformation $S(z)$ and it is easily seen that $k^{n}$, with $n$ a positive integer, is the multiplier of the $S^{n}(z)$ transformation. It follows that:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} S^{n}(z)=\eta \quad, \quad \lim _{n \rightarrow \infty} S^{-n}(z)=\xi \tag{A.5}
\end{equation*}
$$

$\eta$ and $\xi$ are named attractive and repulsive fixed points, respectively. The infinitesimal line element $d z$ is transformed by $S(z)$ in:

$$
\begin{equation*}
\frac{d z^{\prime}}{d z}=S^{\prime}(z)=-\frac{1}{(c z+d)^{2}} \tag{A.6}
\end{equation*}
$$

[^3]Lengths and areas are unaltered in magnitude if $|c z+d|=1$ For $c \neq 0$ the locus is a circle of radius $1 /|c|$ and center $-d / c$. This circle is called the isometric circle $\mathcal{C}$. Similar considerations can be done for the inverse transformation $S^{-1}(z)$. In this case the isometric circle, $\mathcal{C}^{\prime}$, is $|c z-a|=1$ and it has radius $1 /|c|$ and center $a / c$. It is easily seen that

$$
\begin{equation*}
|c S(z)-a|=|c z+d|^{-1} \tag{A.7}
\end{equation*}
$$

therefore $S(z)$ maps $\mathcal{C} \rightarrow \mathcal{C}^{\prime}$ while the inverse of the transformation, $S^{-1}(z)$, transforms $\mathcal{C}^{\prime}$ into $\mathcal{C}$. Moreover any point inside $\mathcal{C}$ is transformed by the projective transformation in a point outside the circle $\mathcal{C}^{\prime}$ and, vice versa, the region exterior to $\mathcal{C}^{\prime}$ is mapped by $S^{-1}$ in the interior of $\mathcal{C}$. In particular $\eta$ will be in the circle $\mathcal{C}^{\prime}$ and $\xi$ in the other isometric circle $[15,30]$.

We can now introduce the definition of Schottky group. Given a set of $h$ projective transformations $S_{I}$, where $I=(1 \ldots h)$, with the restriction that all isometric circles are external to each other and therefore have zero intersection, the Schottky group, $\mathscr{C}_{h}$, is the group freely generated by the $S_{I}$ 's $[15,30]$. A generic element of the group $T_{\alpha} \in \mathscr{C}_{h}$, except for the identity, can be written in the form:

$$
\begin{equation*}
T_{\alpha}=S_{I_{1}}^{n_{1}} S_{I_{2}}^{n_{2}} \ldots S_{I_{r}}^{n_{r}}, \quad r=1,2 \ldots ; \quad n_{i} \in \mathbb{Z} /\{0\}, \quad I_{i} \neq I_{i+1} \tag{A.8}
\end{equation*}
$$

The number of the generators or their inverse gives the order of the group:

$$
\begin{equation*}
n_{\alpha}=\sum_{i=1}^{r}\left|n_{r}\right| \tag{A.9}
\end{equation*}
$$

$T_{\alpha}$ is a primitive element of the Schottky group if it cannot be written as an integer power of other elements, $T_{\alpha} \neq\left(T_{\alpha^{\prime}}\right)^{n}$ with $n \in \mathbb{N}_{+}$. The fundamental region of the group is the complex plane outside all the isometric circles $\mathcal{C}_{I}$ and $\mathcal{C}_{I}^{\prime}$ associated to each projective transformation defining the group. By identifying $\mathcal{C}_{I}$ with $\mathcal{C}_{I}^{\prime}, \forall I=(1 \ldots h), h$ handles are formed and a Riemann surface of genus $h$ is created. More precisely:

$$
\begin{equation*}
\Sigma_{h}=\frac{\mathbb{C} \cup\{\infty\}-\Lambda\left(\mathscr{C}_{h}\right)}{\mathscr{C}_{h}} \tag{A.10}
\end{equation*}
$$

where $\Lambda\left(\mathscr{C}_{h}\right)$ is the limit set of the Schottky group [15,31]. Equivalent representations of the Schottky group are obtained by transforming each element by a fixed projective transformation $A$, i.e. $T_{\alpha}^{\prime}=A T_{\alpha} A^{-1}$. Each generator of the group depends on three complex parameters, the fixed points and the multiplier, but three of them can be fixed by this overall projective transformation, therefore inequivalent Schottky groups are parametrized by $3 h-3$ complex numbers. This is exactly the number of complex moduli of a Riemann surface with $h$ handles.

## A. 2 The Abelian Differentials and the Period Matrix

The canonical homology cycles ( $a_{I}, b_{I}$ ) of a Riemann surface are identified respectively with $\mathcal{C}_{I}$ or $\mathcal{C}_{I}^{\prime}$ and with the path connecting a point $z_{0} \in \mathcal{C}_{I}$ with $S_{I}\left(z_{0}\right) \in \mathcal{C}^{\prime}$.

The abelian differentials $\omega_{I}, I=(1 \ldots h)$, associated to the homology cycles are given by:

$$
\begin{equation*}
\omega_{I}=\sum_{T_{\alpha}}^{(I)}\left(\frac{1}{z-T_{\alpha}\left(\eta_{I}\right)}-\frac{1}{z-T_{\alpha}\left(\xi_{I}\right)}\right) d z \equiv \omega_{I}(z) d z \tag{A.11}
\end{equation*}
$$

where $\sum_{T_{\alpha}}^{(I)}$ means that the sum is over all the elements of the Schottky group that do not have $S_{I}^{n}, n \in \mathbb{Z} /\{0\}$ at their right-hand end. The abelian differentials are normalized in the standard way:

$$
\begin{equation*}
\oint_{a_{J}} \omega_{I}=\oint_{\mathcal{C}_{J}^{\prime}} \omega_{I}=2 \pi i \delta_{I J} \tag{A.12}
\end{equation*}
$$

The normalization follows from the observation that the abelian differentials have simple poles in $T_{\alpha}\left(\eta_{I}\right)$ and $T_{\alpha}\left(\xi_{I}\right)$ and these two points are always outside the circle $a_{J}$ except when $S_{J}$ appears as leftmost factor in $T_{\alpha}$. In this case they are both inside the same circle $\mathcal{C}_{J}^{\prime}$ and the integral along this circle is vanishing from the residue theorem. When $T_{\alpha}$ is the identity, instead, the first term of Eq. (A.11) gives the normalization of the integral while the second term is vanishing after integration. The integral along the circle $b_{J}$ is by definition:

$$
\begin{equation*}
\oint_{b_{J}} \omega_{I}=\int_{z_{0}}^{S_{J}\left(z_{0}\right)} \omega_{I}=\sum_{T_{\alpha}}^{(I)} \log \frac{S_{J}\left(z_{0}\right)-T_{\alpha}\left(\eta_{I}\right)}{z_{0}-T_{\alpha}\left(\eta_{I}\right)} \frac{z_{0}-T_{\alpha}\left(\xi_{I}\right)}{S_{J}\left(z_{0}\right)-T_{\alpha}\left(\xi_{I}\right)} \tag{A.13}
\end{equation*}
$$

With the help of the identity

$$
\begin{equation*}
\frac{\left(S_{J}\left(z_{0}\right)-T_{\alpha}\left(\eta_{I}\right)\right)\left(z_{0}-T_{\alpha}\left(\xi_{I}\right)\right)}{\left(S_{J}\left(z_{0}\right)-T_{\alpha}\left(\xi_{I}\right)\right)\left(z_{0}-T_{\alpha}\left(\eta_{I}\right)\right)}=\frac{\left(T_{\alpha}^{-1} S_{J}\left(z_{0}\right)-\eta_{I}\right)\left(T_{\alpha}^{-1}\left(z_{0}\right)-\xi_{I}\right)}{\left(T_{\alpha}^{-1} S_{J}\left(z_{0}\right)-\xi_{I}\right)\left(T_{\alpha}^{-1}\left(z_{0}\right)-\eta_{I}\right)} \tag{A.14}
\end{equation*}
$$

the right side of the Eq. (A.13) for $I \neq J$ becomes:

$$
\begin{equation*}
\sum_{T_{\alpha}}^{(I)} \log \frac{\left(T_{\alpha}^{-1} S_{J}\left(z_{0}\right)-\eta_{I}\right)\left(T_{\alpha}^{-1}\left(z_{0}\right)-\xi_{I}\right)}{\left(T_{\alpha}^{-1} S_{J}\left(z_{0}\right)-\xi_{I}\right)\left(T_{\alpha}\left(z_{0}\right)-\eta_{I}\right)}=\sum_{T_{\alpha}}^{(J, I)} \sum_{n \in \mathbb{Z}} \log \frac{\left(T_{\alpha}^{-1} S_{J}^{n+1}\left(z_{0}\right)-\eta_{I}\right)\left(T_{\alpha}^{-1} S_{J}^{n}\left(z_{0}\right)-\xi_{I}\right)}{\left(T_{\alpha}^{-1} S_{J}^{n+1}\left(z_{0}\right)-\xi_{I}\right)\left(T_{\alpha} S_{J}^{n}\left(z_{0}\right)-\eta_{I}\right)} \tag{A.15}
\end{equation*}
$$

where $(J, I)$ means a sum over the elements $T_{\alpha}$ without $I$ and $J$ as rightmost and leftmost factor, respectively. It is easy to see that the sum over $n$ vanishes due to the properties of the logarithm, except at the points $n= \pm \infty$, thus getting for $I \neq J[20]$ :

$$
\begin{align*}
\oint_{b_{J}} \omega_{I} & =\sum_{T_{\alpha}}^{(J, I)} \log \frac{\left(T_{\alpha}^{-1} S_{J}^{\infty}\left(z_{0}\right)-\eta_{I}\right)}{\left(T_{\alpha}^{-1} S_{J}^{\infty}\left(z_{0}\right)-\xi_{I}\right)} \frac{\left(T_{\alpha}^{-1} S_{J}^{-\infty}\left(z_{0}\right)-\xi_{I}\right)}{\left(T_{\alpha}^{-1} S_{J}^{-\infty}\left(z_{0}\right)-\eta_{I}\right)}  \tag{A.16}\\
& =\sum_{T_{\alpha}}^{(J, I)} \log \frac{\left(\eta_{J}-T_{\alpha}\left(\eta_{I}\right)\right)}{\left(\eta_{J}-T_{\alpha}\left(\xi_{I}\right)\right)} \frac{\left(\xi_{J}-T_{\alpha}\left(\xi_{I}\right)\right)}{\left(\xi_{J}-T_{\alpha}\left(\eta_{I}\right)\right)},
\end{align*}
$$

where $S_{J}^{\infty}\left(z_{0}\right)=\eta_{J}$ and $S^{-\infty}\left(z_{0}\right)_{J}=\xi_{J}$. The same analysis can be repeated in the case $I=J$, the only difference is that in Eq. (A.15) for $n \neq 0$ the case $T_{\alpha}=\mathbb{I}$ has to be
excluded because it violates the restriction that $T_{\alpha}$ doesn't have $S_{I}$ as rightmost factor. This means that, in using Eq. (A.14), the identity has to be excluded, getting:

$$
\begin{equation*}
\sum_{T_{\alpha} \neq \mathbb{I}}^{(I)} \log \frac{S_{I}\left(z_{0}\right)-T_{\alpha}\left(\eta_{I}\right)}{z_{0}-T_{\alpha}\left(\eta_{I}\right)} \frac{z_{0}-T_{\alpha}\left(\xi_{I}\right)}{S_{I}\left(z_{0}\right)-T_{\alpha}\left(\xi_{I}\right)}=\sum_{T_{\alpha} \neq \mathbb{I}}^{(I, I)} \log \frac{\left(\eta_{I}-T_{\alpha}\left(\eta_{I}\right)\right)}{\left(\eta_{I}-T_{\alpha}\left(\xi_{I}\right)\right)} \frac{\left(\xi_{I}-T_{\alpha}\left(\xi_{I}\right)\right)}{\left(\xi_{I}-T_{\alpha}\left(\eta_{I}\right)\right)} \tag{A.17}
\end{equation*}
$$

The contribution from the identity is instead given by:

$$
\begin{equation*}
\log \frac{S_{I}\left(z_{0}\right)-\eta_{I}}{S_{I}\left(z_{0}\right)-\xi_{I}} \frac{z_{0}-\xi_{I}}{z_{0}-\eta_{I}}=\log k_{I} \tag{A.18}
\end{equation*}
$$

In conclusion we have:

$$
\begin{equation*}
\oint_{b_{J}} \omega_{I}=2 \pi i \tau_{I J} \tag{A.19}
\end{equation*}
$$

where

$$
\begin{equation*}
2 \pi i \tau_{I J}=\delta_{I J} \log k_{I}-\sum_{T_{\alpha}}^{\prime(J, I)} \log \frac{\left(\eta_{J}-T_{\alpha}\left(\xi_{I}\right)\right)}{\left(\eta_{J}-T_{\alpha}\left(\eta_{I}\right)\right)} \frac{\left(\xi_{J}-T_{\alpha}\left(\eta_{I}\right)\right)}{\left(\xi_{J}-T_{\alpha}\left(\xi_{I}\right)\right)} \tag{A.20}
\end{equation*}
$$

and the prime on the sum means that the identity is not present for $I=J$. The quantity $\tau_{I J}$ is the period matrix in the Schottky representation of the Riemann surface.

## A. 3 The Prime Form

The prime form $\mathbb{E}\left(z_{1}, z_{2}\right)$ is a differential form with conformal weight $(-1 / 2,-1 / 2)$. In the Schottky parametrization it is given by:

$$
\begin{equation*}
\mathbb{E}\left(z_{1}, z_{2}\right)=\frac{\left(z_{1}-z_{2}\right)}{\sqrt{d z_{1} d z_{2}}} \prod_{\alpha}^{\prime} \frac{\left(z_{1}-T_{\alpha}\left(z_{2}\right)\right)\left(z_{2}-T_{\alpha}\left(z_{1}\right)\right)}{\left(z_{1}-T_{\alpha}\left(z_{1}\right)\right)\left(z_{2}-T_{\alpha}\left(z_{2}\right)\right)} \equiv \frac{E\left(z_{1}, z_{2}\right)}{\sqrt{d z_{1} d z_{2}}} \tag{A.21}
\end{equation*}
$$

where the prime means that the identity is excluded and $T_{\alpha}$ and $T_{\alpha}^{-1}$ are counted only once. The prime form doesn't change if we move the argument around the $a_{I}$ cycles. It changes around the $b_{I}$ cycles according to the rule [15]:

$$
\begin{equation*}
\mathbb{E}\left(S_{I}\left(z_{1}\right), z_{2}\right)=-e^{-i \pi \tau_{I I}} e^{-\int_{z_{2}}^{z_{1}} \omega_{I}} \mathbb{E}\left(z_{1}, z_{2}\right) \tag{A.22}
\end{equation*}
$$

In what follows we also give the periodicity properties of the function $E\left(z_{1}, z_{2}\right)$ around the homology cycles of the Riemann surface. This function is, by its definition, invariant around the cycle $a_{I}$, while from the identity:

$$
\begin{equation*}
d S_{I}(z)=-\frac{d z}{\left(c_{I} z+d_{I}\right)^{2}} \tag{A.23}
\end{equation*}
$$

we have

$$
\begin{equation*}
E\left(S_{I}\left(z_{1}\right), z_{2}\right)=\mathbb{E}\left(S_{I}\left(z_{1}\right), z_{2}\right) \sqrt{d S_{I}\left(z_{1}\right) d z_{2}}=-\frac{i}{\left(c_{I} z_{1}+d_{I}\right)} e^{-i \pi \tau_{I I}} e^{-\int_{z_{2}}^{z_{1}} \omega_{I}} E\left(z_{1}, z_{2}\right) \tag{A.24}
\end{equation*}
$$

In this paper, with an abuse of notation, we call both $\mathbb{E}\left(z_{1}, z_{2}\right)$ and $E\left(z_{1}, z_{2}\right)$ the prime form, although the latter is not a form.

An alternative expression of the prime form given in terms of the Riemann Theta function is [32] ${ }^{4}$ :

$$
\mathbb{E}=\frac{\Theta\left[\begin{array}{l}
{\overrightarrow{\delta_{1}^{1}}}_{1}^{\dot{\delta}_{2}} \tag{A.25}
\end{array}\right]\left(\vec{\nu}_{w}-\vec{\nu}_{z} \mid \tau\right)}{\sqrt{\zeta(w) d z} \sqrt{\zeta(w) d w}} \quad ; \quad \vec{\nu}_{w}-\vec{\nu}_{z}=\frac{1}{2 \pi i} \int_{z}^{w} \vec{\omega}
$$

where $\vec{\delta}_{1,2}$ are fixed odd theta characteristics, $\zeta(z)=\partial_{\nu^{I}} \Theta\left[\begin{array}{l}\vec{\delta}_{1} \\ \vec{\delta}_{2}\end{array}\right](0 \mid \tau) \omega^{I}(z)$, and the Riemann Theta function is:

$$
\Theta\left[\begin{array}{c}
\vec{\delta}_{1}  \tag{A.26}\\
\vec{\delta}_{2}
\end{array}\right](\vec{\nu} \mid \tau)=\sum_{\vec{n} \in \mathbb{Z}^{h}} e^{\pi i\left(n^{I}+\delta_{1}^{I}\right) \tau_{I J}\left(n^{J}+\delta_{1}^{J}\right)} e^{2 \pi i\left(n_{I}+\delta_{1 I}\right)\left(\nu^{I}+\delta_{2}^{I}\right)}
$$

The Riemann Theta function satisfies the following periodicity conditions:
with $(\vec{p}, \vec{q}) \in \mathbb{Z}^{2 h}$.

## B Scalar Green function on genus $h$ Riemann surface

In this Appendix we discuss how the function $\mathcal{G}_{h}(z, w)$ introduced in Eq. (2.10) is related to the scalar Green function on a genus $h$ Riemann surface.

In Eq. (2.90) of Ref. [24] the regularized Green function is defined through the following relation:

$$
\begin{equation*}
G_{r}\left(z_{i}, z_{j}\right)=G\left(z_{i}, z_{j}\right)-\frac{1}{2} G_{R}\left(z_{i}, z_{i}\right)-\frac{1}{2} G_{R}\left(z_{j}, z_{j}\right)=-\frac{1}{2} \log \left[\rho\left(z_{i}\right) \rho\left(z_{j}\right)\right]-\log F\left(z_{i}, z_{j}\right) \tag{B.1}
\end{equation*}
$$

where the Green function is defined as follows

$$
\begin{equation*}
G\left(z_{i}, z_{j}\right)=\left\langle x\left(z_{i}\right) x\left(z_{j}\right)\right\rangle \tag{B.2}
\end{equation*}
$$

and $G_{R}$ provides the regularization at coincident points $z_{i}=z_{j}$ (see Ref. [24] for explicit expressions). The metric in the conformal gauge has been chosen to be

$$
\begin{equation*}
d s^{2}=\rho(z) d z d \bar{z} \tag{B.3}
\end{equation*}
$$

and the function $F$, defined by

$$
\begin{equation*}
\log F\left(z_{i}, z_{j}\right)=\log \left|E\left(z_{i}, z_{j}\right)\right|^{2}+\operatorname{Re}\left(\int_{z_{j}}^{z_{i}} \omega_{I}\right)(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \operatorname{Re}\left(\int_{z_{i}}^{z_{j}} \omega_{J}\right) \tag{B.4}
\end{equation*}
$$

[^4]was introduced in Eqs. (2.90) and (2.91) of Ref. [24], with $E$ being the prime form, $\omega_{I}$ the abelian differentials, and $\tau_{I J}$ the period matrix (see Appendix A). ${ }^{5}$

If the conformal factors in Eq. (B.1) are related to the choice of coordinates $V_{i}(z)$, entering in Eq. (2.10), by

$$
\begin{equation*}
\frac{1}{\rho\left(z_{i}\right)}=\left|V_{i}^{\prime}(0)\right|^{2} \quad ; \quad \frac{1}{\rho\left(z_{j}\right)}=\left|V_{j}^{\prime}(0)\right|^{2} \tag{B.5}
\end{equation*}
$$

we see that Eq. (B.1) implies that

$$
\begin{equation*}
G_{r}(z, w)=-\mathcal{G}_{h}(z, w) \tag{B.6}
\end{equation*}
$$

In the following subsection we will argue that this coordinate choice can be consistently made. In a subsequent subsection we discuss some properties of $G_{r}$.

## B. 1 Choice of coordinates

The identification in Eq. (B.6) is found through the relation in Eq. (B.5) between $\rho(z)$ and $V_{i}^{\prime}(0)$. This choice of coordinates can be made if both sides of the relation transform in the same way under conformal transformations, which we will now check.

A coordinate system around a puncture is defined by the function:

$$
\begin{equation*}
w_{i}=V_{i}^{-1}(z) \longrightarrow z=V_{i}\left(w_{i}\right) \tag{B.7}
\end{equation*}
$$

where $z$ is a global coordinate that gives $z_{i}$ for $w_{i}=0$ :

$$
\begin{equation*}
z_{i}=V_{i}(0) \tag{B.8}
\end{equation*}
$$

If we use another global parameter $\tilde{z}$ then we have the following relation

$$
\begin{equation*}
w_{i}=\tilde{V}_{i}^{-1}(\tilde{z}) \longrightarrow \tilde{z}=\tilde{V}_{i}\left(w_{i}\right) \quad ; \quad \tilde{z}_{i}=\tilde{V}_{i}(0) \tag{B.9}
\end{equation*}
$$

Since $w_{i}$ is the same in the two equations (B.7) and (B.9) we get:

$$
\begin{equation*}
\frac{\partial \tilde{z}}{\partial z}\left(w_{i}=0\right)=\left.\frac{\partial \tilde{V}\left(w_{i}\right)}{\partial V_{i}\left(w_{i}\right)}\right|_{w_{i}=0}=\frac{\tilde{V}_{i}^{\prime}(0)}{V_{i}^{\prime}(0)} \Longrightarrow \tilde{V}_{i}^{\prime}(0)=\left.\frac{\partial \tilde{z}}{\partial z}\right|_{w_{i}=0} V_{i}^{\prime}(0) \tag{B.10}
\end{equation*}
$$

and hence $V_{i}^{\prime}(0)$ transforms as

$$
\begin{equation*}
\tilde{V}_{i}^{\prime}(0) \tilde{V}_{i}^{\prime}(0)=\left(\frac{\partial \tilde{z}}{\partial z} \frac{\partial \tilde{\bar{z}}}{\partial \bar{z}}\right)_{w_{i}=0} V_{i}^{\prime}(0) \bar{V}_{i}^{\prime}(0) \tag{B.11}
\end{equation*}
$$

Next we consider $\rho(z)$. Under an arbitrary reparametrization the metric transforms as follows:

$$
\begin{equation*}
g_{\mu \nu}(x) \rightarrow \tilde{g}_{\mu \nu}(\tilde{x})=\frac{\partial x^{\rho}}{\partial \tilde{x}^{\mu}} \frac{\partial x^{\sigma}}{\partial \tilde{x}^{\nu}} g_{\mu \nu}(x) \tag{B.12}
\end{equation*}
$$

[^5]In the conformal gauge the previous relation becomes

$$
\begin{equation*}
\rho(z) \rightarrow \tilde{\rho}(\tilde{z})=\frac{\partial z}{\partial \tilde{z}} \frac{\partial \bar{z}}{\partial \overline{\tilde{z}}} \rho(z) \tag{B.13}
\end{equation*}
$$

In particular, we get

$$
\begin{equation*}
\rho\left(z_{i}\right) \rightarrow \tilde{\rho}\left(\tilde{z}_{i}\right)=\left(\frac{\partial z}{\partial \tilde{z}} \frac{\partial \bar{z}}{\partial \tilde{\tilde{z}}}\right)_{w_{i}=0} \rho\left(z_{i}\right) \tag{B.14}
\end{equation*}
$$

Comparing Eqs. (B.14) and (B.11), we see that they are consistent with the identification in Eq. (B.5). In other words the quantity:

$$
\begin{equation*}
\tilde{\rho}\left(\tilde{z}_{i}\right)\left|\tilde{V}_{i}^{\prime}(0)\right|^{2}=\rho\left(z_{i}\right)\left|V_{i}^{\prime}(0)\right|^{2} \tag{B.15}
\end{equation*}
$$

is invariant under the conformal coordinate transformations.

## B. 2 Properties of the regularized Green function

The regularized Green function, $G_{r}(z, w)$, satisfies the following equation:

$$
\begin{equation*}
\partial_{z} \partial_{\bar{z}} G_{r}(z, w)=-\pi \delta^{(2)}(z-w)+\frac{2 \pi g_{z \bar{z}}}{\int d^{2} z \sqrt{g}} . \tag{B.16}
\end{equation*}
$$

In the conformal gauge, $d s^{2}=\rho d z d \bar{z}$, we have that

$$
\begin{equation*}
g_{z \bar{z}}=\rho / 2 \quad \text { and } \quad \sqrt{g}=\rho / 2 \tag{B.17}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\int \partial_{z} \partial_{\bar{z}} G_{r}(z, w) d^{2} z=0 \tag{B.18}
\end{equation*}
$$

because with our conventions for $d^{2} z$ we get that $\int d^{2} z \delta^{(2)}(z-w)=2$.
It is easy to verify that $G_{r}$ is invariant under transport along the homology cycles of the Riemann surface. As an example we outline the proof in the case of the $b_{I}$ cycles. With the help of Eqs. (A.12), (A.19), (A.24) and (B.13) we get:

$$
\begin{align*}
-G_{r}\left(S_{I}\left(z_{1}\right), z_{2}\right) & =\log F\left(S_{I}\left(z_{1}\right), z_{2}\right)+\frac{1}{2} \log \left[\rho\left(S_{I}\left(z_{1}\right), S_{I}\left(\bar{z}_{1}\right)\right) \rho\left(z_{2}, \bar{z}_{2}\right)\right] \\
& =\log F\left(z_{1}, z_{2}\right)-\log \left|c_{I} z+d_{I}\right|^{2}+\frac{1}{2} \log \left[\rho\left(z_{1}, \bar{z}_{1}\right) \rho\left(z_{2}, \bar{z}_{2}\right)\right]+\log \left|c_{I} z+d_{I}\right|^{2} \\
& =-G_{r}\left(z_{1}, z_{2}\right) \tag{B.19}
\end{align*}
$$

The $F$-function defined in Eq. (B.4), and related to $G_{r}$ through Eq. (B.1), satisfies according to Ref. [24] the following equation:

$$
\begin{equation*}
\partial_{z} \partial_{\bar{z}} \log F(z, w)=\pi \delta^{(2)}(z-w)-\frac{1}{4 \pi} \omega_{I}(z)(\operatorname{Im} \tau)_{I J}^{-1} \bar{\omega}_{J}(\bar{z}) \tag{B.20}
\end{equation*}
$$

On the other hand, from Eq. (B.1) and (B.16) we get

$$
\begin{equation*}
\partial_{z} \partial_{\bar{z}} \log F(z, w)=\pi \delta^{(2)}(z-w)-\frac{2 \pi \rho(z)}{\int d^{2} z \rho(z)}-\frac{1}{2} \partial_{z} \partial_{\bar{z}} \log \rho(z) \tag{B.21}
\end{equation*}
$$

Equating (B.20) and (B.21) we thus find the relation

$$
\begin{equation*}
\frac{1}{4 \pi} \omega_{I}(z)(\operatorname{Im} \tau)_{I J}^{-1} \bar{\omega}_{J}(\bar{z})=\frac{2 \pi \rho(z)}{\int d^{2} z \rho(z)}+\frac{1}{2} \partial_{z} \partial_{\bar{z}} \log \rho(z) \tag{B.22}
\end{equation*}
$$

We would like here to check this nontrivial relation. We can explicitly prove the integral version of this identity. In a two-dimensional euclidean conformally flat space-time with metric

$$
g_{a b}=\left(\begin{array}{cc}
0 & \frac{\rho}{2}  \tag{B.23}\\
\frac{\rho}{2} & 0
\end{array}\right)=\frac{\rho}{2}\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) \quad ; \quad g^{a b}=\frac{2}{\rho}\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

the curvature scalar is related to $\rho$ as follows

$$
\begin{equation*}
R=-\frac{1}{\rho} \partial_{\mu} \partial^{\mu} \log \rho=-\frac{4}{\rho} \partial_{z} \partial_{\bar{z}} \log \rho \tag{B.24}
\end{equation*}
$$

where

$$
\begin{equation*}
z=z_{1}+i z_{2} ; \quad \bar{z}=z_{1}-i z_{2} ; \partial_{z}=\frac{1}{2}\left(\partial_{z_{1}}-i \partial_{z_{2}}\right) ; \partial_{\bar{z}}=\frac{1}{2}\left(\partial_{z_{1}}+i \partial_{z_{2}}\right) \tag{B.25}
\end{equation*}
$$

Now, integrating Eq. (B.22) over $d^{2} z$ and using the relation in Eq. (3.5),

$$
\begin{equation*}
\int d^{2} z \omega_{I}(z) \bar{\omega}_{J}(\bar{z})=2(2 \pi)^{2}(\operatorname{Im} \tau)_{I J} \tag{B.26}
\end{equation*}
$$

we get

$$
\begin{equation*}
2 \pi h=2 \pi-\frac{1}{8} \int d^{2} z \rho R \tag{B.27}
\end{equation*}
$$

The Gauss-Bonnet theorem for a compact Riemann surface without boundary states that

$$
\begin{equation*}
\frac{1}{4 \pi} \int \sqrt{g} R=2(1-h) \tag{B.28}
\end{equation*}
$$

and since $\sqrt{g}=\rho / 2$ we see that Eq. (B.27) is indeed satisfied.
We can furthermore check Eq. (B.22) explicitly at one loop. At one-loop we have

$$
\begin{equation*}
\omega(z)=\frac{1}{z} ; \quad \bar{\omega}(\bar{z})=\frac{1}{\bar{z}} ; \quad \operatorname{Im} \tau \equiv \tau_{2} ; \quad R=0 \tag{B.29}
\end{equation*}
$$

Then, Eq. (B.22), using Eq. (B.24), becomes

$$
\begin{equation*}
\frac{1}{4 \pi|z|^{2} \tau_{2}}=\frac{2 \pi \rho(z)}{\int d^{2} z \rho(z)} \tag{B.30}
\end{equation*}
$$

Assuming that, at one-loop, $\rho(z)$ is equal to (which we prove in the end)

$$
\begin{equation*}
\rho(z)=\frac{1}{(2 \pi)^{2}|z|^{2}}=\frac{1}{(2 \pi)^{2}} \omega(z) \bar{\omega}(\bar{z}) \tag{B.31}
\end{equation*}
$$

we can compute the volume integral in the denominator of the rhs

$$
\begin{align*}
\int d^{2} z \rho(z) & =\frac{1}{(2 \pi)^{2}} \int \frac{d^{2} z}{|z|^{2}}=\frac{1}{(2 \pi)^{2}} \int \frac{d z \wedge d \bar{z}}{i z} \partial_{\bar{z}} \log |z|^{2} \\
& =\frac{1}{(2 \pi)^{2}}\left(\oint_{|z|=1} \frac{d z}{i z} \log |z|^{2}-\oint_{|z|=|k|} \frac{d z}{i z} \log |z|^{2}\right)=-\frac{2 \pi}{(2 \pi)^{2}} \log |k|^{2} \\
& =2 \tau_{2} \tag{B.32}
\end{align*}
$$

where we have used the relation:

$$
\begin{equation*}
|k|^{2}=\mathrm{e}^{-4 \pi \tau_{2}} \tag{B.33}
\end{equation*}
$$

and the fact that the integral is performed in the region of the $z$-plane contained between the circle of radius 1 and that of radius $|k|$. Consistently, the result of Eq. (B.32) follows also immediately from Eq. (B.26) and Eq. (B.31). Eqs. (B.31) and (B.32) imply that Eq. (B.30) is satisfied.

Finally, comparing Eqs. (B.5) and (B.31), at one-loop, we get [34]:

$$
\begin{equation*}
V_{i}^{\prime}(0)=2 \pi z_{i} \tag{B.34}
\end{equation*}
$$

The same result can be obtained by observing that the one-loop world-sheet in the closed string is a torus which is a flat manifold. Parametrizing the manifold with real coordinates $(\tau, \sigma)$, the metric will be given by $d s^{2}=\mathrm{d} \tau^{2}+d \sigma^{2}$. By rewriting the metric in terms of the complex coordinates $z=e^{2 \pi(\tau-i \sigma)}$ and $\bar{z}=e^{2 \pi(\tau+i \sigma)}$, one gets:

$$
\begin{equation*}
d s^{2}=\mathrm{d} \tau^{2}+d \sigma^{2}=\frac{d z d \bar{z}}{(2 \pi)^{2}|z|^{2}} \tag{B.35}
\end{equation*}
$$

It is then immediately seen that the 1-loop conformal factor of the metric is exactly the one written in Eq. (B.31)

## C Derivation of the $N$-Reggeon vertex

In this Appendix we derive the $N$-Reggeon Vertex for the closed bosonic string given in Eq. (2.1) starting from Eq. (3.24) of Ref. [15]. We start by noticing that the terms in the first line of Eq. (3.23) of the reference cancel with the terms in the denominator in the $\log$ of the second line of Eq. (3.24) with $i \neq j$. This happens for both the holomorphic and anti-holomorphic variables. This means that the vertex in Eq. (3.24) of Ref. [15] can
be written as follows:

$$
\begin{align*}
V_{N}= & C_{h} N_{0}^{N} \int d V\langle\Omega| \prod_{i=1}^{N}\left[\left|V_{i}^{\prime}(0)\right|^{\alpha^{\prime} p_{i}^{2}}\right] \exp \left[\left.\frac{1}{2} \sum_{i=1}^{N} \sum_{n=1}^{\infty} \frac{\alpha_{n}^{(i)}}{n!} \alpha_{0}^{(i)} \frac{\partial^{n}}{\partial z^{n}} \log V^{\prime}(z)\right|_{z=0}\right] \\
& \times \exp \left[\left.\frac{1}{2} \sum_{i=1}^{N} \sum_{n=1}^{\infty} \frac{\bar{\alpha}_{n}^{(i)}}{n!} \alpha_{0}^{(i)} \frac{\partial^{n}}{\partial \bar{z}^{n}} \log \bar{V}^{\prime}(\bar{z})\right|_{\bar{z}=0}\right] \\
& \times \exp \left[\left.\frac{1}{2} \sum_{i \neq j} \sum_{n, m=0}^{\infty} \frac{\alpha_{n}^{(i)}}{n!} \partial_{z}^{n} \partial_{y}^{m} \log E\left(V_{i}(z), V_{j}(y)\right)\right|_{z=y=0} \frac{\alpha_{m}^{(j)}}{m!}\right] \\
& \times \exp \left[\left.\frac{1}{2} \sum_{i \neq j} \sum_{n, m=0}^{\infty} \frac{\bar{\alpha}_{n}^{(i)}}{n!} \partial_{\bar{z}}^{n} \partial_{\bar{y}}^{m} \log E\left(\bar{V}_{i}(\bar{z}), \bar{V}_{j}(\bar{y})\right)\right|_{z=y=0} \frac{\bar{\alpha}_{m}^{(j)}}{m!}\right] \\
& \times \exp \left[\left.\frac{1}{2} \sum_{i=1}^{N} \sum_{n, m=0}^{\infty} \alpha_{n}^{(i)} \frac{1}{n!m!} \partial_{z}^{n} \partial_{y}^{m} \log \frac{E\left(V_{i}(z), V_{i}(y)\right)}{V_{i}(z)-V_{i}(y)}\right|_{z=y=0} \alpha_{m}^{(i)}\right] \\
& \times \exp \left[\left.\frac{1}{2} \sum_{i=1}^{N} \sum_{n, m=0}^{\infty} \bar{\alpha}_{n}^{(i)} \frac{1}{n!m!} \partial_{\bar{z}}^{n} \partial_{\bar{y}}^{m} \log \frac{E\left(\bar{V}_{i}(\bar{z}), \bar{V}_{i}(\bar{y})\right)}{\bar{V}_{i}(\bar{z})-\bar{V}_{i}(\bar{y})}\right|_{\bar{z}=\bar{y}=0} \bar{\alpha}_{m}^{(i)}\right] \\
& \times \exp \left[\sum_{i, j=1}^{N} \sum_{n=0}^{\infty}\left(\frac{\alpha_{n}^{(i)}}{n!} \partial_{z}^{n}+\frac{\bar{\alpha}_{n}^{(i)}}{n!} \partial_{\bar{z}}^{n}\right) \operatorname{Re}\left(\int_{z_{0}}^{V_{i}(z)} \omega_{I}\right)(2 \pi \operatorname{Im} \tau)_{I J}^{-1}\right. \\
& \left.\times \sum_{m=0}^{\infty}\left(\frac{\alpha_{m}^{(j)}}{n!} \partial_{z}^{m}+\frac{\bar{\alpha}_{m}^{(i)}}{m!} \partial_{\bar{z}}^{m}\right) \operatorname{Re}\left(\int_{z_{0}}^{V_{j}(z)} \omega_{J}\right)\right] \tag{C.1}
\end{align*}
$$

where we have also integrated over the momenta circulating in the $h$ loops. The final vertex is written in Eq. (2.1) where, for reasons that will become clear later, using momentum conservation, we have put the factor in front containing $V_{i}^{\prime}(0)$ together with the primeform. This has been done by rewriting it as follows:

$$
\begin{equation*}
\prod_{i=1}^{N}\left[\left(V_{i}^{\prime}(0)\right)^{\frac{\alpha^{\prime} p_{i}^{2}}{2}}\right]=\exp \left[-\frac{\alpha^{\prime}}{2} \sum_{i<j=1}^{N} p_{i} p_{j} \log \sqrt{V_{i}^{\prime}(0) V_{j}^{\prime}(0)}\right] \tag{C.2}
\end{equation*}
$$

Re In the vertex in Eq. (2.1) we have also eliminated the dependence on the arbitrary point $z_{0}$. This is shown in the following.

Let us consider the part containing the momentum given by

$$
\begin{align*}
&\left.\sum_{i, j} p_{i} p_{j} \operatorname{Re}\left(\int_{z_{0}}^{V_{i}(z)} \omega_{I}\right)(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \operatorname{Re}\left(\int_{z_{0}}^{V_{j}(y)} \omega_{J}\right)\right|_{z=y=0} \\
&=\left.\sum_{i \neq j} p_{i} p_{j} \operatorname{Re}\left(\int_{z_{0}}^{V_{j}(y)}+\int_{V_{j}(y)}^{V_{i}(z)}\right) \omega_{I}(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \operatorname{Re} \int_{z_{0}}^{V_{j}(y)} \omega_{J}\right|_{z=y=0} \\
&+\left.\sum_{i} p_{i}^{2} \operatorname{Re}\left(\int_{z_{0}}^{V_{i}(z)} \omega_{I}\right)(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \operatorname{Re}\left(\int_{z_{0}}^{V_{i}(z)} \omega_{J}\right)\right|_{z=y=0} \\
&=\left.\sum_{i \neq j} p_{i} p_{j} \operatorname{Re}\left(\int_{V_{j}(y)}^{V_{i}(z)} \omega_{I}\right)(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \operatorname{Re}\left(\int_{z_{0}}^{V_{j}(y)} \omega_{J}\right)\right|_{z=y=0} \\
& \quad-\left.\sum_{j} p_{j}^{2} \operatorname{Re}\left(\int_{z_{0}}^{V_{j}(y)} \omega_{I}\right)(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \operatorname{Re}\left(\int_{z_{0}}^{V_{j}(y)} \omega_{J}\right)\right|_{z=y=0} \\
&+\left.\sum_{i} p_{i}^{2} \operatorname{Re}\left(\int_{z_{0}}^{V_{i}(z)} \omega_{I}\right)(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \operatorname{Re}\left(\int_{z_{0}}^{V_{i}(z)} \omega_{J}\right)\right|_{z=y=0} \\
&=\left.\sum_{i \neq j} p_{i} p_{j} \operatorname{Re}\left(\int_{V_{j}(y)}^{V_{i}(z)} \omega_{I}\right)(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \operatorname{Re}\left(\int_{z_{0}}^{V_{j}(y)} \omega_{J}\right)\right|_{z=y=0} \tag{C.3}
\end{align*}
$$

In conclusion, we get

$$
\begin{align*}
& \left.\sum_{i, j} p_{i} p_{j} \operatorname{Re}\left(\int_{z_{0}}^{V_{i}(z)} \omega_{I}\right)(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \operatorname{Re}\left(\int_{z_{0}}^{V_{j}(y)} \omega_{J}\right)\right|_{z=y=0} \\
& =\left.\sum_{i, j} p_{i} p_{j} \operatorname{Re}\left(\int_{V_{j}(y)}^{V_{i}(z)} \omega_{I}\right)(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \operatorname{Re}\left(\int_{z_{0}}^{V_{j}(y)} \omega_{J}\right)\right|_{z=y=0} \tag{C.4}
\end{align*}
$$

where in the last step we have added the terms $i=j$ because they do not give any contribution. In order to see that the quantity on the lhs of the previous equation is independent of $z_{0}$, we rewrite it as follows:

$$
\begin{align*}
& \left.\sum_{i, j} p_{i} p_{j} \operatorname{Re}\left(\int_{z_{0}}^{V_{i}(z)} \omega_{I}\right)(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \operatorname{Re}\left(\int_{z_{0}}^{V_{j}(y)} \omega_{J}\right)\right|_{z=y=0} \\
& =\left.\sum_{i, j} p_{i} p_{j} \operatorname{Re}\left[\left(\int_{z_{0}}^{V_{j}(y)}+\int_{V_{j}(y)}^{V_{i}(z)}\right) \omega_{I}\right](2 \pi \operatorname{Im} \tau)_{I J}^{-1} \operatorname{Re}\left[\left(\int_{z_{0}}^{V_{i}(z)}+\int_{V_{i}(z)}^{V_{j}(y)}\right) \omega_{J}\right]\right|_{z=y=0} \tag{C.5}
\end{align*}
$$

that implies

$$
\begin{align*}
& \left.\sum_{i, j} p_{i} p_{j} \operatorname{Re}\left(\int_{V_{j}(y)}^{V_{i}(z)}\right) \omega_{I}(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \operatorname{Re}\left(\int_{V_{i}(z)}^{V_{j}(y)}\right) \omega_{J}\right|_{z=y=0} \\
& =-\left.\sum_{i, j} p_{i} p_{j} \operatorname{Re}\left(\int_{z_{0}}^{V_{j}(y)}\right) \omega_{I}(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \operatorname{Re}\left(\int_{V_{i}(z)}^{V_{j}(y)}\right) \omega_{J}\right|_{z=y=0} \\
& \quad-\left.\sum_{i, j} p_{i} p_{j} \operatorname{Re}\left(\int_{V_{j}(y)}^{V_{i}(z)}\right) \omega_{I}(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \operatorname{Re}\left(\int_{z_{0}}^{V_{i}(z)}\right) \omega_{J}\right|_{z=y=0} \\
& =-\left.2 \sum_{i, j} p_{i} p_{j} \operatorname{Re}\left(\int_{V_{i}(z)}^{V_{j}(y)}\right) \omega_{I}(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \operatorname{Re}\left(\int_{z_{0}}^{V_{j}(y)}\right) \omega_{J}\right|_{z=y=0} \tag{C.6}
\end{align*}
$$

where we have used the fact that the terms in the second and third lines are equal as one can see by exchanging the indices $i$ with $j$ in one of them. Comparing the previous equation with Eq. (C.4) we get the final result

$$
\begin{align*}
& \left.\sum_{i, j} p_{i} p_{j} \operatorname{Re}\left(\int_{z_{0}}^{V_{i}(z)} \omega_{I}\right)(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \operatorname{Re}\left(\int_{z_{0}}^{V_{j}(y)} \omega_{J}\right)\right|_{z=y=0} \\
& =\left.\frac{1}{2} \sum_{i, j} p_{i} p_{j} \operatorname{Re}\left(\int_{V_{j}(y)}^{V_{i}(z)} \omega_{I}\right)(2 \pi \operatorname{Im} \tau)_{I J}^{-1} \operatorname{Re}\left(\int_{V_{i}(z)}^{V_{j}(y)} \omega_{J}\right)\right|_{z=y=0} \tag{C.7}
\end{align*}
$$

that shows independence on $z_{0}$ for the terms with two momenta. The terms involving only the oscillators do not have any dependence on $z_{0}$. The terms with an oscillator and a momentum do not depend on $z_{0}$ because of momentum conservation. Therefore we can eliminate $z_{0}$ everywhere as in Eq. (C.7). This ends the derivation of Eq. (2.1).

## D Calculation of $S_{1}$

Let us for brevity make some definitions and recall some identities,

$$
\begin{align*}
& \partial_{\bar{z}_{1}} \partial_{z_{1}} \mathcal{G}\left(z_{1}, z_{2}\right)=\pi \delta^{(2)}\left(z_{1}-z_{2}\right)+\mathcal{T}\left(z_{1}\right)  \tag{D.1}\\
& \int_{\Sigma_{h}} d^{2} z \partial_{\bar{z}} \partial_{z} \mathcal{G}(z, w)=0 \quad \Leftrightarrow \quad \int_{\Sigma_{h}} d^{2} z \mathcal{T}(z)=-2 \pi  \tag{D.2}\\
& e^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z_{i}, z_{i}\right)} \propto\left|E\left(z_{i}, z_{i}\right)\right|^{\alpha^{\prime} k_{i} q}=0 \tag{D.3}
\end{align*}
$$

where $\mathcal{G}$ is the quantity defined in Eq. (2.10), however, in this section we suppress the index $h$ for brevity. These relations apply for any number of loops $h \geq 1$, and are sufficient to determine the soft behavior of $S_{1}$ defined in Eq. (3.3) through order $q$ in terms of $\mathcal{G}$ only, which will here be shown. We repeat the definition of $S_{1}$ and decompose the integrand in
three parts:

$$
\begin{align*}
S_{1}=\int \mathrm{d}^{2} z & {\left[1+\sum_{j \neq i}^{n} \frac{\alpha^{\prime}}{2} k_{j} q \mathcal{G}_{h}\left(z_{i}, z\right)+\frac{1}{2}\left(\frac{\alpha^{\prime}}{2}\right)^{2} \sum_{j, l \neq i}^{n}\left(k_{j} q\right)\left(k_{l} q\right) \mathcal{G}_{h}\left(z_{j}, z\right) \mathcal{G}_{h}\left(z_{l}, z\right)\right] } \\
& \times \frac{\alpha^{\prime}}{2} \sum_{i, j=1}^{n}\left(k_{i} \epsilon\right)\left(k_{j} \bar{\epsilon}\right) \partial_{z} \mathcal{G}_{h}\left(z_{i}, z\right) \partial_{\bar{z}} \mathcal{G}_{h}\left(z_{j}, z\right) e^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}_{h}\left(z_{i}, z\right)}+\mathcal{O}\left(q^{2}\right) \\
= & I_{0}+\left(\frac{\alpha^{\prime}}{2}\right) I_{1}+\frac{1}{2}\left(\frac{\alpha^{\prime}}{2}\right)^{2} I_{2}+\mathcal{O}\left(q^{2}\right) \tag{D.4}
\end{align*}
$$

In the following subsections we will make substantial use of integration by parts, neglecting boundary (total derivative) terms, to compute the three terms above. Remarkably, the three terms can be fully computed by only using the above properties of Green's function; i.e. without knowing its explicit form, in the case where the soft state is symmetrically polarized. We summarize here the results of the calculation:

$$
\begin{align*}
I_{0}= & 2 \pi \sum_{i} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{i} \bar{\epsilon}_{q}\right)}{k_{i} q}-2 \pi \frac{\alpha^{\prime}}{2} \sum_{i \neq j}\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right) \mathcal{G}\left(z_{j}, z_{i}\right)\left[1+\frac{\alpha^{\prime}}{4} k_{i} q \mathcal{G}\left(z_{j}, z_{i}\right)\right]  \tag{D.5}\\
I_{1}= & 2 \pi \epsilon_{q \mu \nu}^{S} \sum_{i \neq j} \frac{k_{i}^{\mu} k_{i}^{\nu}}{k_{i} q}\left(k_{j} q\right) \mathcal{G}\left(z_{j}, z_{i}\right)+\frac{2 \pi \alpha^{\prime}}{4} \epsilon_{q \mu \nu}^{S} \sum_{i \neq j} k_{i}^{\mu} k_{j}^{\nu}\left(k_{j} q\right) \mathcal{G}^{2}\left(z_{i}, z_{j}\right) \\
& +\frac{2 \pi \alpha^{\prime}}{4} \epsilon_{q \mu \nu}^{S} \sum_{i \neq j, l}\left[k_{j}^{\mu} k_{l}^{\nu}\left(k_{i} q\right)-k_{i}^{\mu} k_{l}^{\nu}\left(k_{j} q\right)-k_{i}^{\mu} k_{j}^{\nu}\left(k_{l} q\right)\right] \mathcal{G}\left(z_{i}, z_{l}\right) \mathcal{G}\left(z_{i}, z_{j}\right)  \tag{D.6}\\
I_{2}= & 2 \pi \sum_{i=1}\left(k_{i} \epsilon_{q}\right)\left(k_{i} \bar{\epsilon}_{q}\right) \sum_{l, k \neq i} \frac{\left(k_{l} q\right)\left(k_{k} q\right)}{q k_{i}} \mathcal{G}\left(z_{i}, z_{l}\right) \mathcal{G}\left(z_{i}, z_{k}\right) \tag{D.7}
\end{align*}
$$

Only in computing a particular integral in $I_{1}$ was it necessary to impose polarization symmetry on $\epsilon_{q \mu \nu}=\epsilon_{q \mu} \bar{\epsilon}_{q \nu}$, and this was in fact not necessary for the leading order $\mathcal{O}\left(q^{0}\right)$ term in $I_{1}$. Thus through order $q^{0}$ the result is valid for any of the three physical states of the massless closed string; the graviton, the dilaton and the Kalb-Ramond B-field.

## D. 1 Calculation of $I_{0}$

The integral $I_{0}$ can be written as:

$$
\begin{equation*}
I_{0}=\sum_{i, j} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right)}{k_{i} q} \int d^{2} z\left[\partial_{z}\left(\partial_{\bar{z}} \mathcal{G}\left(z, z_{j}\right) e^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z, z_{i}\right)}\right)-\partial_{\bar{z}} \partial_{z} \mathcal{G}\left(z, z_{j}\right) e^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z, z_{i}\right)}\right] \tag{D.8}
\end{equation*}
$$

The boundary term vanishes, and in the second term the definition in Eq. (D.1) can be inserted to get

$$
\begin{align*}
I_{0} & =-\sum_{i, j} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right)}{k_{i} q} \int d^{2} z\left[\pi \delta^{2}\left(z-z_{j}\right)+\mathcal{T}(z)\right] e^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z, z_{i}\right)} \\
& =-2 \pi \sum_{i, j} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right)}{k_{i} q} e^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z_{j}, z_{i}\right)}-\sum_{i} \frac{\left(k_{i} \epsilon_{q}\right)\left(-q \bar{\epsilon}_{q}\right)}{k_{i} q} \int d^{2} z \mathcal{T}(z) e^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z, z_{i}\right)} \\
& =-2 \pi \sum_{i \neq j} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right)}{k_{i} q} e^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z_{j}, z_{i}\right)} \tag{D.9}
\end{align*}
$$

To arrive at the last equality we used identity (D.3) as well as $\sum_{j}\left(k_{j} \bar{\epsilon}_{q}\right)=-\left(q \bar{\epsilon}_{q}\right)=0$.
By expanding the previous expression in the soft-momentum, the first term of the expansion is the Weinberg soft theorem, i.e.:

$$
\begin{equation*}
\sum_{i \neq j} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right)}{k_{i} q}=-\sum_{i} \frac{\left(k_{i} \epsilon_{q}\right)\left(\left(k_{i}+q\right) \bar{\epsilon}_{q}\right)}{k_{i} q}=-\sum_{i} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{i} \bar{\epsilon}_{q}\right)}{k_{i} q} \tag{D.10}
\end{equation*}
$$

Thus, in conclusion:

$$
\begin{equation*}
I_{0}=2 \pi \sum_{i} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{i} \bar{\epsilon}_{q}\right)}{k_{i} q}-2 \pi \frac{\alpha^{\prime}}{2} \sum_{i \neq j}\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right) \mathcal{G}\left(z_{j}, z_{i}\right)\left[1+\frac{\alpha^{\prime}}{4} k_{i} q \mathcal{G}\left(z_{j}, z_{i}\right)\right]+O\left(q^{2}\right) \tag{D.11}
\end{equation*}
$$

This result is formally identically to the tree-level result in Ref. [22], with the difference being in the Green function.

## D. 2 Calculation of $I_{1}$

The integral $I_{1}$ can be written as

$$
\begin{equation*}
I_{1}=\sum_{i j} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right)}{k_{i} q} \sum_{l \neq i}\left(k_{l} q\right) \int d^{2} z \mathcal{G}\left(z, z_{l}\right) \partial_{\bar{z}} \mathcal{G}\left(z, z_{j}\right) \partial_{z} e^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z, z_{i}\right)} \tag{D.12}
\end{equation*}
$$

and integration by parts gives:

$$
\begin{align*}
I_{1}= & -\sum_{i j} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right)}{k_{i} q} \sum_{l \neq i}\left(k_{l} q\right) \int d^{2} z \partial_{\bar{z}} \mathcal{G}\left(z, z_{j}\right) \partial_{z} \mathcal{G}\left(z, z_{l}\right) e^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z, z_{i}\right)} \\
& -\sum_{i j} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right)}{k_{i} q} \sum_{l \neq i}\left(k_{l} q\right) \int d^{2} z \mathcal{G}\left(z, z_{l}\right) \partial_{\bar{z}} \partial_{z} \mathcal{G}\left(z, z_{j}\right) e^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z, z_{i}\right)} \tag{D.13}
\end{align*}
$$

The integral in the second line gives:

$$
\begin{equation*}
I_{1}^{(2)}=-\sum_{i j} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right)}{k_{i} q} \sum_{l \neq i}\left(k_{l} q\right) \int d^{2} z \mathcal{G}\left(z, z_{l}\right)\left[\pi \delta^{2}\left(z-z_{j}\right)+\mathcal{T}(z)\right] e^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z, z_{i}\right)} \tag{D.14}
\end{equation*}
$$

Notice that for the second term we can replace by momentum conservation $\sum_{j} k_{j} \bar{\epsilon}_{q}=$ $-q \epsilon_{q}=0$, and hence only the first term remains, which after expansion reads:

$$
\begin{equation*}
I_{1}^{(2)}=-2 \pi \sum_{i \neq j} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right)}{k_{i} q} \sum_{l \neq i}\left(k_{l} q\right) \mathcal{G}\left(z_{j}, z_{l}\right)\left[1+\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z_{j}, z_{i}\right)\right]+O\left(q^{2}\right) \tag{D.15}
\end{equation*}
$$

where we used that for $i=j$ the expression is zero, before expansion, due to Eq. (D.3). For $l=j$ there is a divergence, but as we will see, it cancels against another term, coming from the first integral in Eq. (D.13).

To calculate the first integral in Eq. (D.13), we consider the cases $i=j$ and $i \neq j$ separately. The case $i=j$ can be written as:

$$
\begin{align*}
\left.I_{1}^{(1)}\right|_{i=j} & =-\sum_{i} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{i} \bar{\epsilon}_{q}\right)}{k_{i} q} \sum_{l \neq i} \frac{\left(k_{l} q\right)}{\frac{\alpha^{\prime}}{2}\left(k_{i} q\right)} \int d^{2} z \partial_{z} \mathcal{G}\left(z, z_{l}\right) \partial_{\bar{z}} \bar{z}^{\frac{\alpha^{\prime}}{2} k_{i} \mathcal{G G}\left(z, z_{i}\right)} \\
& =+\sum_{i} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{i} \bar{\epsilon}_{q}\right)}{k_{i} q} \sum_{l \neq i} \frac{\left(k_{l} q\right)}{\frac{\alpha^{\prime}}{2}\left(k_{i} q\right)} \int d^{2} z \partial_{z} \partial_{\bar{z}} \mathcal{G}\left(z, z_{l}\right) e^{\frac{\alpha^{\prime}}{2} k_{i} \mathcal{G}\left(z, z_{i}\right)} \tag{D.16}
\end{align*}
$$

Using Eq. (D.2) and Eq. (D.1) we get:

$$
\begin{align*}
\left.I_{1}^{(1)}\right|_{i=j}= & 2 \pi \sum_{i} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{i} \bar{\epsilon}_{q}\right)}{k_{i} q} \sum_{l \neq i} \frac{\left(k_{l} q\right)}{\frac{\alpha^{\prime}}{2}\left(k_{i} q\right)}\left[e^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z l, z_{i}\right)}-1\right] \\
& +\sum_{i} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{i} \bar{\epsilon}_{q}\right)}{k_{i} q} \sum_{l \neq i}\left(k_{l} q\right) \int d^{2} z \mathcal{T}(z) \mathcal{G}\left(z, z_{i}\right) \\
& +\frac{\alpha^{\prime}}{4} \sum_{i}\left(k_{i} \epsilon_{q}\right)\left(k_{i} \bar{\epsilon}_{q}\right) \sum_{l \neq i}\left(k_{l} q\right) \int d^{2} z \mathcal{T}(z) \mathcal{G}^{2}\left(z, z_{i}\right)+O\left(q^{2}\right) \\
= & 2 \pi \sum_{i} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{i} \bar{\epsilon}_{q}\right)}{k_{i} q} \sum_{l \neq i}\left(k_{l} q\right) \mathcal{G}\left(z_{l}, z_{i}\right)+\frac{2 \pi \alpha^{\prime}}{4} \sum_{i}\left(k_{i} \epsilon_{q}\right)\left(k_{i} \bar{\epsilon}_{q}\right) \sum_{l \neq i}\left(k_{l} q\right) \mathcal{G}^{2}\left(z_{l}, z_{i}\right) \\
& -\sum_{i}\left(k_{i} \epsilon_{q}\right)\left(k_{i} \bar{\epsilon}_{q}\right) \int d^{2} z \mathcal{T}(z) \mathcal{G}\left(z, z_{i}\right) \\
& -\frac{\alpha^{\prime}}{4} \sum_{i}\left(k_{i} \epsilon_{q}\right)\left(k_{i} \bar{\epsilon}_{q}\right)\left(k_{i} q\right) \int d^{2} z \mathcal{T}(z) \mathcal{G}^{2}\left(z, z_{i}\right)+O\left(q^{2}\right) \tag{D.17}
\end{align*}
$$

where we have used $\sum_{l \neq i} k_{l} q=-k_{i} q$ in the last two terms. We will see in a moment that the second-to-last (blue) line cancels out with another term.

In the case $i \neq j$ we make instead the following rewriting:

$$
\begin{align*}
\left.I_{1}^{(1)}\right|_{i \neq j}= & -\sum_{i \neq j} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right)}{k_{i} q} \sum_{l \neq i}\left(k_{l} q\right) \int d^{2} z \partial_{\bar{z}}\left[\partial_{z} \mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{j}\right)\right] e^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z, z_{i}\right)} \\
& +\sum_{i \neq j} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right)}{k_{i} q} \sum_{l \neq i}\left(k_{l} q\right) \int d^{2} z \partial_{z} \partial_{\bar{z}} \mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{j}\right) e^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z, z_{i}\right)} \tag{D.18}
\end{align*}
$$

We can expand the exponentials, since around the poles of the integrand, $z=z_{l}$ and $z=z_{j}$, the exponential is regular $(i \neq j, l)$. This gets rid of a total derivative in the first
term, and by using Eq. (D.1) in the second term one finds:

$$
\begin{align*}
\left.I_{1}^{(1)}\right|_{i \neq j}= & -\frac{\alpha^{\prime}}{2} \sum_{i \neq j}\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right) \sum_{l \neq i}\left(k_{l} q\right) \int d^{2} z \partial_{\bar{z}}\left[\partial_{z} \mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{j}\right)\right] \mathcal{G}\left(z, z_{i}\right) \\
& +2 \pi \sum_{i \neq j} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right)}{k_{i} q} \sum_{l \neq i}\left(k_{l} q\right) \mathcal{G}\left(z_{l}, z_{j}\right)\left[1+\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z_{l}, z_{i}\right)\right] \\
& -\sum_{i \neq j}\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right) \int d^{2} z \mathcal{T}(z) \mathcal{G}\left(z, z_{j}\right)\left[1+\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z, z_{i}\right)\right]+O\left(q^{2}\right) \tag{D.19}
\end{align*}
$$

By summing the (red) second term with Eq. (D.15) we get:

$$
\begin{align*}
& -2 \pi \sum_{i \neq j} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right)}{k_{i} q} \sum_{l \neq i}\left(k_{l} q\right) \mathcal{G}\left(z_{j}, z_{l}\right)\left[1+\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z_{j}, z_{i}\right)\right] \\
& +2 \pi \sum_{i \neq j} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right)}{k_{i} q} \sum_{l \neq i}\left(k_{l} q\right) \mathcal{G}\left(z_{l}, z_{j}\right)\left[1+\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z_{l}, z_{i}\right)\right] \\
& =\frac{2 \pi \alpha^{\prime}}{2} \sum_{i \neq j}\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right) \sum_{l \neq i}\left(k_{l} q\right) \mathcal{G}\left(z_{l}, z_{j}\right)\left[\mathcal{G}\left(z_{l}, z_{i}\right)-\mathcal{G}\left(z_{j}, z_{i}\right)\right] \tag{D.20}
\end{align*}
$$

This removes, as promised, the divergent terms for $l=j$. In the last line $l=j$ is evidently zero, and the sum over $l$ can be reduces to $l \neq i, j$.

By summing the (blue) first term in the last line of Eq. (D.19) with the second-to-last line in Eq. (D.17) (also blue), we get:

$$
\begin{align*}
& -\sum_{i}\left(k_{i} \epsilon_{q}\right)\left(k_{i} \bar{\epsilon}_{q}\right) \int d^{2} z \mathcal{T}(z) \mathcal{G}\left(z, z_{i}\right)-\sum_{i \neq j}\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right) \int d^{2} z \mathcal{T}(z) \mathcal{G}\left(z, z_{j}\right) \\
& =-\sum_{i, j}\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right) \int d^{2} z \mathcal{T}(z) \mathcal{G}\left(z, z_{j}\right)=\sum_{j}\left(q \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right) \int d^{2} z \mathcal{T}(z) \mathcal{G}\left(z, z_{j}\right)=0 \tag{D.21}
\end{align*}
$$

By collecting the results for all $i$ and $j$ we get:

$$
\begin{align*}
I_{1}= & 2 \pi \sum_{i} \frac{\left(k_{i} \epsilon_{q}\right)\left(k_{i} \bar{\epsilon}_{q}\right)}{k_{i} q} \sum_{l \neq i}\left(k_{l} q\right) \mathcal{G}\left(z_{l}, z_{i}\right)+\frac{2 \pi \alpha^{\prime}}{4} \sum_{i}\left(k_{i} \epsilon_{q}\right)\left(k_{i} \bar{\epsilon}_{q}\right) \sum_{l \neq i}\left(k_{l} q\right) \mathcal{G}^{2}\left(z_{l}, z_{i}\right) \\
& +\frac{2 \pi \alpha^{\prime}}{2} \sum_{i \neq j}\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right) \sum_{l \neq i}\left(k_{l} q\right) \mathcal{G}\left(z_{l}, z_{j}\right)\left[\mathcal{G}\left(z_{l}, z_{i}\right)-\mathcal{G}\left(z_{j}, z_{i}\right)\right] \\
& -\frac{\alpha^{\prime}}{2} \sum_{i \neq j}\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right) \sum_{l \neq i}\left(k_{l} q\right) \int d^{2} z \partial_{\bar{z}}\left[\partial_{z} \mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{j}\right)\right] \mathcal{G}\left(z, z_{i}\right) \\
& -\frac{\alpha^{\prime}}{4} \sum_{i}\left(k_{i} \epsilon_{q}\right)\left(k_{i} \bar{\epsilon}_{q}\right)\left(k_{i} q\right) \int d^{2} z \mathcal{T}(z) \mathcal{G}^{2}\left(z, z_{i}\right) \\
& -\frac{\alpha^{\prime}}{2} \sum_{i \neq j}\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right) k_{i} q \int d^{2} z \mathcal{T}(z) \mathcal{G}\left(z, z_{j}\right) \mathcal{G}\left(z, z_{i}\right)+O\left(q^{2}\right) \tag{D.22}
\end{align*}
$$

The first term is the only one of order $q^{0}$ and it is formally identical to the tree-level results. There are still three integrals to be computed at the order $q$. We will show that
the first of these, not involving $\mathcal{T}$ explicitly, can be computed in the case of a symmetrically polarized soft external states up to terms that will cancel agains the remaining two integrals involving $\mathcal{T}$ explicitly.

First we split the integral in two parts, for $l \neq j$ and $l=j$ :

$$
\begin{align*}
I_{1,1}= & -\frac{\alpha^{\prime}}{2} \sum_{i \neq j}\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right) \sum_{l \neq i, j}\left(k_{l} q\right) \int d^{2} z \partial_{\bar{z}}\left[\partial_{z} \mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{j}\right)\right] \mathcal{G}\left(z, z_{i}\right) \\
& -\frac{\alpha^{\prime}}{2} \sum_{i \neq j}\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right)\left(k_{j} q\right) \int d^{2} z \partial_{\bar{z}}\left[\partial_{z} \mathcal{G}\left(z, z_{j}\right) \mathcal{G}\left(z, z_{j}\right)\right] \mathcal{G}\left(z, z_{i}\right) \tag{D.23}
\end{align*}
$$

The case $l=j$ can be rewritten as:

$$
\begin{align*}
\left.I_{1,1}\right|_{l=j} & =-\frac{\alpha^{\prime}}{4} \sum_{i \neq j}\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right)\left(k_{j} q\right) \int d^{2} z \partial_{\bar{z}} \partial_{z} \mathcal{G}^{2}\left(z, z_{j}\right) \mathcal{G}\left(z, z_{i}\right) \\
& =+\frac{\alpha^{\prime}}{4} \sum_{i \neq j}\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right)\left(k_{j} q\right) \int d^{2} z \partial_{z} \mathcal{G}^{2}\left(z, z_{j}\right) \partial_{\bar{z}} \mathcal{G}\left(z, z_{i}\right) \\
& =-\frac{\alpha^{\prime}}{4} \sum_{i \neq j}\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right)\left(k_{j} q\right) \int d^{2} z \mathcal{G}^{2}\left(z, z_{j}\right) \partial_{z} \partial_{\bar{z}} \mathcal{G}\left(z, z_{i}\right) \\
& =-\frac{\alpha^{\prime}}{4} \sum_{i \neq j}\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right)\left(k_{j} q\right)\left[2 \pi \mathcal{G}^{2}\left(z_{i}, z_{j}\right)+\int d^{2} z \mathcal{T}(z) \mathcal{G}^{2}\left(z, z_{j}\right)\right] \tag{D.24}
\end{align*}
$$

The second case $l \neq j$ in Eq. (D.23) can be computed for the soft graviton and dilaton without knowing $\mathcal{G}$ explicitly. Using the symmetry of the polarization tensor, we can write it as:

$$
\begin{align*}
\left.I_{1,1}\right|_{l \neq j}= & -\frac{\alpha^{\prime}}{4} \sum_{i \neq j} k_{i}^{\mu} k_{j}^{\nu} \epsilon_{q \mu \nu}^{S} \sum_{l \neq i, j}\left(k_{l} q\right) \int d^{2} z \partial_{\bar{z}}\left[\partial_{z} \mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{j}\right)\right] \mathcal{G}\left(z, z_{i}\right) \\
& -\frac{\alpha^{\prime}}{4} \sum_{i \neq j} k_{i}^{\mu} k_{j}^{\nu} \epsilon_{q \mu \nu}^{S} \sum_{l \neq i, j}\left(k_{l} q\right) \int d^{2} z \partial_{\bar{z}}\left[\partial_{z} \mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{i}\right)\right] \mathcal{G}\left(z, z_{j}\right) \tag{D.25}
\end{align*}
$$

and by partial integration we get:

$$
\begin{align*}
\left.I_{1,1}\right|_{l \neq j}= & +\frac{\alpha^{\prime}}{4} \sum_{i \neq j} k_{i}^{\mu} k_{j}^{\nu} \epsilon_{q \mu \nu}^{S} \sum_{l \neq i, j}\left(k_{l} q\right) \int d^{2} z \partial_{z} \mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{j}\right) \partial_{\bar{z}} \mathcal{G}\left(z, z_{i}\right) \\
& +\frac{\alpha^{\prime}}{4} \sum_{i \neq j} k_{i}^{\mu} k_{j}^{\nu} \epsilon_{q \mu \nu}^{S} \sum_{l \neq i, j}\left(k_{l} q\right) \int d^{2} z \partial_{z} \mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{i}\right) \partial_{\bar{z}} \mathcal{G}\left(z, z_{j}\right) \\
= & +\frac{\alpha^{\prime}}{4} \sum_{i \neq j} k_{i}^{\mu} k_{j}^{\nu} \epsilon_{q \mu \nu}^{S} \sum_{l \neq i, j}\left(k_{l} q\right) \int d^{2} z \partial_{z} \mathcal{G}\left(z, z_{l}\right) \partial_{\bar{z}}\left[\mathcal{G}\left(z, z_{i}\right) \mathcal{G}\left(z, z_{j}\right)\right] \\
= & -\frac{\alpha^{\prime}}{4} \sum_{i \neq j} k_{i}^{\mu} k_{j}^{\nu} \epsilon_{q \mu \nu}^{S} \sum_{l \neq i, j}\left(k_{l} q\right) \int d^{2} z \partial_{\bar{z}} \partial_{z} \mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{j}\right) \mathcal{G}\left(z, z_{i}\right) \tag{D.26}
\end{align*}
$$

Finally, we can make use of Eq. (D.1) and get

$$
\begin{align*}
\left.I_{1,1}\right|_{l \neq j}= & -\frac{2 \pi \alpha^{\prime}}{4} \sum_{i \neq j} k_{i}^{\mu} k_{j}^{\nu} \epsilon_{q \mu \nu}^{S} \sum_{l \neq i, j}\left(k_{l} q\right) \mathcal{G}\left(z_{l}, z_{j}\right) \mathcal{G}\left(z_{l}, z_{i}\right) \\
& -\frac{\alpha^{\prime}}{4} \sum_{i \neq j} k_{i}^{\mu} k_{j}^{\nu} \epsilon_{q \mu \nu}^{S}\left(-k_{i} q-k_{j} q\right) \int d^{2} z \mathcal{T}(z) \mathcal{G}\left(z, z_{j}\right) \mathcal{G}\left(z, z_{i}\right) \tag{D.27}
\end{align*}
$$

In the last line we used $\sum_{l \neq i, j} k_{l} q=-\left(k_{i} q+k_{j} q\right)$. Summing this expression with the contribution from Eq. (D.24) for a symmetrically polarized soft state we get:

$$
\begin{align*}
I_{1,1}= & -\frac{\alpha^{\prime}}{4} \epsilon_{q \mu \nu}^{S} \sum_{i \neq j} k_{i}^{\mu} k_{j}^{\nu}\left[2 \pi \sum_{l \neq i, j}\left(k_{l} q\right) \mathcal{G}\left(z_{l}, z_{j}\right) \mathcal{G}\left(z_{l}, z_{i}\right)+2 \pi\left(k_{j} q\right) \mathcal{G}^{2}\left(z_{i}, z_{j}\right)\right. \\
& \left.-2\left(k_{i} q\right) \int d^{2} z \mathcal{T}(z) \mathcal{G}\left(z, z_{j}\right) \mathcal{G}\left(z, z_{i}\right)\right]+\frac{\alpha^{\prime}}{4} \epsilon_{q \mu \nu}^{S} \sum_{j=1} k_{j}^{\mu} k_{j}^{\nu}\left(k_{j} q\right) \int d^{2} z \mathcal{T}(z) \mathcal{G}^{2}\left(z, z_{j}\right) \tag{D.28}
\end{align*}
$$

where in the last term we used $\sum_{i \neq j}\left(k_{i} \epsilon_{q}\right)=-\left(k_{j} \epsilon_{q}\right)$. It is evident that this term exactly cancels the similar (purple) term in Eq. (D.22), while the third (orange) term above for a symmetrically polarized soft state exactly cancels the similar (also orange) term in Eq. (D.22). The final result for $I_{1}$ when the soft state is symmetrically polarized is thus

$$
\begin{align*}
I_{1}= & 2 \pi \epsilon_{q \mu \nu}^{S} \sum_{i \neq j}\left[\frac{k_{i}^{\mu} k_{i}^{\nu}}{k_{i} q}\left(k_{j} q\right) \mathcal{G}\left(z_{j}, z_{i}\right)+\frac{\alpha^{\prime}}{4} k_{i}^{\mu} k_{i}^{\nu}\left(k_{j} q\right) \mathcal{G}^{2}\left(z_{j}, z_{i}\right)\right. \\
& +\frac{\alpha^{\prime}}{2} k_{i}^{\mu} k_{j}^{\nu} \sum_{l \neq i, j}\left(k_{l} q\right) \mathcal{G}\left(z_{l}, z_{j}\right)\left(\mathcal{G}\left(z_{l}, z_{i}\right)-\mathcal{G}\left(z_{j}, z_{i}\right)\right) \\
& \left.-\frac{\alpha^{\prime}}{4} k_{i}^{\mu} k_{j}^{\nu} \sum_{l \neq i, j}\left(k_{l} q\right) \mathcal{G}\left(z_{l}, z_{j}\right) \mathcal{G}\left(z_{l}, z_{i}\right)-\frac{\alpha^{\prime}}{4} k_{i}^{\mu} k_{j}^{\nu}\left(k_{j} q\right) \mathcal{G}^{2}\left(z_{i}, z_{j}\right)\right] \tag{D.29}
\end{align*}
$$

It is useful to rewrite the terms with sum over the label $l$ as follows:

$$
\begin{align*}
& \frac{2 \pi \alpha^{\prime}}{2} \epsilon_{q \mu \nu}^{S} \sum_{i \neq j \neq l} k_{i}^{\mu} k_{j}^{\nu}\left(k_{l} q\right)\left[\mathcal{G}\left(z_{l}, z_{j}\right)\left(\mathcal{G}\left(z_{l}, z_{i}\right)-\mathcal{G}\left(z_{j}, z_{i}\right)\right)-\frac{1}{2} \mathcal{G}\left(z_{l}, z_{j}\right) \mathcal{G}\left(z_{l}, z_{i}\right)\right] \\
& =\frac{2 \pi \alpha^{\prime}}{4} \epsilon_{q \mu \nu}^{S} \sum_{i \neq j \neq l}\left[k_{j}^{\mu} k_{l}^{\nu}\left(k_{i} q\right)-k_{i}^{\mu} k_{l}^{\nu}\left(k_{j} q\right)-k_{i}^{\mu} k_{j}^{\nu}\left(k_{l} q\right)\right] \mathcal{G}\left(z_{i}, z_{l}\right) \mathcal{G}\left(z_{i}, z_{j}\right) \tag{D.30}
\end{align*}
$$

The first term can be joined with the second term in Eq. (D.29) by extending the sum to include $l=j$, while the third term can be joined with the last term in Eq. (D.29) by extending it to include $l=j$. Thus we can write:

$$
\begin{align*}
I_{1}= & 2 \pi \epsilon_{q \mu \nu}^{S} \sum_{i \neq j} \frac{k_{i}^{\mu} k_{i}^{\nu}}{k_{i} q}\left(k_{j} q\right) \mathcal{G}\left(z_{j}, z_{i}\right)+\frac{2 \pi \alpha^{\prime}}{4} \epsilon_{q \mu \nu}^{S} \sum_{i \neq j} k_{i}^{\mu} k_{j}^{\nu}\left(k_{j} q\right) \mathcal{G}^{2}\left(z_{i}, z_{j}\right) \\
& +\frac{2 \pi \alpha^{\prime}}{4} \epsilon_{q \mu \nu}^{S} \sum_{i \neq j, l}\left[k_{j}^{\mu} k_{l}^{\nu}\left(k_{i} q\right)-k_{i}^{\mu} k_{l}^{\nu}\left(k_{j} q\right)-k_{i}^{\mu} k_{j}^{\nu}\left(k_{l} q\right)\right] \mathcal{G}\left(z_{i}, z_{l}\right) \mathcal{G}\left(z_{i}, z_{j}\right) \tag{D.31}
\end{align*}
$$

The result of this integral is exactly the same as the tree-level result with the difference all being in the Green function. In particular, all dependence on $\mathcal{T}(z)$ have either cancelled or vanished.

## D. 3 Calculation of $I_{2}$

The last integral to evaluate in Eq. (3.3) is:
$I_{2}=\frac{\alpha^{\prime}}{2} \sum_{i, j}\left(k_{i} \epsilon_{q}\right)\left(k_{j} \bar{\epsilon}_{q}\right) \sum_{l, k \neq i}\left(k_{l} q\right)\left(k_{k} q\right) \int d^{2} z \mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{k}\right) \partial_{z} \mathcal{G}\left(z, z_{i}\right) \partial_{\bar{z}} \mathcal{G}\left(z, z_{j}\right) e^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z, z_{i}\right)}$

Since it has two factors of $q$ in front of the integral, we only need to extract the leading $1 / q$ behavior of the integral. Considering only the integral, denoted by $\mathcal{I}_{i j k l}$, let us first consider the case when $j \neq i$. In that case we can write the integrand as

$$
\begin{align*}
\left.\mathcal{I}_{i j k l}\right|_{j \neq i} & =\frac{\alpha^{\prime}}{2} \int d^{2} z \mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{k}\right) \partial_{z} \mathcal{G}\left(z, z_{i}\right) \partial_{\bar{z}} \mathcal{G}\left(z, z_{j}\right) e^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z, z_{i}\right)} \\
& =\frac{1}{k_{i} q} \int d^{2} z \mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{k}\right) \partial_{\bar{z}} \mathcal{G}\left(z, z_{j}\right) \partial_{z} e^{\frac{\alpha^{\prime}}{2} k_{i} \mathcal{G}\left(z, z_{i}\right)} \\
& =-\frac{1}{k_{i} q} \int d^{2} z \partial_{z}\left[\mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{k}\right) \partial_{\bar{z}} \mathcal{G}\left(z, z_{j}\right)\right] e^{\frac{\alpha^{\prime}}{2} k_{i} \mathcal{G}\left(z, z_{i}\right)} \\
& =0+\mathcal{O}\left(q^{0}\right) \tag{D.33}
\end{align*}
$$

where in the last equality we expanded the exponential (since in the bracket there is no singularity at $z=z_{i}$ ), and the leading term vanishes because it is a total derivative.

To compute the case $i=j$ observe that

$$
\begin{align*}
& \partial_{z} \partial_{\bar{z}} e^{\frac{\alpha^{\prime}}{2} q k_{i} \mathcal{G}\left(z, z_{i}\right)}=\partial_{z}\left[\frac{\alpha^{\prime}}{2} k_{i} q \partial_{\bar{z}} \mathcal{G}\left(z, z_{i}\right) e^{\frac{\alpha^{\prime}}{2} q k_{i} \mathcal{G}\left(z, z_{i}\right)}\right] \\
& =\frac{\alpha^{\prime}}{2} k_{i} q \partial_{z} \partial_{\bar{z}} \mathcal{G}\left(z, z_{i}\right) e^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z, z_{i}\right)}+\left(\frac{\alpha^{\prime}}{2} k_{i} q\right)^{2} \partial_{\bar{z}} \mathcal{G}\left(z, z_{i}\right) \partial_{z} \mathcal{G}\left(z, z_{i}\right) e^{\frac{\alpha^{\prime}}{2} k_{i} q \mathcal{G}\left(z, z_{i}\right)} \tag{D.34}
\end{align*}
$$

Thus we can make the following rewriting of the integral:

$$
\begin{align*}
\left.\mathcal{I}_{i j k l}\right|_{j=i}= & \frac{1}{\frac{\alpha^{\prime}}{2}\left(q k_{i}\right)^{2}} \int d^{2} z \mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{k}\right) \partial_{z} \partial_{\bar{z}} e^{\frac{\alpha^{\prime}}{} q k_{i} \mathcal{G}\left(z, z_{i}\right)} \\
& -\frac{1}{q k_{i}} \int d^{2} z \mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{k}\right) \partial_{z} \partial_{\bar{z}} \mathcal{G}\left(z, z_{i}\right) e^{\frac{\alpha^{\prime}}{2} q k_{i} \mathcal{G}\left(z, z_{i}\right)} \\
= & -\frac{1}{\frac{\alpha^{\prime}}{2}\left(q k_{i}\right)^{2}} \int d^{2} z \partial_{z}\left[\mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{k}\right)\right] \partial_{\bar{z}} e^{\frac{\alpha^{\prime}}{2} q k_{i} \mathcal{G}\left(z, z_{i}\right)} \\
& -\frac{1}{q k_{i}} \int d^{2} z \mathcal{T}(z) \mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{k}\right) e^{\frac{\alpha^{\prime}}{2} q k_{i} \mathcal{G}\left(z, z_{i}\right)} \tag{D.35}
\end{align*}
$$

where total derivatives were set to zero and we made use of the identity (D.3). We can now expand the exponentials, since $i \neq l, k$, and the leading order contributions read:

$$
\begin{align*}
\left.\mathcal{I}_{i j k l}\right|_{j=i}= & \frac{1}{\frac{\alpha^{\prime}}{2} q k_{i}} \int d^{2} z \partial_{\bar{z}} \partial_{z}\left(\mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{k}\right)\right) \mathcal{G}\left(z, z_{i}\right) \\
& -\frac{1}{\frac{\alpha^{\prime}}{2} q k_{i}} \int d^{2} z \mathcal{T}(z) \mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{k}\right)+O\left(q^{0}\right) \tag{D.36}
\end{align*}
$$

A double integration by parts of the first terms gives:

$$
\begin{align*}
\left.\mathcal{I}_{i j k l}\right|_{j=i}= & \frac{2 \pi}{\frac{\alpha^{\prime}}{2} q k_{i}} \mathcal{G}\left(z_{i}, z_{l}\right) \mathcal{G}\left(z_{i}, z_{k}\right)+\frac{1}{\frac{\alpha^{\prime}}{2} q k_{i}} \int d^{2} z \mathcal{T}(z) \mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{k}\right) \\
& -\frac{1}{\frac{\alpha^{\prime}}{2} q k_{i}} \int d^{2} z \mathcal{T}(z) \mathcal{G}\left(z, z_{l}\right) \mathcal{G}\left(z, z_{k}\right)+O\left(q^{0}\right) \tag{D.37}
\end{align*}
$$

Hence the two terms involving $\mathcal{T}$ cancel.
We have thus extracted all $1 / q$ dependence of the integral and the final result for $I_{2}$ reads:

$$
\begin{equation*}
I_{2}=2 \pi \sum_{i=1}\left(k_{i} \epsilon_{q}\right)\left(k_{i} \bar{\epsilon}_{q}\right) \sum_{l, k \neq i} \frac{\left(k_{l} q\right)\left(k_{k} q\right)}{q k_{i}} \mathcal{G}\left(z_{i}, z_{l}\right) \mathcal{G}\left(z_{i}, z_{k}\right) \tag{D.38}
\end{equation*}
$$

This result is formally identical with the tree-level result with all the difference being in the Green function.

## E Calculation of $S_{2}^{(1)}$

In this appendix we consider, at one loop, the integral that appears in Eq. (3.7). For the calculation we have made explicit use of the one loop expression, and we have not been able to extend this to the generic multiloop level.

The integral in Eq. (3.7) can be easily evaluated by performing the change of variable $z=e^{2 \pi i \nu}$, and by using the one-loop expression of Green's function given for example in Eq. (3.8) of Ref. [33]. The result of the calculation is an expression depending only on the moduli of the torus that makes Eq. (3.7) zero on-shell, since $\sum_{l=1}^{N} k_{l} q=-q^{2}=0$. In the following instead of giving the details of the calculation, we will prove the independence of the integral on the variable $z_{l}$, i.e.:

$$
\begin{equation*}
\partial_{z_{l}} \int_{\mathcal{A}} d^{2} z \omega(z) \bar{\omega}(\bar{z}) \mathcal{G}_{1}\left(z, z_{l}\right)=0 \tag{E.1}
\end{equation*}
$$

This is sufficient to show the vanishing of Eq. (3.7) on shell. Here $\mathcal{A}=\{z \in \mathbb{C}$, s.t. $|k| \leq$ $|z| \leq 1\}$ denotes the one-loop integration region. In order to prove Eq. (E.1), we first observe that, with the choice of $V_{i}^{\prime}(0)=2 \pi z_{i}$, the Green function satisfies the identity [34]:

$$
\begin{equation*}
\omega\left(z_{l}\right) \partial_{z} \mathcal{G}_{1}\left(z, z_{l}\right)+\omega(z) \partial_{z_{l}} \mathcal{G}_{1}\left(z, z_{l}\right)=0 \tag{E.2}
\end{equation*}
$$

that, when used in Eq. (E.1), gives:

$$
\begin{equation*}
-\int_{\mathcal{A}} d^{2} z \partial_{z} \frac{\mathcal{G}_{1}\left(z, z_{l}\right)}{\bar{z} z_{l}}=-\frac{1}{2 i z_{l}}\left[\oint_{|z|=1} \frac{d \bar{z}}{\bar{z}} \mathcal{G}_{1}\left(z, z_{l}\right)-\oint_{|z|=|k|} \frac{d \bar{z}}{\bar{z}} \mathcal{G}_{1}\left(z, z_{l}\right)\right] \tag{E.3}
\end{equation*}
$$

In the right-hand-side of the previous expression one can change the variable $\bar{z}=\bar{z}^{\prime} \bar{k}$, getting:

$$
\begin{equation*}
-\int_{\mathcal{A}} d^{2} z \partial_{z} \frac{\mathcal{G}_{1}\left(z, z_{l}\right)}{\bar{z} z_{l}}=-\frac{1}{2 i z_{l}} \oint_{|z|=1} \frac{d \bar{z}}{\bar{z}}\left[\mathcal{G}_{1}\left(z, z_{l}\right)-\mathcal{G}_{1}\left(k z, z_{l}\right)\right]=0 \tag{E.4}
\end{equation*}
$$

The expression is zero from the invariance of the Green function under transport around the $b$-cycle of the torus, i.e. $\mathcal{G}_{1}\left(z, z_{l}\right)=\mathcal{G}_{1}\left(k z, z_{l}\right)$.

The multiloop extension of such a proof would require the multiloop generalization of Eq. (E.1). At one loop this follows from the identity (E.2) and from the invariance of the Green function along the homology cycles of the Riemann surface. The main obstacle to extend these considerations to arbitrary orders in the perturbative expansion, is the lack of a multiloop identity similar to Eq. (E.2).
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[^1]:    ${ }^{1}$ In this work we use the convention $d^{2} z_{i}=2 \operatorname{dRe}\left(z_{i}\right) \operatorname{dIm}\left(z_{i}\right)$.

[^2]:    ${ }^{2}$ We are again suppressing the vacuum structure along the compact directions, but as discussed at the end of sect. 2.1, for our purposes they are irrelevant.

[^3]:    ${ }^{3}$ Here $t$ denotes the transpose of the vector.

[^4]:    ${ }^{4}$ In Ref. [32] the argument of the Theta-function is defined without the factor $1 / 2 \pi i$ in front of the integral, i.e. $\Theta\left[\begin{array}{c}\vec{\delta}_{1} \\ \vec{\delta}_{2}\end{array}\right]\left(\int_{z}^{w} \vec{\omega} \mid \tau\right)$. However there also the abelian differentials are normalized without that factor, i.e. $\oint_{\left(a_{I} ; b_{I}\right)} \omega^{J}=\left(\delta_{I J} ; \tau_{I J}\right)$. The factor $2 \pi i$ in Eq. (A.25) compensates these different normalizations.

[^5]:    ${ }^{5}$ In Ref. [24] the abelian differentials are normalized as $\int_{a_{J}} \omega_{K}=\delta_{J K}, \int_{b_{J}} \omega_{K}=\tau_{J K}$ while in our case they are normalized as (see Appendix A): $\int_{a_{J}} \omega_{K}=2 \pi i \delta_{J K} \quad ; \quad \int_{b_{J}} \omega_{K}=2 \pi i \tau_{J K}$.

