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SAMPLE GROWTH AND CHARACTERIZATION

Single crystals of 1T -TaS2 were grown by the standard
chemical vapor transport method: A near-stoichiometric
mixture of high-purity Ta and S with a slight S excess (1
mg/cm3) was placed in a quartz ampoule together with
iodine (5-8 mg/cm3) as transport agent; the ampoule
was sealed and heated in a four-zone furnace under a
temperature gradient. Two different growth conditions
were chosen. Samples of batch No. 1141R (as discussed
in the manuscript) were grown in a temperature gradient
of 960-860 ◦C within 600 h, and for samples of batch
No. 1206R an identical growth cycle was followed by
additional 150 h of heating in a gradient of 990-980 ◦C.
In both cases, the formation of polytypes other than the
1T type was prevented by quenching of the hot ampoules
in water. Typical crystal sizes were about 5×5×0.1 mm3.

Compared to other transition-metal dichalcogenides,
1T -TaS2 crystals tend to exhibit higher defect concen-
trations and stronger sample dependence of the low-
temperature properties. This is likely due to the quench-
ing process. Figure 1a shows temperature-dependent re-
sistance curves characteristic for samples from the two
batches grown under the conditions mentioned above.
These data serve to indicate sample variability in the
present study, and we note that they are remarkably sim-
ilar to the curves presented in Fig. 1 of Ref. [1], where
similar growth temperatures were used.

Despite similar growth conditions, both sample
batches show significantly different behavior in both,
electrical resistance and time-resolved photoemission
(Fig. 1b.) The resistance curve of the sample from
batch No. 1206R displays a narrower hysteresis of the
nearly commensurate-to-commensurate charge-density-
wave (CDW) transition around 200 K as well as a
more pronounced resistance increase at low tempera-
tures. These signatures are commonly associated with
a higher concentration of defects, a stronger tendency
toward Anderson localization, and thus a lower carrier
concentration at low temperatures in the commensurate
CDW phase [1]. For these samples, only a vague signa-
ture of the UHB was observed in the femtosecond pho-
toemission spectrum (Fig. 1b.).

A reliable quantitative determination of the carrier

FIG. 1. (color). Comparsion of two different growth batches
1141R (as discussed throughout the manuscript) and 1206R.
(a) Normalized resistance as a function of temperature upon
heating and cooling for two samples from different batches.
Indicated transition temperatures represent midpoints of the
resistance jumps. (b) Corresponding time-averaged (∆t=-
95..-35 fs) photoemission spectra obtained from both samples.
The data was recorded at T=80 K with F=50-60 µJ/cm2. A
third trace obtained from sample ]1140 is also shown.

concentration or doping level in 1T -TaS2 samples is a
formidable task beyond the scope of the present study.
However, a case can be made here for hole-type doping.
Samples with resistivity curves similar to the ones de-
picted in Fig. 1a have been shown to be Ta deficient, i.e.,
the corresponding (thermodynamically most stable) com-
pounds are rather described as 1T -Ta1−xS2 with x≤0.03
[2][3]. In a simple ionic bonding model, each missing Ta
ion would donate 4 holes to the system so that a cluster of
13 Ta atoms would be doped by ≤1.6 holes. This value,
however, should be regarded as an upper limit because
bonding in transition-metal dichalcogenides is not purely
ionic and because the value would correspond to a com-
plete emptying of the sub-band at EF and thus a suppres-
sion of the Mott transition, which is not observed. Mea-
surements of the Hall coefficient provide further evidence
for hole doping, though at much lower levels. For samples
with resistivity curves similar to the ones shown in Fig.
1a, positive Hall coefficients are consistently found for the
commensurate CDW phase, indicating p-type conductiv-
ity. At a temperature of about 30 K, the extracted hole
densities are in the range of 0.03-0.12% per Ta atom or
0.4-1.6% per 13-Ta-atom cluster, assuming a one-carrier



2

model [1, 4].

As a final, independent piece of evidence for finite hole
doping levels, we present in Fig. 2 soft x-ray ARPES
Fermi surface data as obtained from a sample of batch
No. 1141R. While the ARPES Fermi surface can in

FIG. 2. (color). ARPES intensity distributions taken from a
1T -TaS2 sample of batch No. 1141R at T = 390 K (hν=270
eV). Middle: Self-normalized EF-intensity map covering the
first (hexagonal) Brillouin zone. Top and right: E-versus-k
maps of the original photoemission intensity along the high-
symmetry paths indicated by the dashed lines in the middle
panel. Solid red curves represent extracted elliptical Fermi
contours (middle) and parabolic band dispersions (top and
right), respectively. Solid black curves indicate the uncer-
tainty in the analysis. The ARPES data were measured at
beamline P04 (end station ASPHEREIII) of PETRA III at
DESY.

principle be a direct measure for the band filling, the
analysis is often complicated by matrix-element effects,
and it is not at all straightforward in the case of 1T -
TaS2. First, the measured bands are unusually broad
even at low temperatures. Second, the Fermi surface
is completely gapped in the low-temperature commensu-
rate CDW phase and it remains partially gapped or pseu-
dogapped up to temperatures significantly above room
temperature. The data shown here were measured at a
temperature of 390 K with a photon energy of 270 eV, for
which the k⊥ component of the photoelectron wavevec-
tor is close to a Γ-M-K plane. The central panel of Fig.
2 shows the k‖-dependent photoemission intensity distri-
bution from the Fermi edge divided at each k‖ point by
the energy-integrated Ta 5d intensity of the underlying
energy distribution curve. This ”self-normalization” is a

common and robust method to reduce the influence of
the k‖-dependent photoemission matrix element [5]. The
side panels show the original E(k‖) intensity distributions
along the M-Γ (right) and M-K (top) high-symmetry di-
rections, respectively.

From this data set, the volume of the Fermi surface
was estimated as follows. The electron-like Fermi surface
pockets centered on the M points were approximated as
ellipses. The underlying two-dimensional parabolic band
dispersion was defined by three characteristic (E, k‖)
points that were only weakly affected by the spectral
weight changes due to CDW gap or pseudogap forma-
tion near EF: the bottom of the band at M and the
band positions at 0.4 eV below EF along the M-Γ and
M-K line, respectively. These three points were deter-
mined for each of the six ellipses from second-gradient
E-versus-k maps along the respective high-symmetry di-
rections. The Fermi vectors resulting from the approxi-
mated band dispersion are kxF = (0.270±0.032) Å−1 (M-
K direction, semiminor axis) and kyF = (0.637±0.049)
Å−1 (M-Γ direction, semimajor axis). The corresponding
Fermi ellipses and band dispersions including minimum
and maximum deviations are indicated in Fig. 2. Divid-
ing the total area of six ellipses by the area of the surface
projected Brillouin zone finally gives the Ta 5d band fill-
ing: (0.81±0.16) electrons per Ta atom, assuming a lat-
tice constant of 3.365 Å [6]. We note that the analysis
is afflicted with a large uncertainty and that the average
value is unrealistically low, but that near-stoichiometric
band fillings are within the error bars and that there ap-
pears to be a clear tendency toward less than half filling.

PUMP WAVELENGTH DEPENDENCE

As described in the main text, the pump photon en-
ergy of 1.55 eV largely exceeds the energetic separation
of the LHB and UHB spectral signature of approximately
350 meV, raising questions on the underlying excitation
mechanism for the population of the UHB. We performed
additional experiments using infrared pump pulses pro-
vided by an optical parametric amplifier. Time-averaged
spectra obtained from these measurements are shown in
Fig. 3 in direct comparsion to corresponding reference
measurements performed with 1.55 eV pump photon en-
ergy on the same samples. At both other pump photon
energies used, the UHB signature is absent. This finding
supports the suggested excitation scheme mentioned in
the main manuscript, where the UHB signature is pop-
ulated by resonant excitation from a lower lying band
at E − EF ≈ −1.3 eV [7, 8], while the LHB signature is
simultaneously depopulated by excitation to higher ener-
gies. It should be stressed that resonant population of the
UHB should be possible from other occupied bands, as
recently shown by Carbone and coworkers [9] and, thus,
the appearance of the signature should not be tied to
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excitation with 1.55 eV energy photons.

FIG. 3. (color). Comparsion of time-averaged spectra ob-
tained with (a) 0.92 eV and (b) 1.04 eV pump photon en-
ergy. The corresponding reference measurements with 1.55
eV pump photons are shown for direct comparsion. Measure-
ments were performed at T=80 K with excitation fluences
F=50 µJ/cm2.

SPECTRAL PROPERTIES OF THE UHB

The dispersion of the UHB was analyzed by tilting the
orientation of the sample with respect to the spectrome-
ter entrance. Due to the low kinetic energy of the emitted
electrons and the limited tilting angle, only a small re-
gion of k|| around the zone center was accessible. Fig.
4 shows energy distribution curves recorded for different
emission angles at a fixed delay time, where the spec-
troscopic contrast was highest (∆t = 0). The data was
recorded at T = 30 K and F=110 µJ/cm2.
The energy distribution curves were fitted as described

in the main text and the results are shown in the inset of
Fig. 4. No significant dispersion of the UHB is observed.
This matches the expectations from the simple Hubbard
model, where the dispersion of the LHB and UHB and
the corresponding bandwidth are similar.

We furthermore analyzed the temporal evolution of
the UHB spectral width and peak position as a func-
tion of delay time by fitting the individual spectra as
explained in the main text. Fig. 5 shows both quanti-
tites as a function of delay time for the data presented
in the manuscript (T=30 K, F=60 µJ/cm2). Within the
experimental accuracy, no changes in the UHB peak posi-
tion or width could be identified, which indicates a rapid
thermalization of doublons that can not be resolved in
our experiments.

FIG. 4. (color). Energy distribution curves at ∆t = 0 for
different emission angles. Dashed lines represent fits to the
data. The solid line indicates the spectrum recorded in normal
emission. The extracted dispersion of the UHB is shown in the
inset, where EB denotes the energy of the UHB with respect
to the Fermi level.

FIG. 5. (color). UHB energy EB (referenced to Fermi level
EF) and spectral width (full width at half maximum) as a
function of delay for the data shown in the main text (black
and red points, respectively). The dashed lines are error-
weighted constant fits.

DOUBLON LIFE TIME ESTIMATION

The data discussed throughout the manuscript is
mainly that obtained for low temperatures (T=30 K)
and under weak excitation conditions (F=60 µJ/cm2).
The corresponding time-dependent UHB intensities are
shown in Fig. 6a, including error bars obtained from the
individual fits to the transient energy distribution curves.

Under these excitation conditions, the population dy-
namics can be analyzed in detail, resulting in the state-
ment in the main manuscript that the doublon dynam-
ics were estimated to occur on a time scale faster than
or equal to 20 fs. Such characteristic life times can be
extracted by analyzing potential temporal asymmetries
in the population dynamics. In Fig. 4a, error-weighted
Gaussian fits to the population dynamics are shown with
limits ranging from large negative to finite positive and
finite negative to large positive delays (blue and black
curve, respectively). Both fits essentially give the same
result with only minor variations that result in an over-
all error of approximately 20 fs, as stated in the main
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FIG. 6. (color). Population dynamics of the UHB in the
weak (a) and strong (b) excitation limit (F=60 µJ/cm2 and
F=2000 µJ/cm2, respectively). The data was fitted with
Gaussian functions (error weighted), taking into account the
left hand data or the right hand data (blue and black solid
lines).

manuscript. Similar analysis of data obtained at higher
excitation fluences yielded in principle the same result,
however, with larger errors. As an extreme example, the
data and corresponding fits for the measurements per-
formed with F = 2000 µJ/cm are shown in Fig. 6b,
where no statistically relevant values can be extracted.
In particular the error bars at positive delays increase sig-
nificantly due to an enhanced build-up of secondary ex-
citations, which mask the spectral signature of the UHB.

SPECTROSCOPIC CONTRAST AND
TEMPERATURE DEPENDENCE

Experiments at fixed delays were performed to analyze
the spectroscopic contrast IUHB/IBG of the UHB with
respect to the underlying incoherent excitation contin-
uum for different temperatures and different excitation
strength. The results are shown in Fig. 7a. While in
general the contrast decreases with increasing tempera-
ture and excitation fluence, the highest contrast was ob-
tained at a base temperature of 70 K. Considering the
co-existance of metallic and insulating domains at ele-
vated temperatures of 1T -TaS2, one would expect that
the UHB intensity constantly decreases as a function of

FIG. 7. (color). (a) Spectroscopic contrast IUHB/IBG of the
UHB with respect to the underlying background for different
sample base temperatures as a function of incident fluence.
(b) Intensity of the UHB and the background for T=30 K
and T=70 K as a function of incident fluence.

sample temperature, as the amount of insulating domains
within the probed sample area gradually decreases. In
fact, we find that under similar experimental conditions,
the UHB intensity is approximately the same for T=30
K and T=70 K (Fig. 7b). However, the underlying back-
ground is roughly 50% higher at lower base temperature,
resulting in an lower effective spectroscopic contrast. The
underlying dynamics that result in the build-up of the
incoherent background can be complex and are directly
linked to, e.g., the transient gap size, effective free carrier
density and available phase space for secondary excita-
tions. We stress that also the optical properties of 1T -
TaS2 are strongly temperature-dependent [10] and might
furthermore underly transient changes upon pumping, re-
sulting in effectively higher or lower absorbed excitation
fluence. In order to reduce the influence of thermal fluc-
tuations and phonons on the UHB dynamics, we thus
performed our main measurements at the lowest possible
base temperature of T=30 K.
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