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Abstract The general circulation of the middle atmosphere, particularly of the mesosphere, is strongly
dependent on the forcing arising from gravity wave processes. Their sources in the troposphere are both
orographic and nonorographic, the latter being strongly intermittent. In climate models, the effects of
gravity waves need to be parameterized, often assuming that their properties are constant. In this
work we focus on the changes of the middle atmosphere due to the introduction of intermittency in a
parameterization of nonorographic gravity waves, using a stochastic version of the Hines scheme. The
stochastic approach is tailored to the diagnosed sensitivity of the model to this forcing, and peculiar
changes emerge even if a relatively small amount of intermittency is prescribed. We analyze in detail
the changes of the stratospheric dynamics in the tropical region and the global circulation of the middle
atmosphere, when the stochastic parameterization is employed in place of the deterministic one. The mean
state and variability of the model, realistic also in the default version, are preserved when stochasticity
is added. Significant changes are observed in the mesosphere due to an enhanced poleward transport,
leading to warming in the winter season. While there are some improvements of the mean state, the
interannual variability is not significantly affected in the extratropics. The impacts on the simulated
equatorial stratosphere are evident, as the stochasticity reduces the overall period of the quasi-biennial
oscillation but also leads to a net reduction of the variability between cycles.

Plain Language Summary Present-day climate models are not able to simulate small-scale
phenomena, which are represented by means of simplified descriptions. Among these processes,
atmospheric gravity waves are important for the upper atmosphere, as they influence its structure,
interacting with the mean flow. These small waves are often associated to convection, but their intermittent
nature is not always present in climate models. Here we describe how this property can be included in the
representation of gravity waves and which are the effects on the simulated upper atmosphere.

1. Introduction

Subgrid scale atmospheric motions, such as those related to orography and transient weather systems, can-
not be directly resolved by general circulation models (GCMs) with a horizontal resolution of ∼100 km but
are nonetheless important for a realistic simulation of the atmosphere. Among these, gravity waves (GWs),
which originate from stationary and transient sources, are important for the dynamics of the middle atmo-
sphere (altitudes between 10 and 100 km), as for example for the zonal mean zonal wind reversal at the
mesopause (Houghton, 1978). The inclusion of a representation of orographic GWs (OGWs) is necessary
for a realistic numerical simulation of the extratropical circulation, as first shown by Palmer et al. (1986).
Also, GWs of nonorographic origin (NOGWs) must be represented in order to close the stratospheric jets
(Boville, 1984; Pawson et al., 2000) and to force the quasi-biennial oscillation (QBO; Baldwin et al., 2001) in the
equatorial stratosphere, a quasi-periodic oscillation between easterly and westerly wind regimes observed
between about 100 and 1 hPa. On a global scale, GWs are an important forcing of the summer branch of
the Brewer-Dobson circulation (Butchart, 2014) and must therefore be included in models with inadequate
resolution in order to simulate the interhemispheric exchanges.

The detailed comparison exercise presented by Geller et al. (2013) highlighted important differences between
observations and models in the GW forcing in the middle atmosphere, as both the intensity and the variability
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are underestimated in most modern climate models. In such models, the GW forcing has to be parameterized,
since the cost of running high-resolution simulations for climate studies remains prohibitive (Kawatani et al.,
2011). This bias in representing NOGWs may originate from the formulation of most parameterizations: they
rely on a certain number of tuning parameters, often not constrained by observations, and neglect subgrid
variance (they are in most cases not coupled to their modeled sources, which in turn can have biases in low
and mixed resolution simulations, as discussed by Krismer et al., 2015). In the last decade, many attempts at
coupling sources and GWs have been made, often using multiwave rather than globally spectral parameteriza-
tions, such as that used here. In the spectral case, the GW spectrum emerging from the troposphere is treated
as a whole, and the deposition of momentum to the mean flow is based on nonlinear dissipation mechanisms.
In multiwave approaches, the GW spectrum is instead discretized with a number of independent waves, with
results comparable to that of spectral schemes (de la Cámara et al., 2014; Garcia et al., 2017; Lott & Guez, 2013;
McCormack et al., 2015). Multiwave approaches are appealing for their modest computational cost and also
for the possibility to use the linear theory of GWs to adjust the wave characteristics using simulated precip-
itation and fronts, producing a consistent response to changes in the source properties. Interactive NOGW
schemes have been tested with success in different climate models, such as Charron and Manzini (2002),
Schirber et al. (2014), Beres et al. (2005), Chun et al. (2008), Lott and Guez (2013), de la Cámara and Lott (2015),
de la Cámara et al. (2016), and Bushell et al. (2015), among others. In order to improve model performances
and to mimick the observed properties of the wave forcing, multiwave parameterizations in some cases used
a stochastic representation of NOGW variables. In general, two approaches can be used to introduce inter-
mittency in the simulated NOGW forcing: linking the spectrum parameters to the modeled source properties
or directly prescribing intermittency through stochasticity. Since there are still important uncertainties in the
setup of interactive schemes (Schirber et al., 2015), testing the capabilities of a simple stochastic approach is
of large interest, given the effort needed to fully couple sources to spectrum parameters.

In the vast majority of the Coupled Model Intercomparison Project—Phase 5 (Taylor et al., 2012) generation
of climate models, subgrid phenomena are represented with different types of deterministic parameteriza-
tions, taking as input the large-scale variables and computing the impact of the smallest scale motions on a
given grid point. As parameterizations are meant to represent the bulk effects of the small on the large scales,
the subgrid scale variability is neglected, leading to a source of error in the simulation. A novel paradigm in
the treatment of subgrid scales in weather and climate models is that of stochastic parameterizations, which
have the potential to reduce the uncertainty of climate prediction and to improve the realism of the sim-
ulation (Palmer, 2012). As for the deterministic case, some form of tuning is necessary in order to obtain a
significant advantage from the introduction of stochasticity, always considering the physical reasons for the
choices made: for example, nonlocal approaches are likely to be more appropriate if the modeled phenomena
extend outside a model cell (Palmer, 2001). Due to the intermittent nature of the NOGW sources, such as con-
vective processes, their stochastic representation appears to be quite natural. More than a decade ago, Piani
et al. (2004) demonstrated that a model can beg\n generating a QBO when a stochastic Hines parameteri-
zation of NOGWs is employed (however, the impact on the extratropics was not discussed). Without altering
the structure of the default spectral scheme, applied globally and constant in time, we want to study the
effects of stochasticity on the simulation of the middle atmosphere, using a model which is realistic also in its
standard version.

2. Methods
2.1. The ERA-Interim Reanalysis
The reference data set in this work is the European Center for Medium-Range Weather Forecasts reanalysis
ERA-interim (ERAi; Dee et al., 2011), covering the period 1979 to present (here we use data from 1979 to
2015). The forecast model is the Integrated Forecasting System (IFS), second release of the 31st cycle, with
a sequential four dimensional variational analysis assimilation scheme and variational bias adjustment for
the assimilated satellite radiances. The atmospheric model resolution is T255L60, with the model top around
0.1 hPa, and the variables are provided on a 1∘ × 1∘ regular grid, interpolated from the original hybrid
sigma-pressure to isobaric levels. Even if the vertical domain reaches the lower mesosphere, the reliability of
the reanalysis in the proximity of the model top may be limited, due to the difficulty of assimilating obser-
vations in the region (Kobayashi et al., 2009) and the enhanced diffusion in the sponge layer. The IFS model
of ERAi represents the interaction of NOGWs with the mean flow by means of a Rayleigh friction (McLan-
dress, 1998) and is not able to internally generate a QBO (Orr, 2009; Orr & Wedi, 2009). However the ERAi
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reanalysis presents a realistic QBO largely determined by the assimilation of high-quality radiosonde obser-
vations at the equator, which are a strong constraint on the zonal wind in the region (Kawatani et al., 2016).

2.2. Numerical Model and Experimental Design
In this work we present the analyses of two atmosphere-only simulations of the MA-ECHAM5 model (Manzini
et al., 2012; Roeckner et al., 2003), which is used in its T63L95 configuration, corresponding to a resolution
of ∼2∘ or 200 km in the horizontal and of about 700 m in the stratosphere (with a hybrid sigma-pressure
coordinate system on a Lorenz grid). The vertical domain reaches 0.01 hPa, where a diffusive sponge layer
prevents the spurious reflection of upward propagating waves. The simulations presented here cover the
period from January 1960 to December 2009 and are started from the same initial conditions, obtained after
1 year of model spin up. The simulated wave-mean flow interaction in the middle atmosphere is well rep-
resented (Giorgetta et al., 2002; Manzini et al., 2012): The effects of GWs are parameterized following Lott
and Miller (1997) for the OGWs and Hines (1997a, 1997b) for the NOGWs. The radiation scheme differs from
the default of MA-ECHAM5, as here we use the updated version of Cagnazzo et al. (2007), with six bands
instead of four in the shortwave range, better suited to represent radiation-ozone interaction. The boundary
conditions (BCs) used for the two simulations are those suggested for the Coupled Model Intercomparison
Project—Phase 5 initiative (Taylor et al., 2012) and include interannually varying observed sea surface tem-
peratures and sea-ice, while for ozone, sulfate aerosols and greenhouse gases observations are used up to
2005 and the RCP4.5 scenario afterward. These BCs are the same used for the experiment 1 of the QBOi initia-
tive (Hamilton et al., 2015), an intercomparison project aimed at improving the representation of the QBO in
GCMs (http://www.sparc-climate.org/activities/quasi-biennial-oscillation/, last accessed: January 2018). The
two model versions differ only by the NOGW perturbation of the horizontal wind field at the launching level,
with a constant value for the experiment named CTL (1 m/s) and a variable value for the sensitivity experiment,
named G02, which is detailed in the following.

2.3. Stochastic Source Parameterization
In current GCMs, the effects of GW dissipation on the middle atmosphere need to be parameterized to obtain
a realistic climate. The emission of NOGWs is generally assumed to be constant in time and occurring at every
grid point, leading to modest spatial and temporal variability. In order to produce consistent latitudinal or sea-
sonal changes in the NOGW forcing, the properties of parameterized waves are in some cases related to the
resolved flow characteristics. In the case of multiwave schemes, this goal can be achieved using the linear the-
ory of GWs, while this is less immediate with globally spectral parameterizations. Possibly also for this reason,
the forcing obtained with commonly used spectral schemes does not match that inferred from observations
(Geller et al., 2013).

With these schemes, it is common to assume fixed values for the NOGW spectrum, even if some parameters
cannot be measured and are adjusted as needed. Here we want to study the effects of a simple stochastic
modification, applicable to most spectral schemes, that consist in randomly assigning the amplitude of the
NOGW forcing at the lowest active level. This is a positive scalar quantity, which is usually tuned depending
on the model configuration: given the lack of observational constraints, it is a reasonable candidate for a
stochastic description. Some wave parameters, such as the spectral shape or the anisotropy at the lower level,
are either better characterized from observations or not common to different schemes. For simplicity, here
we only modify the amplitude of the forcing at the launching level, and other parameters are not changed.

The MA-ECHAM5 model represents the NOGWs by means of the Hines Doppler spread parameterization
(DSP), based on the Doppler spread theory (DST), which are described in Hines (1997a, 1997b). The aim of
the scheme is to represent the deposition of momentum flux from a broad spectrum of GWs, assumed to
propagate vertically from the troposphere, where transient sources are located, to upper levels. This is done
by neglecting the Coriolis effect (as the DST is developed for the midfrequency GWs; Fritts & Alexander,
2003), without coupling to the sources, with all the parameters fixed and independent for each time step and
grid point.

The fundamental characteristic of the DSP is in the expression for the cutoff of the vertical wavenumber
spectrum (as waves with larger m are assumed to be obliterated), which for the jth azimuth reads

{mj}trial = Ni(Nm−1
M + Vj − Vji + Φ1𝜎j)−1, (1)

where N is the Brunt-Väisälä frequency, Φ1 is an adjustable parameter, mM is the maximum wavenumber
before instability and dissipation, Vj is the background wind, and 𝜎j is the NOGW-induced wind variance
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(the subscript i indicates values at the launching level). The calculation is repeated at each grid point start-
ing from the lowermost level (around 600 hPa in log-pressure height), where the root mean square NOGW
fluctuation (𝜎T , in m/s, subscript T for total) is specified and uniformly distributed among J = 8 regularly
spaced azimuths, that is,𝜎ji = 𝜎T J−1. A minimum number of eight azimuths is recommended by Hines (1997a)
for allowing directional cross interaction and has been employed in previous studies, for example, Giorgetta
et al. (2006). The vertical divergence of the momentum flux is the quantity which leads to acceleration or
deceleration of the mean flow, and the occurrence thereof is dependent on the perturbation at the launching
level and the background atmospheric conditions.

The stochastic modification of the Hines parameterization we present here is obtained by extracting, at each
time step and grid point, a random value for 𝜎T from a quasi-Gaussian probability density function (PDF) with
a standard deviation of 0.2 m/s but with the same mean of the model default version of 1 m/s (note that
negative values of the NOGW perturbation are discarded, and 𝜎T is set to zero in case, and for this reason, the
PDF is not strictly Gaussian). With this choice, 95% of the values are between 0.6 and 1.4 m/s, and 68% are
between 0.8 and 1.2 m/s. The sensitivity of the model to changes in 𝜎T has been discussed by Giorgetta et al.
(2006), who have shown that when the parameter is increased/reduced by 10%, the QBO period is significantly
shorter/longer. This value for the standard deviation of the distribution has been chosen after performing
some stochastic sensitivity model runs, briefly documented in the supporting information S1. The value of 0.2
m/s for the PDF standard deviation is adopted to have a clear effect from stochasticity and not to degrade the
default model climate (the polar vortices are weakened, Figure S1, and the QBO period is too short, Figures
S3 and S4, when the PDF is wider).

In the seminal paper of Piani et al. (2004), 𝜎T values were constrained to follow an exponential distribution,
to represent the observed properties of tropical convection. Lognormal distributions have also been found
to well describe the observed NOGW momentum fluxes (Geller et al., 2013). In any case, we found that with
long-tailed PDFs, both the mean state and variability of the model are severely degraded (e.g., the QBO
becoming overly strong and fast, not shown). Therefore, our quasi-Gaussian PDF is here used as a device to
introduce intermittency in this model, a key aspect of the NOGW dynamics (de la Cámara et al., 2016), which
is missing in the deterministic version. We note that this sensitivity to the PDF width contradicts Williams
et al. (2004), who report that for a stochastic Hines scheme the choice of the underlying PDF is unimpor-
tant. A possible explanation for this discrepancy is that the properties of the distribution are less relevant
when the launching level is close or at the surface level, as substantial filtering would occur already below the
stratosphere (Manzini & McFarlane, 1998).

The Hines scheme has been implemented for several atmospheric climate models which extend well above
the troposphere, with evident benefits for the simulated climate, compared to more rudimentary NOGW
parameterizations (Manzini et al., 1997). In particular, the realism of the simulated QBO (Giorgetta et al., 2002)
and that of the extratropical stratosphere in winter (Manzini et al., 2012) is strongly improved. However, some
biases are still present, such as the cold-pole problem, described by Butchart et al. (2011), and the excessive
regularity of the QBO, discussed by, for example, Anstey et al. (2016).

Notwithstanding the improvements obtained implementing the Hines scheme in climate models, some criti-
cal aspects have to be considered. The DST is formulated in a Lagrangian frame, in which the Doppler shift from
the background flow is removed from the dispersion relation (Allen & Joseph, 1989), but the added depen-
dence from the background shear due to the Eulerian to Lagrangian transform is not considered (Broutman
et al., 2004). The dynamics of the DSP have been studied in detail by Klaassen (2009a, 2009b), who demon-
strated that the observed Eulerian tails of the GW spectrum cannot be reproduced following the arguments
of the DST. The transform from the Lagrangian to the Eulerian reference frame of the multiwave spectrum is
found to be singular, as continuity, adiabaticity, and hydrostasy are violated.

Despite the shortcomings of the DSP, this scheme is still used in several climate models which need to parame-
terize NOGWs. Moreover, it has been demonstrated by McLandress and Scinocca (2005) that different spectral
schemes can be tuned to obtain similar results and that GCMs are not sensitive to the nonlinear dissipation
mechanisms adopted. This possibly makes our approach of broader applicability to other globally spectral
schemes, even if the verification of this fact is beyond our present scope.
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2.4. Quantification of the Wave-Mean Flow Interaction
The interaction of waves with the mean flow determines the thermal and dynamical state of the atmosphere,
especially in the stratosphere and above. These processes can be conveniently described using the trans-
formed Eulerian mean (TEM) formalism (Andrews et al., 1987), in which the expression for the time evolution
of the zonal mean zonal wind is given by

𝜕tū = 𝜕tū|𝛁⋅F + 𝜕tū|adv + X̄, (2)

where
𝜕tū|𝛁⋅F = [a cos(𝜙)𝜌0]−1𝛁 ⋅ F, (3)

𝜕tū|adv = −(v̄∗, w̄∗){(a cos(𝜙))−1𝜕𝜙[(cos(𝜙)ū] − f ), 𝜕pū)}. (4)

The residual meridional and vertical velocities defined as v̄∗ = v̄ − 𝜕p(v′𝜃′∕𝜕p�̄�), w̄∗ = w̄ +
(a cos(𝜙))−1𝜕𝜙(v′𝜃′ cos(𝜙)∕𝜕p�̄�), X̄ indicates small-scale forcing, F = a cos(𝜙)(𝜕p(ūv′𝜃′∕𝜕p�̄�) − u′v′, [f −
(a cos(𝜙))−1𝜕𝜙(ū cos(𝜙))]v′𝜃′∕𝜕p�̄� − u′𝜔′) is the Eliassen-Palm flux. In previous equations, 𝜕d is the partial
derivative with respect to d, a is the Earth radius, f the Coriolis parameter, 𝜙 is latitude, zonal means and
anomalies are indicated with a bar and a prime, respectively (for the notation, see Andrews et al., 1987). The
TEM quantities are calculated diagnostically for MA-ECHAM5 and ERAi using the 6-hr data, on model and
1∘ × 1∘ grid, respectively, on pressure levels as close as possible to model levels. The mass residual stream
function (in units kg/s), driven by the interaction between waves and the mean flow, can be used to describe
the interhemispheric circulation (Butchart, 2014) and is defined as

�̄�∗(p) = 2𝜋a cos(𝜙)
g0

(
∫

ptop

p
v̄dp − v′𝜃′

𝜕p�̄�

)
, (5)

where g0 is a reference constant gravitational acceleration.

3. Results and Discussion
3.1. The Zonal Mean Circulation
The zonal mean climate for the boreal winter of the reanalysis and the control model is shown in Figure 1. We
can see that the mean thermal structure of ERAi is well reproduced by the control model version, but there
are some differences: the simulated tropical lower stratosphere is colder than the reanalysis and latitudinal
changes are more marked (Figure 1c), while the interannual variability throughout the northern polar middle
atmosphere is suppressed (from 9 to 5 K).

Compared against the CTL version, the boreal middle atmosphere of the stochastic version (Figure 2a) is
warmer (around 1.5 K), while the austral is colder: this fact could be caused by a more sustained meridional cir-
culation in the mesosphere using the stochastic parameterization. Similar conclusions are reached when the
TEM framework is considered, as discussed below. The winter mesosphere of the stochastic model is generally
more variable compared to the deterministic version (Figure 2c).

Regarding the zonal mean zonal wind, the mean structure of the CTL model (Figure 1d) is realistic; even if
the boreal tropospheric jet is weaker, the core of both the summer and winter stratospheric jets is some-
what stronger than observations, and the polar night jet extends toward the tropical mesosphere (the
easterly-westerly transition at tropical latitudes is smoother in ERAi). The interannual variability of the win-
ter stratosphere appears to be underestimated in CTL compared with ERAi (from 10 to 8 m/s), while the QBO
signal in the tropics is stronger and is seen over a larger depth, up to 1 hPa. We note however that few in
situ observations are assimilated by ERAi above 30 hPa, as sondes are needed to pass the very cold tropical
tropopause (Hamilton et al., 2004). As the reanalysis is based mostly on the forecast model at these alti-
tudes, the results for ERAi are less reliable. The difference in the zonal mean zonal wind between G02 and CTL
(Figure 2b) suggests that the stochastic modification acts to reduce—by thermal wind balance—the inten-
sity of jets in the upper stratosphere in both hemispheres (also in the summer hemisphere, where planetary
waves cannot propagate), with a net westerly difference in the tropical mesosphere around 0.5 hPa, around
the semiannual oscillation (SAO) altitudes (Baldwin et al., 2001). The interannual variability of the two model
versions (Figure 2d) is similar, differing significantly in the tropical mesosphere and the polar regions, with
G02 more variable in the winter hemisphere.

SERVA ET AL. 2151



Journal of Advances in Modeling Earth Systems 10.1029/2018MS001297

Figure 1. Latitude-height plots of the DJF zonal mean temperature and zonal wind for (a and b) ERA-Interim and (c and
d) the CTL model. The mean fields are contoured with black lines; their interannual standard deviations are shaded with
colors. The approximate heights of the tropopause and stratopause are indicated with thick gray lines in (a) and (c).
DJF = December-January-February.

In order to examine changes at stratospheric levels, we show mean and variability of the zonal mean temper-
ature at 10 hPa in Figure 3. The signature of the annual cycle (and the associated year-to-year variability, larger
in the late winter seasons) in ERAi is strong from 30∘ poleward, while the equatorial region is less variable. The
CTL model has a cold bias at the poles in the late winter of both hemispheres and is concurrently less variable,
especially in the southern polar region: this cold-pole bias is a common issue with modern climate models
and is typically more severe when ozone chemistry is interactive (see, e.g., Butchart et al., 2011). The variabil-
ity of the default model version is significantly larger than ERAi in the northern extratropics during the boreal
spring-summer, when easterlies are established.

While the equatorial region is not different in G02 from CTL (Figure 3, bottom), the stochastic model is warmer
during the whole extratropical winter seasons, partly offsetting the model bias, while the variability is not
significantly changed between the two versions. Similar significant differences are also found at higher levels
(not shown).

As also seen from Figure S1, the changes induced in the extratropical circulation can be substantial when
𝜎T is made stochastic, such that the stratospheric jet weakening is proportional to the width of the PDF. The
profiles for the tendencies computed by the Hines scheme with different 𝜎T in a winter extratropical case
are shown in Figure S2. While the altitudes of the maximum drag are seen to lower as 𝜎T is increased, the
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Figure 2. Latitude-height plots of the difference between the mean DJF zonal mean temperature and zonal wind (a and
b) and the ratio of the standard deviations for CTL and G02 (c and d). Significances at the 10% and 5% levels (light and
dark shadings, respectively) are assessed with a t test (a and b) and a F test (c and d). DJF = December-January-February.

magnitude of the deceleration varies more dramatically, as it is doubled when the magnitude of the launching
level perturbation is larger by 20%. Even if such large decelerations are episodic, their integrated effects are
important also for much longer time scales.

A complementary view of the effects induced by the stochastic Hines parameterization on the middle
atmosphere is obtained by considering the mean residual circulation, shown in Figure 4 for the boreal winter.

In the Northern Hemisphere, the deep branch of the meridional circulation subsides poleward of 60∘ N,
explaining the warm temperatures characteristic of the winter mesosphere. In the case of ERAi (Figure 4a), as
already observed for the zonal mean zonal wind, latitudinal variations of the stream function are smoother
than for the models, and the vertical extent of the mesospheric branch is reduced. But we remark that, given
the sparse observations assimilated in the lower mesosphere, the reanalysis results are questionable at these
altitudes. From Figure 4d, despite the differences between the deterministic and stochastic model versions
are relatively small (some percents), a significant tendency for a stronger northward transport in the tropical
mesosphere for the stochastic model is observed, consistent with a more sustained NOGW forcing at upper
levels, driving the upper branch of the residual circulation. These results are in agreement with the changes in
the zonal mean temperature and zonal wind (Figures 2b and 3c), and similar conclusions hold for the austral
summer (not shown).

3.2. The Equatorial Stratosphere
The response to a zonal force at the equator is different from that in the extratropics due to the smallness of the
Coriolis parameter: at midlatitudes, the steady state circulation resulting from persistent NOGW drag results
from a balance between the applied zonal drag and the Coriolis force from a forced meridional circulation
(Haynes, 1998). As the effects of the Earth rotation are less important, the main patterns of variability in the
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Figure 3. The zonal mean temperature at 10 hPa as a function of the month of the year and latitude. The mean
(shadings below 220 K) and interannual standard deviation of ERA-Interim (a and b), the difference of the means and
ratio of standard deviations between CTL and ERA-Interim (c and d), and the same for G02 and CTL (e and f).
Significances at the 10% and 5% levels (light and dark shadings, respectively) from a t test (c and d) and a F test (e and f).
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Figure 4. Latitude-height plots of the residual stream function in DJF, for (a) ERA-Interim, (b) the CTL model, (c) the G02
model, and (d) the difference G02 minus CTL. The contour intervals span different orders of magnitude in the
troposphere, stratosphere, and mesosphere, with negative contours dashed. Significant differences at the 10% and 5%
levels from a t test are shaded (light and dark gray, respectively) in (d). DJF = December-January-February.

tropical upper atmosphere are oscillatory and are the QBO in the stratosphere and the SAO in the mesosphere.
The forcing of these oscillations comes from waves with different properties excited in the troposphere, such
as Kelvin waves, inertio-GWs, and small-scale GWs (Baldwin et al., 2001). GWs likely have the same impor-
tance of resolved waves in the momentum balance, but the partitioning between different forcings is not fully
understood (Dunkerton, 1997; Ern et al., 2014; Giorgetta et al., 2002).

The representation of the equatorial stratosphere remains a challenge for modern reanalysis systems, as
observations are generally sparse both in space and time (Kawatani et al., 2016): for the zonal mean zonal
wind, the high-quality radiosonde observations, performed since the 1950s (Naujokat, 1986), pose a strong
constrain on the representation of the QBO, at least below 10 hPa. In some cases, the forecast models of
reanalyses (like the IFS version of ERAi) are not able to internally generate a QBO (due to a too coarse ver-
tical resolution and an insufficient GW forcing), and therefore, observations are crucial. On the contrary, the
MA-ECHAM5 model is capable to simulate a realistic QBO, with the properties of the oscillation sensitive to
the parameterized NOGW forcing (Giorgetta et al., 2006).

After the subtraction of the seasonal cycle of the zonal mean zonal wind, the predominance of a bien-
nial variability in the equatorial stratosphere is evident, as shown in Figure 5 for ERAi, the CTL and G02
model versions.

Even if both model versions present a realistic pattern of easterly and westerly bands propagating downward
to the lower stratosphere, some differences among them can be noted. It is important to remark that the
imposition of stochasticity does not drastically degrade the stratospheric variability at the equator in G02
compared to CTL, as we discuss below. For ERAi (Figure 5a), the westerly shear zones descend more rapidly
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Figure 5. Time-height plots of the deseasonalized zonal mean zonal wind at the equator, for (a) ERA-Interim, (b) the CTL,
and (c) the G02 models. Easterlies are shaded, contours every 10 ms−1.

and regularly than their easterly counterpart; in the case of CTL (Figure 5b), the asymmetry between the two
phases is less marked, and easterly phases appear to be shorter than the westerly ones; the same can be said
for the G02 model (Figure 5c), for which the QBO has a shorter period than CTL. Note how the QBO is less
regular in the reanalysis than in the models above 10 hPa, where the assimilation of observations is scarce.

Regarding the QBO period, the Fourier spectrum of the tropical zonal mean zonal wind of ERAi peaks just
below 28 months at 20 hPa (Figure 6a), while that of CTL (Figure 6b) is maximized at 30 months and between
20 and 5 hPa and that of G02 (Figure 6c) has a narrow peak just after 26 months, between 20 and 3 hPa.

Figure 6. Amplitude of the Fourier spectrum of the deseasonalized zonal mean zonal wind at the equator for
(a) ERA-Interim, (b) the CTL, and (c) the G02 models.
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Some interesting features to be noted are the simultaneous reduction of the QBO period from CTL to G02 and
the much narrower peak around 26 months of G02. As seen in the experiments done varying the spread of
the 𝜎T PDF, described in the supporting information S1, the period of the QBO is inversely proportional to the
spread at launching level (Figure S3). It is shown by Giorgetta et al. (2006) that the period is proportional to
the mean perturbation at the launching level. Here we see that the response to episodic strong accelerations
or decelerations is a faster propagation of the phase: this effect is phase dependent, with the descent of the
easterlies more sensitive to changes in 𝜎T (see Figure S5 and the differences in the jets in Figure S3) than the
westerlies. A 20% increase of the launching level perturbation leads to a deceleration at 30 hPa which is a
factor two larger than that of CTL (the magnitude is much smaller compared to Figure S2), and the height of
the drag maximum is unchanged.

The spread reduction of the QBO period is observed also for other standard deviations of the 𝜎T PDF (see
Figure S4) with the stochastic approach; hence, it does not depend on the exact amount of wavefield
variability.

To appreciate the effects of stochasticity on the QBO phase progression, the evolution of both phases at 50
hPa are displayed in Figure 7. The vertical and horizontal red segments indicate the mean and the 2𝜎 interval
for the peak values and the duration of each phase, respectively. From the results of ERAi, the asymmetry
between the two phases can be noted. The easterly peak is more variable and deeper than the westerly, and
the duration of the easterlies is shorter than that of the westerly regime. The two QBO phases in both model
versions are more symmetric than in the reanalysis, in particular the peak values of the easterly phase are
underestimated. While the asymmetry in the amplitude is marginally larger in G02, the variability of the period
is reduced, with the CTL model less regular and comparable to ERAi. These results can be explained in light of
the long periodicity of the QBO and Figure S5. Even if the PDF of 𝜎T is quasi-Gaussian at the launching level,
the response of the Hines scheme is nonlinear, and the drag distribution in the stratosphere is skewed toward
extreme values. For this reason, the downward propagation of the QBO in G02 is faster regardless of its phase
and the variability of the resolved forcing.

To further investigate changes in the simulated dynamics of the QBO, the composites of the vertical zonal
mean zonal wind profiles and the Hines tendencies, for the easterly onset at the 20-hPa level are shown in
Figure 8. As previously noted, the modeled depth of the QBO is larger in the CTL model compared to the
reanalysis, and this is evident also during the onset. In the CTL simulation (Figure 8b), the forcing from NOGWs
is larger between 10 and 1 hPa, and in this phase the acceleration calculated from the Hines parameterization
reaches the largest absolute values. The differences between the two model versions are made clear consider-
ing Figure 8c, showing the zonal mean zonal wind and Hines tendency, always at 20 hPa. While the amplitude
of the QBO is unaltered going from the CTL to the G02 model version, the period of the latter is clearly shorter,
and the same holds for the tendency from NOGWs, which is also slightly larger (within 5 cm ⋅ s−1 ⋅ day−1) just
after the onset and around month 13 and 28 afterward. Summarizing, for both models, the QBO extends over
a larger depth compared to ERAi, and the tendency from NOGWs, larger during the westerly to easterly tran-
sition, leads to a faster downward phase propagation in the stochastic model version; the main differences
between CTL and G02 are the shorter periodicity of the QBO and larger values for the tendencies computed
by the Hines parameterization.

The downward propagation of the QBO has phase-specific features, which can be observed in the profiles
of the zonal mean zonal wind, resolved and parameterized tendencies composited at the onsets (Figure 9).
During the westerly onset, the acceleration is larger at 20 hPa, stronger in G02 than in CTL (40 and 20 cm ⋅ s−1 ⋅
day−1). The resolved and parameterized wave forcings have the same sign, and their magnitude is the same.
At upper levels, the absolute values of the opposing advection and parameterized wave forcing are reduced
in G02 compared to CTL, and the net tendency in the stochastic model is more negative. At the easterly onset,
the G02 model presents two distinct peaks in the net tendency: an easterly peak just above 20 hPa (dominated
by the NOGW contribution, around −35 cm ⋅ s−1 ⋅day−1, and resolved waves, around −20 cm ⋅ s−1 ⋅day−1), and
a westerly maximum around 5 hPa (mainly from resolved waves, around 20 cm ⋅s−1 ⋅day−1, less from NOGWs).
While the peak at the lower level is stronger than in CTL due to NOGWs, the main difference in the higher
peak is caused by advection. The role of intermittent and strong tendencies provided by the stochastic Hines
scheme appears more clearly around 20 hPa, with stronger accelerations in G02. However, the relative role
of resolved and parameterized tendencies does not change qualitatively between the two model versions,
since the resolved dynamics of the QBO are not directly affected by the stochastic scheme. The robustness of
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Figure 7. The zonal mean zonal wind (black lines) at the equator following the onset at 50 hPa, for both phases. The
horizontal and vertical red lines indicate the mean and the 2𝜎 interval for the periods and peak values, respectively.
Plots for ERA-Interim (a), the CTL (b), and G02 (c) model versions. QBO = quasi-biennial oscillation.

Figure 8. Time-height plots of the equatorial zonal mean zonal wind for ERAi and CTL, deseasonalized and composited
at the easterly onset at 20 hPa (a and b; tendency from the Hines scheme is shaded in b). Time series of the same fields
(thick lines for the zonal wind, thin for the tendencies) at 20 hPa for the CTL and the G02 model versions (c). NOGW =
nonorographic gravity waves; ERAi = ERA-Interim; QBO = quasi-biennial oscillation.

SERVA ET AL. 2158



Journal of Advances in Modeling Earth Systems 10.1029/2018MS001297

Figure 9. Vertical profiles of the zonal mean zonal wind (thick, black line) and zonal mean tendencies (thick, gray line for
net tendency, red line for NOGWs, blue line for advection, and green line for EP flux divergence) composited at the
easterly and westerly onsets at 20 hPa, for the CTL and the G02 models. NOGW = nonorographic gravity waves; QBO =
quasi-biennial oscillation.

the resolved forcing makes the properties of the QBO less sensitive to specific changes of the parameterized
wave driving in this model.

4. Conclusions

In this work we discuss the impacts on the simulation of the stratospheric dynamics of a stochastic modifica-
tion of the NOGW parameterization of Hines, already implemented in the MA-ECHAM5 model. We compare
the simulation of the recent past performed with a control and a stochastic model version, using the ERAi
reanalysis as a reference.

The relevance of randomness for weather and climate simulation is currently debated, as stochastic tech-
niques have been found to alleviate some of the shortcomings deriving from the traditional resolved and
unresolved scales approach. Stochastic techniques in climate modeling have been used with success to
increase the spread in ensemble simulations and also to increase the variability of the subgrid scales of
the simulation. A probabilistic representation of NOGWs appears to be justified, since while their sources in
the atmosphere are highly intermittent (e.g., convection), this variability is generally not included in GCM
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parameterizations, which are often lacking strong observational constraints. Moreover, there are large
uncertainties whether the static formulations, often calibrated for the present conditions, are adequate for
representing different climates.

Without changing other aspects of the Hines scheme, we extracted random values of the horizontal wind
perturbation from NOGWs from a quasi-Gaussian PDF: the details of the distribution are chosen to preserve
the realistic mean state of the default model but also to add a notable stochastic component to the simulation.
The imposition of stochasticity does not change the dynamics of the Hines scheme but leads to episodic large
differences in the magnitude of the computed tendencies, and to a lower degree, to changes in the levels
where the drag on the mean flow is applied. But as shown in the supporting information S1, allowing for a
too large variability of the wavefield at the launching level is detrimental to the model results. It is interesting
to note that, by constraining the global NOGW forcing at the launching level to a simple PDF (chosen on
empirical basis), it is possible to ameliorate some of the model biases, preserving the realistic aspects of the
simulation, without ad hoc spatial or temporal modulations.

The effects of the stochastic modification are evident in the solstice mesosphere of the extratropics, with
the net effect of slowing the polar night jet and warming at the upper levels, also due to a strengthening of
the mean residual circulation from the summer to the winter hemisphere. The realism of the deterministic
version is preserved also using the stochastic scheme, and the bias at high latitudes is reduced. While the
extratropical mean state is significantly improved, the interannual variability is underestimated also in the
stochastic version.

GWs are ubiquitous in the middle atmosphere at the equator, where convective systems are more frequent,
and they represent an important contribution to the momentum balance in the region. The deterministic
model version, with a fine vertical resolution and the Hines parameterization, internally generates realistic
QBO and SAO, both sensitive to changes in the NOGW forcing. The result obtained with the stochastic parame-
terization is to force a QBO with a similar amplitude, but the descent is more regular and faster, with a reduced
period somewhat closer to that of the reanalysis. The relative importance of resolved and parameterized con-
tributions to the momentum balance is similar in the two model versions and depends on the phase of the
QBO. However, the intercycle variability is further reduced, possibly as a result of the episodic strong accelera-
tions produced within the stochastic scheme (discussed in supporting information S1). For this reason, other
strategies should be followed to improve the simulated QBO variability on long time scales.

Both observational and modeling studies demonstrated that intermittency is a key feature of NOGW dynam-
ics, which should be included in GCMs. This can be achieved by linking the properties of parameterized
NOGWs to the characteristic of the resolved flow or by directly adding stochasticity to the model. The link
between sources and NOGW properties, as their relationship is not well understood, is necessarily done on
empirical basis (Schirber et al., 2015). And while linking with the sources leads to spatial and temporal vari-
ability and to increased drag in the lower stratosphere (Bushell et al., 2015; de la Cámara et al., 2016), the
dynamical filtering by the background winds reduces the signature of the sources on the forcing at upper lev-
els. As shown in this work, directly building stochasticity into traditional spectral schemes can be a strategy for
improving the simulation of the middle atmosphere under current conditions, particularly for those models
with a cold bias in the upper stratosphere or a weak QBO. Compared to interactive NOGW schemes, adding
stochasticity would not introduce, by itself, seasonal or long-term variability in the middle atmospheric forc-
ing, possibly a secondary aspect in different climates (de la Cámara et al., 2016). In general, even when the
model resolution is largely increased, the parameterized NOGW drag remains a key term of the stratospheric
momentum budget (Polichtchouk et al., 2018), and therefore, stochastic NOGW schemes can find application
in this case as well.

Given the simplicity of the approach we describe, this could easily be tested using a different setup. It is often
the case that the tuning of a model is not robust across different configurations: the same consideration holds
for the QBO, which depends on the model resolution, BCs, and parameterized processes. As an example, the
simulated QBO in CMCC-CMS, a coupled model based on MA-ECHAM5, is not stable, disappearing entirely at
times (see, e.g., Schenzinger et al., 2017, their Figure 1). If applied to an atmosphere-ocean coupled model, it
would certainly be interesting to determine whether the calibration of parameters, needed to bring the model
climate toward observations, could be relaxed adding stochasticity into the NOGW forcing. And given the
criticism that the Hines parameterization has attracted, it would also be important to verify the consistency
of the response using other parameterizations, based on different nonlinear dissipation mechanisms.
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