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Abstract In this paper we study how to find solutions uε to the parabolic Ginzburg–Landau
equation that as ε → 0 have as interface a given curve that evolves under curve shortening
flow. Moreover, for compact embedded curves we find a uniform profile for the solution
uε up the extinction time of the curve. We show that after the extinction time the solution
converges uniformly to a constant.
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1 Introduction

This paper concentrates in studying the relationship between the curve shortening flow and
the parabolic Ginzburg–Landau equation.

Let us recall that a curve �(x, t) on R
2 evolves under curve shortening flow, if it satisfies

the following equation:
∂�

∂t
= k�ν, (1)

where k�(θ, t) is the curvature of � with respect to the space variable and ν is the unit normal
vector to �. Moreover, notice that any smooth reparametrization of � satisfies

∂�

∂t
· ν = k�, (2)

The behavior of regular curves under this flow has been widely studied; see for example
[10–13]. However, the current understanding is much more limited in some less regular
situations, as in the case of networks of curves flowing under the curve shortening flow.
Important progress in this direction was made by Mantegazza et al. [16]. One of the goals of
this paper is to develop a method that allow us to extend these results.
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360 M. Sáez Trumper

Mean curvature flow has been related to the solution to a parabolic equation, known as
parabolic Ginzburg–Landau equation, that depends on a parameter ε. We can describe this
equation as follows: let � be an open subset of an m-dimensional manifold M . A function
uε : �× R+ → R satisfies the parabolic Ginzburg–Landau equation if

∂uε
∂t

−�uε + W ′(uε)
2ε2 = 0 (3)

uε(x, 0) = ξε(x), (4)

where W is a nonnegative potential whose minimum value is 0. In some contexts in the
literature this equation is also referred as the Allen–Cahn equation.

Many people have studied the behavior solutions uε as ε approaches 0, in particular when
uε does not depend on time, so that (3) reduces to the elliptic equation

−�uε + W ′(uε)
2ε2 = 0.

Less is known about the parabolic equation. When W is a potential with two minimizers
Ilmanen [15] showed for a solution uε : R

n × [0, T ] → R to (3) the measures dµεt ≡(
ε
2 |Duε |2 + 1

ε
W (uε)

)
dx converge to Brakke’s motion of varifolds by mean curvature. For a

rigorous definition of this concept see [4]. This implies that if the limiting interface is “thin,”
then it evolves by the standard mean curvature flow. Similar results were proven earlier in a
slightly less general setting in [2,7–9].

Let us define for each t ∈ [0, T ) the interface set at time t, I (t), to be the set of those
x ∈ R

2 such that uε(x, t) does not converge to a point where W attains its minimum as
ε → 0.

Pacard and Ritoré [18] proved that certain minimal hypersurfaces, which correspond to the
stationary points of the mean curvature flow, can be realized as interface sets of solutions to the
elliptic Ginzburg–Landau equation. Results in this direction were also proven by Paolini [19]
and by Hutchinson and Tonegawa [14]. In this paper an analogous result for the parabolic
Ginzburg–Landau equation is proved. More precisely we prove

Theorem 1.1 Let W : R → R be a positive function, which achieves its minimum value 0
only at 1 and –1. Consider u∗ to be a solution to the following equation:

−(u∗)xx + 1

2
W ′(u∗) = 0 (5)

u∗(0) = 0 and lim
x→±∞ u∗(x) = ±1. (6)

Suppose that �(λ, t), with space parameter λ ∈ [0, λ̄], is a smooth embedded curve in R
2

(either compact or non-compact) that satisfies (1), d(x, t) is the signed distance to � at time
t and T the time when the first singularity occurs.

Consider an initial condition ψε(x) that satisfies

ψε(x) = u∗
(

d(x, 0)

ε

)
for x ∈ V ′,

and

|ψε(x)| = 1 for x ∈ V c
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Relaxation of the curve shortening flow 361

for tubular neighborhoods V ′ ⊂ V of �(λ, 0). If �(λ, 0) is not compact we also require

inf
x,y∈�(λ,0) dist (x, y) ≥ δ > 0. (7)

Moreover, we assume for non-compact curves that the tubular neighborhood V , where d(x, t)
is well defined and smooth, exists.

Let uε(x, t)be a solution of (3) –(4). For every T > T̄ ≥ 0 there are tubular neighborhoods
U ′ ⊂ U of �(λ, t) and there is a function −1 ≤ vε(x, t) ≤ 1 that satisfies

vε(x, t) = u∗
(

d(x, t)

ε

)
for x ∈ U ′, (8)

|vε(x, t)| = 1 for x ∈ U c (9)

such that

lim
ε→0

sup
(x,t)∈R2×[0,T̄ ]

|uε(x, t)− vε(x, t)| = 0.

Remark 1.1 Theorem 1.1 shows that any embedded curve� evolving under curve shortening
flow can be attained, before its collapsing time, as an interface of some solution uε to (3).
Moreover the convergence profile of this solution is given by (8)–(9).

We would like to remark that the curves considered in Theorem 1.1 can be compact
or non-compact. Notice that for non-compact curves condition (7) corresponds to �(λ, 0)
being “embedded at infinity”, that is �(λ, 0) does not intersect itself at infinity. By standard
maximum principle arguments, it is easy to see that this condition is preserved in time.

Remark 1.2 The proof of Theorem 1.1 can be easily generalized to the following settings:

• Theorem 1.1 holds when u : R
n → R and � is a compact embedded hyper-surface in

R
n evolving under mean curvature flow. Since Theorem 1.2 cannot be generalized to this

setting, we will remain in the context of curves.
• Consider uε : R

2 → R
2 is a vector valued solution to (3)–(4) and W : R

2 → R is a
positive potential with two vector-valued minima, a and b. Then Theorem 1.1 generalizes
to this context by replacing the function u∗ defined by (5)–(6) for the vector-valued
solution γab : R → R

2 to (5), that decays exponentially to a and b when x → ±∞
respectively. The existence of such a solution was proved by Sternberg in [21]. In order
to prove existence of this solution some further assumptions over W are necessary (see
[21]). The proof of this generalization is identically to the one presented in this paper,
with the only exception of Theorem 2.1, that needs to be generalized to this context. This
generalization can be found in [20]. For simplicity we will prove here Theorem 1.1 as
stated above.

We also prove an extension of this result:

Theorem 1.2 Let �(λ, t) be an embedded closed compact curve satisfying (1) and T its
maximal time of existence. Define x0 = �(·, T ), the point where � collapses at time T .

Consider uε(x, t) be the solution to equations (3)–(4), for the initial condition ψε given
by Theorem 1.1.

Consider p > 0 and η ∈ C∞
0 (R × R) such that 0 ≤ η ≤ 1 and

η(x, y) =
{

1, if |x | ≤ 1 and |y| ≤ 1
0. if |x | ≥ 2 or |y| ≥ 2.
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362 M. Sáez Trumper

Define

A(r, t, ε) =
(

1 − η

( |x − x0|
ε
√

2(T − t)
, 2

T − t

3ε2| ln ε|3+p

))(
d(x, t)+ ε2| ln ε|3+p

√
2(T − t)

)

+ η
( |x − x0|
ε
√

2(T − t)
, 2

T − t

3ε2| ln ε|3+p

)(
−√2(T − t)+ ε2| ln ε|3+p

√
2(T − t)

)
.

Then there exist neighborhoods U ′ ⊂ U of �(λ, t) and function v∗
ε (x, t) such that:

v∗
ε (x, t) = u∗

(
A(x, t, ε)

ε

)
for x ∈ U ′

|v∗
ε (x, t)| = 1 for x ∈ U c, and

lim
ε→0

sup
(x,t)∈R2×[0,∞)

|uε(x, t)− v∗
ε (x, t)| = 0.

Remark 1.3 Theorem 1.2 shows the profile near the extinction time. Moreover, it shows that
for every time t ≥ T , the solution uε(x, t) → 1 uniformly.

The extinction profile given by Theorem 1.2 comes from an explicit computation in the
case of a circle evolving under curve shortening flow. This computation is presented in
Appendix. Due to Gage and Hamilton’s result in [10] we know that near the extinction time
any compact curve evolving under curve shortening flow approaches the circle described
by Appendix. Combining both results we obtain the profile given by Theorem 1.2. Further
geometric intuition in the circle case will be discussed in Appendix.

The author expects this approach to generalize to more general settings of shortening flow,
such as networks. These networks are defined as families of n regular curves�i : [0, 1] → �

that may intersect each other or self-intersect only at their endpoints. A network is said to
be flowing by curve shortening flow if the interior of each constituent curve evolves in time
according to this flow. Mantegazza et al. [16] focused on the simplest kind networks, called
triods, that consist only of three curves. They proved existence and studied regularity results
for this system, but they impose a strong constraint, namely that the angles between the
tangents at the meeting point be 120◦ for all t ∈ [0, T ). Formal computations of Bronsard
and Reitich in [5] show that this condition would be determined by the function W when the
flow is regarded as the interface set of a solution to an appropriate Ginzburg–Landau equation.
We also expect that other information about the triod flow will follow by considering it as
an interface set of solution uε to (3). The main technical difficulty to extend the result to
this case relies in the fact that is necessary to consider vector valued solution uε : R

2 → R
2

to the equation (11)–(12), as well as a potential W : R
2 → R with several minima. For

such a potential is not even clear the existence of profiles analogous to (5)–(6) that decay
at infinity to more than two minima. It is possible that other generalizations and results
for Mean Curvature Flow might be derived from this approach. For example, an analogous
theorem to Theorem 1.2 could provide information about the formation of singularities of
Mean Curvature Flow for dimensions greater that 3. In general, since for every ε > 0,
Eq. (3) is strictly parabolic for every t > 0 and does not develop singularities in finite
time (in contrast with the Mean Curvature Flow equation), this approach provides us with a
relaxation of Mean Curvature Flow, that agrees with Brakke flow in the context discussed
by Ilmanen in [15]; and, moreover, can be studied in the frame work of parabolic differential
equations.
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Relaxation of the curve shortening flow 363

After concluding this paper the author learned about results similar to Theorem 1.1 in
[2,3,7–9], among others . The proofs in these papers rely strongly on the use of maximum
principle, hence do not generalize to the case of a vector valued Ginzburg–Landau equation.
Most of the results here extend easily to the vector valued case. The generalizations will be
pointed out along this paper. In a forthcoming paper we will treat the case of vector valued
Ginzburg–Landau equation with a potential W with three minima.

We would also would like to contrast the profile obtained in Theorem 1.2 with the results
in [6], where Buttá obtains a similar profile for a nonlocal version of a related equation.
We would like to remark that Theorem 1.2 was developed independently of Buttá’s paper.
It is also possible to find a numerical algorithm that explores developement of singularities
in [17].

We organize the paper in the following way: in Sect. 2 we show general estimates and
constructions, that will be used in the coming sections. Section 3 deals with proving existence
of solutions to the Eq. (3) and finding estimates over these solutions. Finally, Sect. 4 contains
the proofs of Theorems 1.1 and 1.2. As mentioned above, in the proof of Theorem 1.2 the
particular example of a circle will be used. The proof of this particular example can be found
in Appendix.

The results presented in this paper are partially contained in [20]. I would like to acknow-
ledge my adviser Rafe Mazzeo for his help and support. I would also like to thank Giovanni
Bellettini for pointing out relevant references.

2 Previous results

In this section we present a collection of a priori estimates and constructions that will be
essential in the proof of Theorems 1.1 and 1.2. We remark that most of the estimates presented
here and in Sect. 3 can be easily generalized for vector valued solution uε .

We first establish some notation. Let

Pu = ∂u

∂t
−�u. (10)

Then we can write (3)–(4) as

Puε + 1

2ε2 W ′(uε) = 0 (11)

uε(x, 0) = ξε(x) (12)

Let us start by proving some a priori bounds for solutions to (11)–(12).

Theorem 2.1 Let uε(x, t) satisfies (11)–(12) in R
2×[0, T ] (with T possibly equal to infinity),

where W ∈ C2 is bounded below, has a finite number of critical points {ai }n
i=1 and is such

that W (v) → ∞ as |v| → ∞. We also assume that there is a δ > 0 such that |W ′(v)| ≥ δ

as |v| → ∞. If uε(x, 0) = ξε(x) is bounded and for every t ≥ 0 holds W ′(uε)(x, t) → 0 as
|x | → ∞, we have that sup

R2×[0,T ] |uε(x, t)| ≤ C, where the constant C only depends on
ξε and W (ai ).

Since W is bounded below and proper this theorem is a corollary of the following lemma.

Lemma 2.1 Let u be a solution to (11)–(12) that satisfies W ′(uε)(x, t) → 0 as |x | → ∞
for every t. Suppose that W satisfies the hypothesis of Theorem 2.1. Then for t ∈ [0, t̄] we
have |W (uε)(x, t)| ≤ max{W (ξε),W (ai )} where ai are the critical points of W .
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364 M. Sáez Trumper

Proof To simplify the notation we will drop the indices ε along this proof. Consider v(x, t) =
W (u)(x, t); then

vt −�v = W ′(u)ut −
∑

i

(W ′(u)uxi )xi

= W ′(u)ut − W ′′(u)|∇u|2 − W ′(u)�u

Since u satisfies (11), this becomes

vt −�v + |W ′(u)|2
2ε2 + W ′′(u)|∇u|2 = 0 (13)

Suppose that v has a maximum at (x0, t0). Then ∇v(x0, t0) = W ′(u)∇u(x0, t0) = 0, so there
are two possibilities:

1. W ′(u)(x0, t0) = 0: In this case, u(x0, t0) = ai for some i , therefore W (u)(x, t) ≤ W (ai )

and the result of the lemma follows or
2. ∇u(x0, t0) = 0: Since (x0, t0) is a maximum for v, it is also true that vt (x0, t0) ≥ 0 and

�v(x0, t0) ≤ 0. We can assume also that W ′(u)(x0, t0) = 0, therefore

vt −�v + |W ′(u)|2
ε2 + W ′′(u)|∇u|2 > 0

which contradicts (13).

Therefore the only possible interior maxima of v are critical points of W .
We still need to analyze the behavior of v at infinity. We will show that

lim|x |→∞ |v(x, t)| ≤ max
i

W (ai ). (14)

Recall that W ′(uε)(x, t) → 0 as |x | → ∞. In order to prove (14), we show that necessarily
for any subsequence xn such that |xn | → ∞ there is an i such that uε(xn, t) → ai . We argue
by contradiction. Consider |xn | → ∞ and let l = lim supn→∞ uε(xn, t). By extracting a
subsequence we can assume that l = limn→∞ uε(xn, t). Since W is a C2 function it holds
that limn→∞ W ′(u)(xn, t) = W ′(l) = 0 which contradicts our hypothesis. Therefore there
must exist an i such that u(xn, t) → ai for some i and v(xn, t) → W (ai ), which proves (14)
and concludes the proof of the Lemma. ��

Notice that since this lemma is true for every t̄ it holds that |W (u)(x, t)| ≤ max{W (ξε),

W (ai )} for every (x, t) ∈ R
2 × R+.

Remark 2.1 If −1 ≤ ξε(x) ≤ 1 for every x , it is possible to show, when uε is single valued,
that −1 ≤ uε(x, t) ≤ 1. This fact follows by comparison principle, since 1,−1 are solutions
to (11). Since this proof cannot be generalized for vector valued solutions uε , we chose to
present here Lemma 2.1, that can be easily generalized to that setting, by adding the following
assumption: there is a constant C such that W ′′(u) is positive definitive when |u| > C .

Lemma 2.2 Let C be the constant given by Theorem 2.1. Then there is a constant D ≥ C
and a positive potential W̃ that satisfies:

• W̃ (u) ≡ W (u) for |u| ≤ D.
• |W̃ ′′(u)| ≤ M for some constant M.
• W̃ ′(u) = 0 if and only if W ′(u) = 0. That is W and W̃ have the same critical points.
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Relaxation of the curve shortening flow 365

Proof Let D > C , δ > 0 and

W̃ (u) = η(u)W (u)+ (1 − η(u)) f (u)

where η is a smooth function such that η(u) ≡ 1 for |u| ≤ D, η(u) ≡ 0 for |u| ≥ 2D,
η′(u) ≤ 0 for D < u < D + δ, η′(u) ≥ 0 for −D − δ < u < −D and

f (u) =
{

m1u + d1 if u ≥ 0
−m2u + d2 if u ≤ 0

By definition W̃ = W (u) for |u| ≤ D and

W̃ ′′(u) = η′′(u)(W (u)− f (u))+ 2η′(u)W ′(u)+ η(u)W ′′(u)+ (1 − η(u)) f ′′(u)

For u ≤ D this is equal W ′′(u), if D ≤ |u| ≤ D +δ all these quantities are bounded (because
W, η and f are C2 for D ≤ |u| ≤ 2D) and W̃ ′′(u) = 0 otherwise. We are only left to show
that we can choose mi , di and D such that W̃ ′(u) = 0 for u = ai , where {ai } are the critical
points of W . First we need D such that |ai | ≤ D for every i , then

W̃ ′(u) = W ′(u) for |u| ≤ D,

hence

W̃ ′(u) = 0 if and only if W ′(u) = 0.

Since W is proper, we can also choose D so that W is monotone for D ≤ |u| ≤ D + δ

(increasing for u > 0 and decreasing if u < 0). Then we have

W̃ ′(u) = η′(u)(W (u)− m1u − d1)+ η(u)(W ′(u)− m1)+ m1 if u ≥ D

and

W̃ ′(u) = η′(u)(W (u)+ m2u − d2)+ η(u)(W ′(u)+ m2)− m2 if u ≤ −D

Since for |u| ≥ D + δ we have W̃ ′(u) = mi , we need mi = 0. For D large enough we have
that maxu∈[D,D+δ] W ′(u) > 0, hence choosing m1 = maxu∈[D,D+δ] W ′(u) we have that

η(u)(W ′(u)− m1)+ m1 > 0.

Since η′(u) ≤ 0 for D ≤ u ≤ D + δ for d1 large enough we have that

η′(u)(W (u)− m1u − d1) ≥ 0

concluding that

W̃ ′(u) > 0 for D ≤ u ≤ D + δ.

By the definition of η we have that W̃ ′(u) = m1 > 0 for u ≥ D + δ. Hence, W̃ ′(u) > 0
for u ≥ D. Similarly, m2, d2 can be chosen such that W̃ ′(u) < 0 for u ≤ −D, therefore
W̃ ′(u) = 0 for |u| ≥ D, which concludes the proof. ��

We conclude this section by presenting some well known results for the function u∗,
solution (5)–(6). Notice first that multiplying (5) by (u∗)x (x) we obtain

−((u∗)2x )x +
(

W (u∗)
2

)

x
= 0.
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Integrating follows

(u∗)2x = W (u∗)
2

+ A

for A = (u∗)2x (0)− W (0)
2 . Choosing the (u∗)x (0) such that the constant A = 0 we have that

u∗(x) is defined implicitly for every x ∈ R by

x =
u∗(x)∫

0

dy√
W (y)

, −1 < y < 1 (15)

From (15) we conclude that when u∗ approaches ±1 it holds that x approaches ±∞. Since
(u∗)x (x) = √

W (u∗) > 0 it must hold that limx→±∞ u∗(x) = ±1 respectively.
We also have that the following lemma:

Lemma 2.3 Let u∗ be the solution to (5)–(6). Then for every n ∈ N there are constants cn,
γ+ and γ− such that

∣
∣
∣∣∣
d(n)(u∗(x)+ 1)

dxn

∣
∣
∣∣∣
≤ cneγ−x for all x ≤ 0 (16)

∣∣∣∣∣
d(n)(u∗(x)− 1)

dxn

∣∣∣∣∣
≤ cne−γ+x for all x ≥ 0; (17)

where γ± > 0 are defined by

γ 2± = 1

4
W ′′(±1).

The proof of Lemma 2.3 is standard.

3 Existence and estimates

In this section we are going to prove existence for equation (11)–(12). Although an alternative
proof can be found in [1], we will include our new method, since it provides bounds that will
be useful in the following sections.

We are going to work with the following Banach spaces:

C[t̄1,t̄2] = {u : R
2 × [t̄1, t̄2] → R : u is a uniformly bounded continuous function }

with the standard C0 norm, and its subspace given by:

B[t̄1,t̄2] ={u : R
2 × [t̄1, t̄2]→R : u ∈C[t̄1,t̄2], W ′(u)(x, t)→0 as |x |→∞ for all t ∈[t̄1, t̄2]}.

It is easy to see that B[t̄1,t̄2] is a Banach space with C0 norm.
Consider some τ ≥ 0 and define Fτε : C[τ,t̄] → C[τ,t̄] by

Fτε (u)(x, t) =
t∫

τ

∫

R2

H(x − y, t − s)
−W ′(u)(y, s)

2ε2 dyds +
∫

R2

H(x − y, t − τ)ξτε (y) dy

(18)
where H(x, t) is the heat kernel in R

2.
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Notice that a solution uε of (11) such that uε(x, τ ) = ξτε (x) is a fixed point of Fτε (·), and
conversely (in particular in this case the functional Fτε (·) will depend on uε since ξτε does).
In order to prove the following theorem (Theorem 3.1) we will find a fixed points of Fτε and
find estimates for these fixed points. More precisely we show:

Theorem 3.1 Let W : R → R be a C2 function that satisfies

• W (u) → ∞ as |u| → ∞,
• there is a δ > 0 such that |W ′(v)| ≥ δ as |v| → ∞
• all the critical points of W are contained in a compact set.

Then given a uniformly bounded initial conditions ξε(x) ≡ ξ0
ε (x) such that W ′(ξε)(x) →

0 as |x | → ∞, there is a uniformly bounded continuous function uε that satisfies (11)–(12)
for (x, t) ∈ R

2 × (0,∞).
Moreover, suppose that {ξε} are uniformly bounded as ε → 0. Then, for every t̄ > 0,

0 < ε ≤ 1, K > 0 and sequence of continuous function vε(x, t) satisfying |vε(x, t)| ≤ K
and sup(x,t)∈R2×[0,t̄] |uε − vε |(x, t)| → 0, there is a constant C = C(K ), independent of
ε, ξε and vε , that satisfies:

sup
(x,t)∈R2×[0,t̄]

|uε − vε |(x, t) ≤ C sup
(x,t)∈R2×[0,t̄]

|F0
ε (vε)− vε |(x, t), (19)

Moreover, uε satisfies for every t > 0 that W ′(uε)(x, t) → 0 as |x | → ∞.

Remark 3.1 Inequality (19) in particular implies that every sequence of functions vε such that
|vε | ≤ K and sup(x,t)∈R2×[0,t̄] |F0

ε (vε)−vε | → 0, necessarily satisfies sup(x,t)∈R2×[0,t̄] |uε−
vε |(x, t) → 0

To prove this theorem we will use the following lemmas.

Lemma 3.1 Suppose that there is a constant M such that |W ′′| ≤ M. Let ξτε be uniformly
bounded. Then Fτε (·) : C[τ,t̄] → C[τ,t̄] is well defined for each ε > 0. If additionally

α ∈ (0, 1) and t̄ = τ+ 2αε2

M , then Fτε is a contraction mapping with constant α in R
2 ×[τ, t̄].

Proof The continuity of W ′ implies that if sup(x,t)∈R2×[τ,t̄] |u(x, t)| ≤ C , then there is a
some constant C1 such that sup(x,t)∈R2×[τ,t̄] |W ′(u)(x, t)| ≤ C1. Therefore

|Fτε (u)|(x, t) ≤ C1

ε2

t̄∫

τ

∫

R2

H(x − y, t − τ − s) dyds + sup
x∈R2

|ξτε (x)|
∫

R2

H(x − y, t − τ) dy

≤ C1(t̄ − τ)

2ε2 + sup
x∈R2

|ξτε |(x) = C̄ < ∞,

for all (x, t). Hence Fτε is well defined for each ε > 0.
Since |W ′′| ≤ M we have that

|W ′(u)− W ′(v)| ≤ M |u − v|.
Then for every x ∈ R

2 and t ∈ [τ, t̄] it holds that

|Fτε (u)− Fτε (v)|(x, t) =

∣∣∣∣∣∣∣

t∫

τ

∫

R2

H(x − y, t − s − τ)
−W ′(u)(y, s)+ W ′(v)(y, s)

2ε2 dyds

∣∣∣∣∣∣∣

≤ M(t̄ − τ)

2ε2 sup
(x,t)∈R2×[τ,t̄]

|u − v|(x, t).
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Choosing t̄ = τ + 2αε2

M the previous inequality implies

sup
(x,t)∈R2×[τ,t̄]

|Fτε (u)− Fτε (v)|(x, t) ≤ α sup
(x,t)∈R2×[τ,t̄]

|u − v|(x, t)

Therefore Fτε : R
2 × [τ, t̄] → R

2 × [τ, t̄] is a contraction with constant α. ��
Lemma 3.2 Let τ1 < τ2 < t. Then for every continuous function vε one has

sup
(x,t)∈R2×[τ2,t]

|Fτ1
ε (vε)− Fτ2

ε (vε)| ≤ sup
x∈R2

|ξτ2
ε (x)− Fτ1

ε (vε)(x, τ2)|. (20)

Proof Let Vε(x, t) = Fτ1
ε (vε)(x, t)− Fτ2

ε (vε)(x, t). By definition we have for every t > τ2

that

PVε = W ′(vε)
2ε2 − W ′(vε)

2ε2 = 0

and

Vε(x, τ2) = ξτ2
ε (x)− Fτ1

ε (vε)(x, τ2).

Duhamel’s formula implies that for every t > τ2

Vε(x, t) =
∫

R2

H(x − y, t − τ2)
(
ξτ2
ε (x)− Fτ1

ε (vε)
)
(y, τ2) dy.

Hence, for every x ∈ R
2 and t ≥ τ2

|Vε |(x, t) ≤ sup
y∈R2

∣∣ξτ2
ε (y)− Fτ1

ε (vε)
∣∣ (y, τ2),

which finishes the proof of (20). ��
Lemma 3.3 If

• W (u) → ∞ as |u| → ∞,
• there is a δ > 0 such that W ′(u) > δ when |u| → ∞,
• all the critical points of W are contained in a compact set and
• ξτε is such that W ′(ξ τε )(x) → 0 as |x | → ∞,

then

Fτε
(

C[τ,t̄]
⋂

B[τ,t̄]
)

⊂ C[τ,t̄]
⋂

B[τ,t̄].

Proof Consider u ∈ C[τ,t̄]
⋂

B[τ,t̄]. Let us define

I1(x, t) =
t∫

τ

∫

R2

H(x − y, t − s)
−W ′(u)(y, s)

2ε2 dyds

and

I2(x, t) =
∫

R2

H(x − y, t − τ)ξτε (y) dy.

Since Fτε (u)(x, t) = I1(x, t)+ I2(x, t), we are interested in analyzing the behavior of I1(x, t)
and I2(x, t) as x → ∞.
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Changing variables, we have

I1 =
t∫

0

∫

R2

H(y, s)
−W ′(u)(x − y, t − s)

2ε2 dyds.

By hypothesis W ′(u)(x, t) → 0 as |x | → ∞, for every y, t and s. We also know that
W is a C2 function and u is uniformly bounded, so |W ′(u)(x − y, t − τ − s)| is uniformly
bounded in R

2 × [τ, t̄] and
∣
∣
∣
∣H(y, s)

−W ′(u)(x − y, t − τ − s)

2ε2

∣
∣
∣
∣ ≤ C(ε)H(y, s) ∈ L1(R2 × [τ, t̄]).

By dominated convergence it follows that

I1(x, t)

t∫

τ

∫

R2

H(y, s)
−W ′(u)(x − y, t − τ − s)

2ε2 dyds → 0 as |x | → ∞. (21)

This implies that lim|x |→∞ Fτε (x, t) depends on the behavior of I2(x, t) as x approaches
infinity. As before we have that.

I2(x, t) =
∫

R2

H(y, t − τ)ξτε (x − y) dy (22)

We are going to prove the result of the lemma by contradiction. Suppose that
limx→∞ W ′(Fτε (u))(x, t) is not 0 or it does not exist. Then there is a sequence {xn}n∈N

such that xn → ∞ as n → ∞ and either limn→∞ W ′(Fτε (u))(xn, t) = c = 0 or it is infinite.
By hypothesis

W ′(ξ τε )(xn) → 0 as n → ∞. (23)

Given the assumptions over W it must hold that ξτε (xn) is uniformly bounded in R
2. This

implies that there exists a convergent subsequence of {ξτε (xn)}n∈N, which we relabel
{ξ(xn)}n∈N. Let limn→∞ ξτε (xn) = l < ∞; then by using (22) and dominated convergence,
we have that

lim
n→∞

∫

R2

H(xn − y, t − τ)ξτε (y) dy = l. (24)

Combining (21) and (24) we conclude that

lim
n→∞ Fτε (u)(xn, t) = l.

Using this equality and the continuity of W ′ we have

lim
n→∞ W ′(Fτε (u))(xn, t) = W ′(l)

but by (23) one has

W ′(l) = lim
n→∞ W ′(ξ(xn)) = 0;

so

lim
n→∞ W ′(Fτε (u))(xn, t) = 0

which contradicts the definition of {xn}n∈N. Hence limx→∞ W ′(Fτε (u))(x, t) = 0, which
finishes the proof of Lemma 3.3. ��
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Lemma 3.4 If the function W ∈ C2 satisfies:

• there is a constant M such that |W ′′| ≤ M,
• W (u) → ∞ as |u| → ∞,
• there is a δ > 0 such that W ′(u) > δ when |u| → ∞,
• all the critical points of W are contained in a compact set and
• ξτε is such that W ′(ξ τε )(x) → 0 as |x | → ∞,

then the function Fτε : C[τ,t̄]
⋂

B[τ,t̄] → C[τ,t̄]
⋂

B[τ,t̄] is well defined for any given τ, t̄ ≥ 0.

If additionally α ∈ (0, 1) and t̄ = τ + 2αε2

M , then Fτε is a contraction mapping with constant
α in R

2 × [τ, t̄].
Proof This follows directly by combining Lemma 3.1 and Lemma 3.3. ��
Proof of Theorem 3.1: First we will assume that |W ′′| ≤ M . In this case we will prove this
Theorem in the following steps:

• Prove existence for small time intervals by using the contraction mapping Fτε defined by
(18) . The length of these time intervals depends on ε and α, the contraction constant of
Fτε .

• Extend the solution to all times, by proving that the solutions and its derivatives match in
the intersection of the chosen time intervals.

• Find estimates for each time interval.
• Use these local estimates to find a global estimate independent of ε.

Step 1 Fix t̄ > 0 and let

τi = i
2αε2

M
(25)

with i = 0, . . . , Iα, where the constant α, Iα ∈ N satisfy t̄ M
2αε2 ≤ Iα ≤ 2 t̄ M

2αε2 . By the

definition of τi we have that t̄Iα ≥ t̄ . We will redefine τIα+1 = t̄ .
Consider vε(x, t) ∈ C[0,t̄]. Then we also have vε(x, t) ∈ C[τi ,τi+1]. Let Fε,i = Fτi

ε . And
we will denote by Fn

ε,i the composition of Fε,i with itself n times.
By Lemma 3.1 we have

sup
R2×[τi ,τi+1]

|Fn+1
ε,i (vε)(x, t)− Fn

ε,i (vε)(x, t)| ≤ αn sup
R2×[τi ,τi+1]

|Fε,i (vε)(x, t)− vε(x, t)|.
(26)

where the supremum is taken over R
2 ×[τi , τi+1]. Now, by the usual arguments we conclude

that {Fn
ε,i (vε)} is a Cauchy sequence, which implies that there is a function ui

ε ∈ C[τi ,τi+1]
such that Fn

ε,i (vε(x, t)) → ui
ε(x, t) as n → ∞. Also Fn+1

ε,i (vε(x, t)) = Fε,i (Fn
ε,i (vε(x, t))),

so taking the limit as n → ∞ we see that ui
ε(x, t) satisfies

Fε,i (u
i
ε)(x, t) = ui

ε(x, t). (27)

Since the heat kernel is smooth, we have that for any finite τi , τi+1, its convolution with a
continuous function is well defined and smooth. It follows that for any continuous function
u, the function Fε,i (u) is in C∞(R2 × [τi , τi+1]). In particular, by using (27) we have that
ui
ε(x, t) is C∞(R2 × [τi , τi+1]). From (27) and Duhamel’s formula we can conclude that ui

ε

satisfies

(ui
ε)t −�ui

ε + 1

2ε2 W ′(ui
ε) = 0 (28)
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ui
ε(x, τi ) = ξτi

ε (x) (29)

for (x, t) ∈ R
2 × (τi , τi+1).

Step 2 Now define recursively ξτi
ε (x):

ξτ0
ε (x) = ξε(x) (30)

ξτi
ε (x) = ui−1

ε (x, τi ). (31)

Now we define uε(x, t) by

uε(x, t) = ui
ε(x, t) for t ∈ [τi , τi+1]. (32)

It is clear that uε is a solution to (11) for t ∈ (τi , τi+1). Moreover, by writing

ui+1
ε (x, t) =

t∫

t̄i

∫

R2

H(x − y, t − t̄i − s)
−W ′(ui+1

ε )(y, s)

2ε2 dyds

+
∫

R2

H(x − y, t − t̄i )u
i
ε(y, τi+1) dy,

and taking derivatives it is clear that the space derivatives of uε are continuous functions of
time. Using the continuity of the space derivatives and Eq. (11) for ui+1

ε and ui
ε we conclude

that the time derivatives of uε are continuous in time as well. This fact easily implies that
uε is a solution to (11) for all times. Moreover, by the definition of u0

ε , we have that uε also
satisfies (12).

Step 3 Now we need to prove formula (19). Notice that using inequality (26) one has

sup
R2×[τi ,τi+1]

|Fn
ε,i (vε)− vε |(x, t) ≤ 1

1 − α
sup

R2×[τi ,τi+1]
|Fε,i (vε)− vε |(x, t).

Taking the limit as n → ∞

sup
R2×[τi ,τi+1]

|uε − vε |(x, t) ≤ 1

1 − α
sup

R2×[τi ,τi+1]
|Fε,i (vε)− vε |(x, t). (33)

Using Lemma 3.2, this implies

sup
R2×[τi ,τi+1]

|uε−vε |(x, t)≤ 1

1 − α

(

sup
R2×[τi ,τi+1]

|Fε,i (vε)− Fε,0(vε)|(x, t)

+ sup
R2×[τi ,τi+1]

|Fε,0(vε)− vε |(x, t)

)

≤ 1

1−α

(

sup
R2

|uε−Fε,0(vε)|(x, τi )+ sup
R2×[τi ,τi+1]

|Fε,0(vε)−vε |(x, t)

)

≤ 1

1−α

(

sup
R2

|uε−vε |(x, τi )+2 sup
R2×[τi ,τi+1]

|Fε,0(vε)−vε |(x, t)

)

.

(34)
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Recursively, we conclude that for every T < ∞, ε > 0 there is a constant C such that

sup
R2×[0,T ]

|uε − vε |(x, t) ≤ C(T, ε) sup
R2×[0,T ]

|Fε,0(vε)− vε |(x, t). (35)

A straightforward computations shows that the functions uε(εx, ε2t) satisfy (11), but

uε(εx, 0) = ξε(εx).

That is, uε(εx, ε2t) is a fixed point of

Gε(v)(x, t) =
t∫

0

∫

R2

H(x − y, t − s)
−W ′(v)(y, s)

2
dyds +

∫

R2

H(x − y, t − τ)ξε(εy) dy.

Therefore (19) is equivalent to every T > 0 and every continuousv, such that sup
R2×[0,T ]|uε−

vε | ≥ δ and |v| ≤ K , satisfies

sup
R2×[0,T ]

|uε(εx, ε2t)− v(x, t)| ≤ C sup
R2×[0,T ]

|Gε(v)− v|(x, t). (36)

To simplify the notation we will denote in the remainder of the proof

uεε(x, t) = uε(εx, ε2t).

If (36) does not hold there are sequences of functions u j , v j and a sequence of times
Tj → T ∈ [0,∞] such that |u j − v j |(x, t) ≥ δ and

sup
R2×[0,Tj ]

|u j − v j |(x, t) ≥ j sup
R2×[0,Tj ]

|G j (v j )− v j |(x, t), (37)

where u j (x, t) = u
ε j
ε j (x, t) and G j = Gε j .

Recall that u j and v j are uniformly bounded. Then, Eq. (37) implies that

sup
R2×[0,Tj ]

|G j (v j )− v j |(x, t) → 0 as j → ∞. (38)

We will show that (38) implies sup
R2×[0,Tj ] |u j −v j |(x, t) → 0, contradicting the assumption

|u j − v j |(x, t) → 0.
Let T = {(t j ) j∈N : t j ≤ Tj and sup

R2×[0,t j ] |u j − v j |(x, t) → 0} ⊂ {(t j ) j∈N : t j ≤ Tj }.
We will show that the set T is non-empty, open and closed in {(t j ) : t j ≤ Tj } and then
conclude that is the whole set.

Equation (35) implies that T is not empty (by choosing t j = T , where T is some constant
time). Let us show now that T is closed.

Consider a sequence (tn
j ) j ∈ T such that tn

j → t j as n → ∞ and let us prove that
(t j ) j∈N ∈ T . Notice that

sup
R2×[0,t j ]

|u j − v j |(x, t) ≤ max

⎧
⎨

⎩
sup

R2×[0,tn
j ]

|u j − v j |(x, t), sup
R2×[tn

j ,t j ]
|u j − v j |(x, t)

⎫
⎬

⎭
.
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Since (tn
j ) ∈ T we only need to find bounds over sup

R2×[tn
j ,t j ] |u j − v j |(x, t). Since for n

large enough we have that t j − tn
j ≤ 2α

M , from (34) we have that

sup
R2×[tn

j ,t j ]
|u j − v j |(x, t)

≤ 1

1 − α

⎛

⎝sup
R2

|u1 − v j |(x, tn
j )+ 2 sup

R2×[tn
j ,t j ]

|G j (v j )− v j |(x, t)

⎞

⎠

≤ 1

1 − α

⎛

⎝ sup
R2×[0,tn

j ]
|u1 − v j |(x, t)+ 2 sup

R2×[0,Tj ]
|G j (v j )− v j |(x, t)

⎞

⎠ .

This implies

sup
R2×[0,t j ]

|u j − v j |(x, t)

≤ 1

1 − α

⎛

⎝ sup
R2×[0,tn

j ]
|u1 − v j |(x, t)+ 2 sup

R2×[0,Tj ]
|G j (v j )− v j |(x, t)

⎞

⎠ .

By a standard diagonal argument, combined with equation (38) we have sup
R2×[0,t j ] |u j −

v j |(x, t) → 0 as j → ∞, and hence (t j ) j∈N ∈ T .

In order to show thatT is open consider (T̃ j ) j ∈T and define S j = T̃ j + min
{

2α
M , Tj − T̃ j

}

≤ Tj . Equation (34) implies for every j holds that

sup
R2×[0,S j ]

|u j − v j |(x, t)

≤ 1

1 − α

(

sup
R2

|u1 − v j |(x, T̃ j )+ 2 sup
R2×[0,Tj ]

|G j (v j )− v j |(x, t)

)

.

Then

sup
R2×[0,S j ]

|u j − v j |(x, t)

≤ 1

1 − α

⎛

⎝ sup
R2×[0,T̃ j ]

|u1 − v j |(x, t)+ 2 sup
R2×[0,Tj ]

|G j (v j )− v j |(x, t)

⎞

⎠ .

Since T̃ j ∈ T , using Eq. (38), we have that sup
R2×[0,S j ] |u j − v j |(x, t) → 0 as j → ∞,

hence (S j ) j∈N ∈ T . We conclude that {(t j ) j : t j ≤ S j } ⊂ T . Since T̃ j < S j for every
T̃ j = Tj , necessarily {(t j ) j : t j ≤ S j } contains an open neighborhood of (T̃ j ) j , hence T is
also open.

Finally, since T is open closed and non-empty, we have that T = {(t j ) j : t j ≤ Tj }.
In particular sup

R2×[0,Tj ] |u j − v j |(x, t) → 0 as j → ∞, which contradicts the assump-
tion. Therefore, (36) must hold, finishing the proof of Theorem 3.1 when |W ′′| is unifomly
bounded.

For the general case (that is when W ′′ is not necessarily bounded) we can repeat the proof
for W̃ constructed in Lemma 2.2. Lemma 2.1 implies that the fixed point that we find for W̃
is also a solution to (11)-(12) and equation (19) holds for any |vε | ≤ D. ��
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Remark 3.2 Notice that when vε is regular enough we can write

vε(x, t) =
t∫

0

∫

R2

Pvε(y, s) dyds +
∫

R2

H(x − y, t)vε(y, 0) dy.

Hence, from inequality (19) and the definition of F we derive, when vε is a family of
continuous functions such that |vε | ≤ K and sup

R2×[0,t̄] |vε − uε | → 0 as ε → 0, that there
is a constant C independent of ε such that:

sup
R2×[0,t̄]

|uε − vε |(x, t)

≤ C

⎛

⎜
⎝ sup
(x,t)∈R2×[0,t̄]

t∫

0

∫

R2

H(x − y, t − s)

∣
∣
∣
∣
−W ′(vε)

2ε2 − Pvε

∣
∣
∣
∣ (y, s) dyds

+ sup
(x,t)∈R2×[0,t̄]

∫

R2

H(x − y, t) |ξε(y)− vε(y, 0)| dy

⎞

⎟
⎠ . (39)

4 Proof of Theorems 1.1 and 1.2

Let�(λ, t) ⊂ R
2 parametrized by the space parameter λ ∈ [0, λ̄], be a compact curve flowing

by mean curvature, that is, for any parametrization holds

∂�

∂t
· ν = k�(λ, t)

where k� is the curvature of � and ν its normal vector.
Let d(x, t) be the signed distance from x to �(λ, t). Recall that where d is smooth

|∇d| = 1. (40)

Since � is a smooth curve, there is a constant τ > 0 such that for |d| ≤ τ , d(x, t) is a smooth
function. Using these facts and standard computations we have the following lemma (see [1]
for example):

Lemma 4.1 Let �(λ, t) be flowing by mean curvature and d(x, t) the signed distance to
�(λ, t) then it holds

dt −�d = k2(λ, t)d

1 + k(λ, t)d
(41)

where k(λ, t) is the curvature of � at time t.

Since we have freedom in choosing the initial condition we are going to define the fol-
lowing function ψε (which satisfies the conditions of Theorem 1.1) that will be the initial
condition in the rest of this paper: Fix χ ∈ C∞

0 ((−1, 1)), |χ | ≤ 1 and χ(x) = 1 for
x ∈ [− 1

2 ,
1
2 ]; and set

ψε(x) = χ(d(x, 0))u∗
(

d(x, 0)

ε

)
+ (1 − χ(d(x, 0)))

d(x, 0)

|d(x, 0)| . (42)

Now we can prove Theorem 1.1.
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Proof of Theorem 1.1: The strategy will be the following: first we construct a uniformly

bounded function vε that satisfies (8)–(9) and such that the function
∣
∣
∣Pvε(y, s)+ W ′(vε)(y,s)

2ε2

∣
∣
∣

is also uniformly bounded (independently of ε); moreover, it converges to 0 as ε → 0 and
is supported in a neighborhood of �. We conclude using inequality (39), with vε as a test
function, and Dominated Convergence Theorem.

Since �(λ, t) is smooth for all 0 < t ≤ T̄ there is τ̄ such that for |d| ≤ τ̄ the function
d(x, t) is a smooth for every t ≤ T̄ . Consider −1 ≤ χτ̄ ≤ 1 be a C∞ function with support
in [−τ̄ , τ̄ ] and χτ̄ (x) = 1 for x ∈ [− τ̄

2 ,
τ̄
2 ].

We can define

vε(x, t) = χτ̄ (d(x, t))u∗
(

d(x, t)

ε

)
+ (1 − χτ̄ )

d(x, t)

|d(x, t)| . (43)

where u∗ is defined by (5)–(6). The function vε satisfies

Pvε(x, t)+ W ′(vε)(x, t)

2ε2 = (
χ ′̄
τdt − χ ′̄

τ�d − χ ′′̄
τ |∇d|2)

(
u∗ − d

|d|
)

− 2χ ′̄
τ |∇d|2 u′∗

ε

+χτ̄u′∗
ε

(dt −�d)− χτ̄ |∇d|2W ′(u∗)
2ε2 + W ′(vε)

2ε2 (44)

Notice that for d ≤ −τT̄ and d ≥ τT̄ we have that ũε = ±1 respectively, hence

Pvε(x, t)+ W ′(vε)(x, t)

2ε2 = 0.

That is Pvε(x, t)+ W ′(vε)(x,t)
2ε2 is supported in a neighborhood of �.

Using Lemma 4.1, (16), (17) and (44) we prove that for every x such that −τ̄T̄ ≤ d(x, t) ≤
τ̄T̄ , Pvε(x, t)+ W ′(vε)(x,t)

2ε2 converges pointwise to 0 and it is uniformly bounded independently
of ε. Namely, we have for γ = min{γ+, γ−}

• If x satisfies τ̄
2 ≤ |d(x, t)| ≤ τ̄ , then

∣∣∣∣Pvε(x, t)+ W ′(vε)(x, t)

2ε2

∣∣∣∣ ≤ C
e−γ τ̄

2ε

ε2 if τ̄2 ≤ |d(x, t)| ≤ τ̄ . (45)

• For x such that |d(x, t)| ≤ τ̄
2 we have, by definition of χτ , that

∣∣∣∣Pvε(x, t)+ W ′(vε)(x, t)

2ε2

∣∣∣∣ = u′∗
ε
(dt −�d) ≤ C

de−γ d
ε

ε
. (46)

It follows from equations (45) and (46) that
∣∣∣Pvε(x, t)+ W ′(vε)(x,t)

2ε2

∣∣∣ converges pointwise to

0 for every fixed (x, t). Notice that when d(x, t) = 0 it holds for every t and ε > 0 that∣∣∣Pvε(x, t)+ W ′(vε)(x,t)
2ε2

∣∣∣ = 0.

The uniform boundedness also follows from Eqs. (45) and (46) by noticing that for every

ε > 0 the quantities e−γ τ̄
2ε

ε2 and de−γ d
ε

ε
can be bounded by a constant that only depends on γ

and τ̄ . We would like to point out that this bounds are possible away form the first singularity
time. Similar estimates can be found in [1].
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Inequality (39) implies that

sup
R2×[0,T̄ ]

|uε−vε |(x, t) ≤ C sup
R2×[0,T̄ ]

t∫

0

∫

R2

H(x−y, t−s)

∣
∣
∣
∣
−W ′(vε)(y, s)

2ε2 −Pvε(y, s)

∣
∣
∣
∣ dyds

+C sup
(x,t)∈R2×[0,T̄ ]

∫

R2

H(x − y, t) |ψε(y)− vε(y, 0)| dy.

For simplicity

Sε(x, t) =
t∫

0

∫

R2

H(x − y, t − s)

∣
∣
∣
∣
W ′(vε)(y, s)

2ε2 + Pvε(y, s)

∣
∣
∣
∣ dyds.

Consider any 0 < t < T̄ and δ > 0. Then, using (45) and (46), we have a constant C ,
independent of ε, such that

Sε(x, t) ≤
t−δ∫

0

∫

BR

H(x − y, t − s)

∣
∣∣∣
W ′(vε)(y, s)

2ε2 + Pvε(y, s)

∣
∣∣∣ dyds

+C

t∫

t−δ

∫

R2

H(x − y, t − s)+ C

t−δ∫

0

∫

R2\BR

H(x − y, t − s) dyds.

For R large enough (independent of x, t) the last integral is smaller than δ (notice that if �
is compact it is just identically 0). Also by the definition of H we have for every x, y ∈ R

2

and s ≤ t − δ, that H(x − y, t − s) ≤ C
δ

. We conclude that for every x holds

Sε(x, t) ≤ C

δ

t−δ∫

0

∫

BR

∣∣∣∣
−W ′(vε)(y, s)

2ε2 − Pvε(y, s)

∣∣∣∣ dyds + 2Cδ

≤ C

δ

T̄∫

0

∫

BR

∣∣∣∣
−W ′(vε)(y, s)

2ε2 − Pvε(y, s)

∣∣∣∣ dyds + 2Cδ.

Using Dominated Convergence Theorem and equations (45)–(46) we can see that

lim
ε→0

sup
R2×[0,T̄ ]

Sε(x, t) ≤ 2Cδ

Since this holds for every δ > 0 we have

lim
ε→0

sup
R2×[0,T̄ ]

Sε(x, t) = 0.

Let us prove now that limε→0 sup |vε(y, 0)− ψε(y)| = 0. Without loss of generality we
can assume that the width (τt̄ ) of the tubular neigborhood of � such that d is smooth is less
than 1, that is 1 ≥ τt̄ . Therefore we have that

vε(x, 0)− ψε(y) =
{

0 if |d| ≤ τ̄
2 or |d| ≥ 1(

u∗ − d
|d|
)
(χ − χτ̄ ) otherwise.
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Equations (16) and (17) imply that

|vε(y, 0)− ψε(y)| ≤ Ce− γ
2ε .

It follows from (39)

lim
ε→0

sup
R2×[0,T̄ ]

|uε − vε |(x, t) ≤ C lim
ε→0

sup
R2×[0,T̄ ]

Sε(x, t)+ lim
ε→0

T̄ Ce− γ
2ε = 0

finishing the proof. ��
Now we proceed to show Theorem 1.2.

Proof of Theorem 1.2: We will use the following notation. Let T be the maximal time of
existence of � and x0 = �(·, T ). Let

r = |x − x0|,

RT (t) = √
2(T − t),

a(x, t, ε) = d(x, t)+ ε2| ln ε|3+p

RT (t)
,

η compactly supported such that

η(x, y) =
{

1 if |x | ≤ 1 and |y| ≤ 1
0 if |x | ≥ 2 or |y| ≥ 2

.

and

A(r, t, ε) =
(

1 − η

(
|x − x0|
εRT (t)

,
R2

T (t)

3ε2| ln ε|3+p

))

a(r, t, ε)

+η
(

|x − x0|
εRT (t)

,
R2

T (t)

3ε2| ln ε|3+p

)(
−RT (t)+ ε2| ln ε|3+p

RT (t)

)
.

Define

v∗
ε (r, t) =

{
χ
(

A(r,t,ε)
R(t)

)
u∗
(

A(r,t,ε)
ε

)
+
(

1 − χ
(

A(r,t,ε)
R(t)

))
A(r,t,ε)
|A(r,t,ε)| for t ≤ 1

1 for t ≥ 1
(47)

where χ is defined as before ( that is −1 ≤ χ ≤ 1 is a C∞ function with support in [−1, 1]
and χ(x) = 1 for x ∈ [− 1

2 ,
1
2 ]) .

We will show that uε , solution to (11)–(12) (where ψε is defined by (42)), satisfies

lim
ε→0

sup
(x,t)∈R2×[0,∞)

|uε(x, t)− v∗
ε (x, t)| = 0.

First we show that

sup
R2×[0,∞)

|uε − v∗
ε |(x, t) = sup

R2×[0,T ]
|uε − v∗

ε |(x, t). (48)

Let

uT
ε (x, t) = uε(x, t + T )

(v∗
ε )

T (x, t) = v∗
ε (x, t + T ) ≡ 1.
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Since P1 = W ′(1) = 0 and v∗
ε is continuous and bounded for every ε > 0, using inequality

(39) we have for x ∈ R
2 and t ≥ T that

|uε(x, t)− v∗
ε (x, t)| ≤ sup

y∈R2

∣
∣uε(y, T )− v∗

ε (y, T )
∣
∣ ≤ sup

(y,t)∈R2×[0,T ]

∣
∣uε(y, t)− v∗

ε (y, t)
∣
∣ ,

proving (48).
To show that limε→0 sup(y,t)∈R2×[0,T ]

∣
∣uε(y, t)− v∗

ε (y, t)
∣
∣ = 0 we will use the result of

Theorem 5.1 and argue by contradiction.
Suppose that

lim
ε→0

sup
(y,t)∈R2×[0,T ]

∣
∣uε(y, t)− v∗

ε (y, t)
∣
∣ = 0.

Then there must exist δ > 0 and sequences {εn} ⊂ [0, T ], {xn} ⊂ R
2, {tn} ⊂ [0, T ] such

that εn → 0 as n → ∞ and
∣
∣uεn (xn, tn)− v∗

εn
(xn, tn)

∣
∣ > δ. (49)

Since tn ∈ [0, T ] for every n, there is a subsequence, that we relabel as tn such that tn → t̄ .
We divide the rest of the proof in two cases: t̄ < T and t̄ = T .

• t̄ < T Let t̄ < t̃ < T . Then there is an n0 such that for every n > n0 it holds tn < t̃ . This
implies for every n > n0 that

∣∣uεn (xn, tn)− v∗
εn
(xn, tn)

∣∣ ≤ sup
(y,t)∈R2×[0,t̃]

∣∣uεn (y, t)− v∗
εn
(y, t)

∣∣

≤ sup
(y,t)∈R2×[0,t̃]

∣∣uεn (y, t)− vεn (y, t)
∣∣

+ sup
(y,t)∈R2×[0,t̃]

∣∣vεn (y, t)− v∗
εn
(y, t)

∣∣

where vεn (y, t) in the function defined by (43). Definitions (43) and (47) imply that

sup
(y,t)∈R2×[0,t̃]

∣∣vεn (y, t)− v∗
εn
(y, t)

∣∣ → 0 as n → ∞.

Since t̄ < T , by Theorem 1.1 we have

sup
(y,t)∈R2×[0,t̃]

∣∣uεn (y, t)− vεn (y, t)
∣∣ → 0 as n → ∞.

Hence
∣∣uεn (xn, tn)− v∗

εn
(xn, tn)

∣∣ → 0 as n → ∞,

contradicting (49).
• t̄ = T Consider a circle CT (t) centered at x0 with radius RT (t). Let uC

ε (x, t) and vC
ε (x, t)

be respectively the solution to (11) and the approximation to this solution given by Theo-
rem 5.1. For every n we have that

∣∣uεn (xn, tn)− v∗
εn
(xn, tn)

∣∣ ≤ sup
y∈R2

∣∣∣uεn (y, tn)− uC
εn
(y, tn)

∣∣∣

+ sup
y∈R2

∣∣∣uC
εn
(y, t)− vC

εn
(y, t)

∣∣∣

+ sup
y∈R2

∣∣∣vC
εn
(y, tn)− v∗

εn
(y, tn)

∣∣∣ .
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Theorem 5.1 implies that

sup
y∈R2

∣
∣
∣uC
εn
(y, t)− vC

εn
(y, t)

∣
∣
∣ → 0 as n → ∞.

Using definitions (52) and (47) we have

sup
y∈R2

∣
∣
∣vC
εn
(y, tn)− v∗

εn
(y, tn)

∣
∣
∣ → 0 as n → ∞.

Let us show now that there are subsequences of {εn}, {tn} such that
supy∈R2

∣
∣uC
εn
(y, tn)− uεn (y, tn)

∣
∣ converges to 0 as n → ∞.

Let wε,n(x, t) for t ≥ tn be the solution to (11) such that wε,n(x, tn) = v∗
ε (x, tn).

Respectively, we consider wC
ε,n(x, t) for t ≥ tn to be the solution to (11) such that

wC
ε,n(x, tn) = vC

ε (x, tn). Theorem 1.1 implies that for every fixed n holds

Dm(tn) ≡ sup
x∈R2

|uεm (x, tn)− v∗
εm
(x, tn)| → 0 as m → ∞,

DC
m (tn) ≡ sup

x∈R2
|uC
εm
(x, tn)− vC

εm
(x, tn)| → 0 as m → ∞.

Therefore we can define

m(n) = in f

{
m ∈ N : m ≥ n, Dn( j),Cn( j) ≤ 1

n
for every j ≥ m

}
.

Without loss of generality we can assume that tn are increasing (maybe by passing to a
subsequence), hence we have tm(n) ≥ tn . Then for the subsequences {εm(n)}, {tm(n)} holds

sup
x∈R2

∣∣∣uεm(n) (x, tm(n))− uC
εm(n)

(x, tm(n))
∣∣∣ ≤ sup

x∈R2

∣∣uεm(n) (x, tm(n))− wεm(n),n(x, tm(n))
∣∣

+ sup
x∈R2

∣∣∣wεm(n),n(x, tm(n))−wC
εm(n),n(x, tm(n))

∣∣∣

+ sup
x∈R2

∣∣∣wC
εm(n),n(x, tm(n))− uC

εm(n)
(x, tm(n))

∣∣∣ .

Using inequality (39) we conclude

sup
x∈R2

∣∣∣uεm(n) (x, tm(n))− uC
εm(n)

(x, tm(n))
∣∣∣ ≤ sup

x∈R2

∣∣∣uεm(n) (x, tn)− v∗
εm(n)

(x, tn)
∣∣∣

+ sup
x∈R2

∣∣∣v∗
εm(n)

(x, tn)− vC
εm(n)

(x, tn)
∣∣∣

+ sup
x∈R2

∣∣∣vC
εm(n)

(x, tn)− uC
εm(n)

(x, tn)
∣∣∣

≤ 2

n
+ sup

x∈R2

∣∣∣v∗
εm(n)

(x, tn)− vC
εm(n)

(x, tn)
∣∣∣ .

Using definitions (52) and (47) we have supx∈R2

∣∣∣uεm(n) (x, tm(n))− uC
εm(n)

(x, tm(n))
∣∣∣ → 0

as n → ∞.
We conclude that there is a subsequence of {εn}, {tn} (defined as above) such that
supy∈R2

∣∣uC
εn
(y, tn)− uεn (y, tn)

∣∣ → 0 as n → ∞, contradicting (49) and finishing the
proof of Theorem 1.2. ��
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5 Appendix

In this appendix we show Theorem 1.2 for a particular case. Namely, we consider a circle
flowing under its curvature and prove:

Theorem 5.1 Let R(t) be the radius at time t of a unit circle evolving under curve shortening
flow, that is

R(t) = √
2(1 − t). (50)

Consider η ∈ C∞
0 (R × R), 0 ≤ η ≤ 1 and

η(x, y) =
{

1 if |x | ≤ 1 and |y| ≤ 1
0 if |x | ≥ 2 or |y| ≥ 2

Define

a(t, ε) = R(t)− ε2| ln ε|3+p

R(t)

and

A(r, t, ε)=
(

1−η
(

r

εR(t)
,

R2(t)

3ε2| ln ε|3+p

))
(r − a(t, ε))−η

(
r

εR(t)
,

R2(t)

3ε2| ln ε|3+p

)
a(t, ε).

(51)
Let r = |x | and consider the function

v∗
ε (r, t) =

{
χ
(

A
R(t)

)
u∗
(

A(r,t,ε)
ε

)
+
(

1 − χ
(

A
R(t)

))
A(r,t,ε)
|A(r,t,ε)| for t ≤ 1

1 for t ≥ 1,
(52)

where χ : R → R is a positive compactly supported function that satisfies

χ(x) =
{

1 if |x | ≤ 1
4

0 if |x | ≥ 1
2
.

Then uε satisfies

lim
ε→0

sup
(x,t)∈R2×[0,∞)

|uε(x, t)− v∗
ε (x, t)| = 0.

Proof of Theorem 5.1: In order to prove this theorem we use the same strategy used to prove
Theorem 1.1. That is, we construct a function v∗

ε with the required behavior, that also satisfies

appropriate bounds for Pv∗
ε + W ′(vε)

2ε2 . Then we use the inequality provided by Theorem 3.1
to conclude the result.

As in the proof of Theorem 1.2 we have that

sup
R2×[0,∞)

|uε − v∗
ε |(x, t) ≤ C sup

R2×[0,1]
|uε − v∗

ε |(x, t).

Using Theorem 3.1 we have that:

sup
t∈[0,t̄],x∈R2

|uε−vε |(x, t) ≤ C

⎡

⎢
⎣ sup

R2×[0,t̄]

t∫

0

∫

R2

H(x−y, t−s)

∣∣∣∣
−W ′(v∗

ε )

2ε2 −Pv∗
ε

∣∣∣∣ (y, s) dyds

+ sup
y∈R2

∣∣ψε(y)− v∗
ε (y, 0)

∣∣ dy

]

.
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By definition of v∗
ε we have that

|ψε(x)− v∗
ε (x, 0)| = ∣

∣vε(r, 0)− vε(r − ε2| ln ε|3+p, 0)
∣
∣ .

Hence
lim
ε→0

sup
x∈R2

|ψε(x)− v∗
ε (x, 0)| = 0. (53)

Hence, we only need to show that

t∫

0

∫

R2

H(x − y, t − s)

∣
∣
∣
∣
−W ′(v∗

ε ))

2ε2 − Pv∗
ε

∣
∣
∣
∣ (y, s) dyds

converges uniformly to 0 as ε → 0.

Let us start by computing −W ′(v∗
ε (y,s))

2ε2 − Pv∗
ε (y, s). Notice first that when A = 0 we have

that
(

1 − χ
(

A
R(t)

))
A
|A| = 0. Hence v∗

ε is smooth and well defined, moreover:

Pv∗
ε + W ′(v∗

ε )

2ε2 =
(

u∗
(

A
ε

)
− A

|A|
)[

χ ′

R(t)

(
At + A

R2(t)
− Ar

r
− Arr

)

−χ ′′ A2
r

R2(t)

]
+ χu′∗

ε

[
At − Ar

r
− Arr

]

−2
χ ′u′∗
R(t)ε

A2
r − χW ′(u∗)

2ε2 A2
r + W ′(v∗

ε )

2ε2 . (54)

Where

At =
(

1

R(t)
+ ε2| ln ε|3+p

R3(t)

)
+ r

(
ηxr

εR3(t)
+ ηy

ε2| ln ε|3+p

)
, (55)

Ar = (1 − η)− r

εR(t)
ηx , (56)

Arr = − 2

εR(t)
ηx − r

ε2 R2(t)
ηxx . (57)

We used the following abbreviations:

u(n)∗ = dnu∗
dxn

(
A
ε

)
, χ(n) = dnχ

dxn

(
A

R(t)

)
.

For simplicity, we denote

fε(x, t) =
∣∣∣∣Pv

∗
ε + W ′(v∗

ε )

2ε2

∣∣∣∣ (x, t).

and

Fε(x, t) =
t∫

0

∫

R2

H(x − y, t − s) fε(y, s) dyds.

In order to prove Theorem 5.1 we will show that the positive function

Fε(x, t) =
t∫

0

∫

R2

H(x − y, t − s) fε(y, s) dyds

converges uniformly to 0 as ε → 0.
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As in the proof of Theorem 1.1 we start by finding pointwise estimates for fε .
Before finding bounds for fε , we would like to point out that for every t such that R(t) ≤

2ε2| ln ε|3+p holds that A ≥ 1, for ε small enough. This implies that v∗(x, t) = 1 and
f (x, t) = 0. Hence, when bounding fε , it is enough to consider t ≤ t∗, where t∗ is the time
such that

R(t∗) = 2ε2| ln ε|3+p. (58)

Estimates (16) and (17) imply that

∣
∣
∣
∣u∗ − A

|A|
∣
∣
∣
∣ ,
∣
∣u′∣∣ ,

∣
∣u′∣∣ ,

∣
∣u′′∣∣ ≤ Ce−γ |A|

ε . (59)

Notice that if t is such that R2(t) ≥ 2ε2| ln ε|3+p or r ≥ εR(t) we have that Ar = 1. Then,
as in the proof of Theorem 1.1

∣
∣
∣∣
χW ′(u∗)

2ε2 A2
r + W ′(v∗

ε )

2ε2

∣
∣
∣∣ ≤ C

∣
∣
∣u∗ − A

|A|
∣
∣
∣

ε2 . (60)

Then, (59) and (60) yield for t such that R2(t) ≥ 6ε2| ln ε|3+p or r ≥ εR(t), when
|A| ≥ −K ε ln ε > 0 (that is when r is “far enough” from the evolving circle of radius R(t))
that for the constant γ defined above

∣∣∣∣u∗ − A
|A|

∣∣∣∣ ,
∣∣u′∣∣ ,

∣∣u′∣∣ ∣∣u′′∣∣ ,
∣∣∣∣
χW ′(u∗)

2ε2 A2
r + W ′(v∗

ε )

2ε2

∣∣∣∣ ≤ Cεγ K . (61)

We want to use this bound for every r, t such that |A| ≥ −ε ln ε and either t satisfies
R2(t) ≥ 6ε2| ln ε|3+p or r ≥ εR(t).

Notice that when R2(t) ≥ 6ε2| ln ε|3+p and A
R(t) ≥ − 1

2 , by the definition of A, holds

r ≥ √
2ε| ln ε| 3+p

2 . Then (54) and (61) imply

| fε(r, t)| ≤ Cεγ K

ε2 . (62)

We can trivially extend this bound when A
R(t) ≤ − 1

2 , since by the definition of χ , v∗
ε = −1

and fε = 0. In the case r ≥ εR(t) and |A| ≥ −ε ln ε, since we are only considering t ≤ t∗,
(61) follows directly from (54).

Therefore, choosing K (that only depends on γ ) large enough we have

| fε(r, t)| ≤ ε,

and

Fε(x, t) ≤ ε +
∫

{s≤t :R2(t)≤6ε2| ln ε|3+p}

∫

{y:|y|≤εR(t)}
H(x − y, t − s) fε(y, s) dyds

+
∫

{s≤t :R2(t)≥6ε2| ln ε|3+p}

∫

{y:|A|≤−K ε ln ε,|y|≥εR(t)}
H(x − y, t − s) fε(y, s) dyds.

(63)
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We are left to bound the two integrals above. Let

I1(x, t) =
∫

{s≤t :R2(t)≤6ε2| ln ε|3+p}

∫

{y:r≤εR(t)}
H(x − y, t − s) fε(y, s) dyds

I2(x, t) =
∫

{s≤t :R2(t)≥6ε2| ln ε|3+p}

∫

{y:|A|≤−K ε ln ε,|y|≥εR(t)}
H(x − y, t − s) fε(y, s) dyds.

Before finding bounds for I1 and I2 recall that we only need to consider t ≤ t∗, defined by
(58). Now we can devote ourselves to find uniform bounds for I1 and I2.

• Bounds for I1: As mentioned before, we only need to consider t ≤ t∗. From Eqs. (55),
(56) and (57) we have for r ≤ εR(t) that

|At | ≤
(

1

R(t)
+ ε2| ln ε|3+p

R3(t)

)
+ C

(
ε2

εR(t)
+ εR(t)

ε2| ln ε|3+p

)

|Ar | ≤ C

|Arr | ≤ C

εR(t)
.

By definition of v∗
ε , we need to consider only |A| ≤ R(t)

2 (otherwise v∗
ε ≡ 1 and fε = 0).

By the definition of A, this implies that

r ≥ (1 − η)r ≥ R(t)

2
− ε| ln ε|3+p

R(t)
. (64)

Also by the definition of A we also have, when r ≤ εR(t)
2 and R2(t) ≤ ε2| ln ε|3+p,

that Ar = Arr = 0. In particular this implies that we can bound
∣∣∣Ar

r

∣∣∣ by 0 when

r ≤ εR(t)
2 and R2(t) ≤ 3ε2| ln ε|3+p . When r ≥ εR(t)

2 it holds that
∣∣∣Ar

r

∣∣∣ ≤ C
εR(t) .

Finally, if R2(t) ≥ 3ε2| ln ε|3+p , from (64) we only need to consider r ≥ ε2| ln ε|3+p

2R(t) and∣∣∣Ar
r

∣∣∣ ≤ Cε2| ln ε|3+p

R(t) . Hence, from Eq. (54), we have

| fε(x, t)| ≤ C

([
1

R(t)
+ 1

ε

] [
1

R(t)
+ ε2| ln ε|3+p

R3(t)
+ ε

R(t)
+ R(t)

ε2| ln ε|3+p
+ 1

εR(t)

]

+ 1

R2(t)
+ 1

R3(t)
+ 1

R(t)ε
+ 1

ε2

)
.

In the previous inequality using the remarks above,

Recalling that we only need to consider t ≤ t∗, we have
∣∣∣ ε

2| ln ε|3+p

R(t)

∣∣∣ ≤ C . Then we can

conclude that

| fε(x, t)| ≤ C

ε2 R(t)
.

Hence, denoting t1 the time such that

R(t1) = 6ε2| ln ε|3+p, (65)
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we have

I1(x, t) ≤
t∫

t1

C

ε2 R(s)

∫

{y:|r |≤εR(s)}
H(x − y, t − s) dyds.

Fix q > 2. Hölder’s inequality implies

I1(x, t) ≤
t∫

t1

C

ε2 R(s)

⎛

⎜
⎝
∫

R2

Hq(x − y, t − s) dy

⎞

⎟
⎠

1
q
⎛

⎜
⎝

∫

{y:|r |≤εR(s)}
dy

⎞

⎟
⎠

1
q′

ds.

Using the definition of H(x − y, t − s), follows by integrating that

I1(x, t) ≤ C

t∫

t1

(t − s)
1
q −1

(ε2 R2(s))
1
q′

ε2 R(s)
ds = C

t∫

t1

(t − s)
1
q −1

ε
2
q R

1− 2
q′ (s)

ds

Notice that by definition of R(s) we have 2(t − s) ≤ R2(s). Then

I1(x, t) ≤ C

t∫

t1

1

ε
2
q (t − s)

1
2

= C
(t − t1)

1
2

ε
2
q

ds.

Since q > 2, by the definition of t1 we have

I1(x, t) ≤ Cε1− 2
q | ln ε| 3+p

2 → 0 as ε → 0. (66)

• Bounds for I2: As before, recall that we only need to consider t ≤ t∗. In the proof we
will use the two following facts:
1. For r, t satisfying |A(r, t, ε)| ≤ −K ε ln ε, with K is large enough, we have that

|A(r, t, ε)| ≤ R(t)
2 for every t ≤ t1 (where t1 is defined by (65)) and, by the definition

of χ , χ
(

A
R(t)

)
≡ 1. The (54) implies

(
Pv∗

ε + W ′(v∗
ε )

ε2

)
(x, t) = u′∗

(A
ε

)

ε

[
1

R(t)
+ ε2| ln ε|3+p

R3(t)
− 1

r

]

= u′∗
(A
ε

)

ε

[
A

r R(t)
+ ε2| ln ε|3+p

r R3(t)
A − ε4| ln ε|6+2p

r R4(t)

]
.

Noticing that when t ≤ t1and A ≥ − R(t)
2 , by the definition of A we have r ≥ R(t)

4
and R2(t) ≥ Cε2| ln ε|3+p , we can conclude using (16) and (17) that

fε(x, t) ≤ C

R2(t)
, (67)

when t ≤ t∗ and |A| ≤ −K ε ln ε.
2. By definition of H(x − y, t − s), for every s ≤ t − ε2| ln ε|3+ p

2 holds that

H(x − y, t − s) ≤ 1

ε2| ln ε|3+ p
2
.
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Which implies that

I2(x, t) ≤ 1

ε2| ln ε|3+ p
2

t−τ∫

0

∫

{y:|y|≤−K ε ln ε,|y|≥R(s)ε}

∣
∣
∣
∣Pv

∗
ε + W ′(v∗

ε )

ε2

∣
∣
∣
∣ dyds

+
t∫

t−τ

∫

R2

H(x − y, t − s)

∣
∣
∣
∣Pv

∗
ε + W ′(v∗

ε )

ε2

∣
∣
∣
∣ dyds,

where τ = ε2| ln ε|3+ p
2 .

Combining (67) and (68) we have that

I2(x, t) ≤ 1

ε2| ln ε|3+ p
2

t−τ∫

0

∫

{y:|y|≤−K ε ln ε,|y|≥R(s)ε}

1

R2(s)
dyds

+
t∫

t−τ

∫

R2

H(x − y, t − s)
1

R2(s)
dyds

≤ 1

ε2| ln ε|3+ p
2

t−τ∫

0

K 2ε2 ln2 ε

R2(s)
ds + C

t∫

t−τ

1

R2(s)
ds.

Using the definition of R(t) and recalling that we are only considering t ≤ t∗ we obtain

I2(x, t) ≤ C
K 2ε2 ln2 ε

ε2| ln ε|3+ p
2
(ln 2 − ln(2(1 − t))+ C ln

(
1 − t

1 − t + τ

)

≤ C
K 2ε2 ln2 ε

ε2| ln ε|3+ p
2
(ln 2 − ln(2(1 − t∗))+ C ln

(
1 − t

1 − t + τ

)

≤ C
| ln ε2| ln ε|3+p|

| ln ε|1+ p
2

+ C ln

(
1

1 + τ
1−t

)

≤ C
2

| ln ε| p
2

+ C(3 + p)
ln | ln ε|

| ln ε|1+ p
2

+ C ln

(
1

1 + τ
1−t

)

.

Since t ≤ t∗ we have that τ
1−t ≤ 1

| ln ε| p
2

→ 0. Therefore

I2(x, t) ≤ C
2

| ln ε| p
2

+ C(3 + p)
ln | ln ε|

| ln ε|1+ p
2

+ C ln

⎛

⎝ 1

1 + 1

| ln ε| p
2

⎞

⎠ → 0 as ε → 0

(68)

Combining Eq. (66) and (68) into Eq. (63), we conclude the proof. ��
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