
AstroGrid-DDeliverable 3.3
Distributed File ManagementTests of the Data- and Replia-Management Softwarefor Seleted Use Cases1

Deliverable D3.3Authors Ralf Wahner, Thomas Brüsemeister, Mikael Högqvist, Jürgen Stein-aker, Rainer Spurzem, Frank Breitling, Art Carlson, Robert Engel,Harry Enke, Iliya Nikelt, Thomas RadkeEditorsDate Marh 24th, 2008Doument Version 1.0.0Current Version 1.0.0Previous Versions 0.7.0, 0.6.1, 0.6.0, 0.5.1, 0.5.0�0.2.0, 0.1.7�0.1.0
A: Status of this DoumentDeliverable 3 of working group 3.B: Referene to projet plan1This work is part of the AstroGrid-D projet and D-Grid.The projet is funded by the German Federal Ministryof Eduation and Resarh (BMBF).



Tests of the Data- and Replia-Management Software Version 1.0.0This is the third deliverable of the working group Distributed File Management. The work refers totask III-5 Software test by adapting ommunity appliations and to Milestone M24.C: AbstratThe �rst hapter of this doument summarizes the requirements for distributed �le management inAstroGrid-D, based on both, the aforementioned questionaire and Deliverable 3.2; see appendixA or [7℄, respetively. The seond hapter douments to whih extent the requirements have beenimplemented in the urrent operation of three seleted use ases, namely Dynamo, NBody6++and GEO600. Finally, the appendix presents the questionaire to its whole extent.
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Tests of the Data- and Replia-Management Software Version 1.0.0Referenes 231 Testing requirements due to the previous Deliverable 3.22The purpose of this deliverable, abbreviated by D3.3, is to desribe and evaluate tehnial approahesspei�ed by the previous deliverable, [7℄, in order to meet ertain situations ommon to sienti�omputing within AstroGrid-D, e.g. staging of input and output data between exeution host andstorage loation, leaning up the exeution host as well as replia management. The following twosetions desribe staging/leanup and replia management from a general perspetive, i.e. withoutreferring to a ertain use ase. The appliation of the methods spei�ed in [7℄ to use ases and theimpliations are presented in hapter 2 Test of Use Cases Senarios.1.1 File staging and leanupStaging and leanup are supposed to utilize the Globus Resoure Spei�ation Language (RSL)while replia management is supposed to implement the Globus Replia Loation Servie (RLS).Carefully distinguish RLS from RSL: Whereas the former one, RLS, ares for the maintenane of�le replia, i.e. idential opies of a �le on di�erent storage loations, the latter one, RSL, is usedto speify �le staging, leanup and ommand line arguments for job submission. Therefore *.rsl�les are also known as job desriptions. The following ode is a sample job deription:<job><!-- speify exeutable on exeution host --><exeutable>my_program</exeutable><argument>ARGUMENT_VALUE_1</argument><argument>ARGUMENT_VALUE_2</argument><stdout>my_program.out</stdout><stderr>my_program.err</stderr><!-- transport a file from submission host to exeution host --><fileStageIn><transfer><soureUrl>gsiftp://[hostname℄/[path℄/my_program</soureUrl><destinationUrl>file:///${GLOBUS_USER_HOME}/my_program</destinationUrl></transfer></fileStageIn><!-- transport files bak from exeution host to submission host --><fileStageOut><transfer><soureUrl>file:///${GLOBUS_USER_HOME}/my_program.out</soureUrl><destinationUrl>gsiftp://[hostname℄/[path℄/my_program.out</destinationUrl></transfer><transfer><soureUrl>file:///${GLOBUS_USER_HOME}/my_program.err</soureUrl><destinationUrl>gsiftp://[hostname℄/[path℄/my_program.err</destinationUrl></transfer>2Contributed by: Ralf Wahner (rwahner�ari.uni-heidelberg.de)AstroGrid-D - 5 - Deliverable 3.3



Tests of the Data- and Replia-Management Software Version 1.0.0</fileStageOut><!-- lean up files and diretories on the exeution host --><fileCleanUp><deletion><file>file:///${GLOBUS_USER_HOME}/my_program.out</file></deletion><deletion><file>file:///${GLOBUS_USER_HOME}/my_program.err</file></deletion><deletion><file>file:///${GLOBUS_USER_HOME}/my_program</file></deletion></fileCleanUp></job>First o�, the job desription resides permanently on the submission host but runs temporarily onthe exeution host. The above job desription spei�es by means of the <exeutable>-Tag, thatmy_program is to be handed over to the shell on the exeution host together with two ommandline parameters, namely ARGUMENT_VALUE_1 and ARGUMENT_VALUE_2. Furthermore, the output anderror hannel of my_program is redireted to the �les my_program.out and my_program.err .A ommon yle of sienti� omputing begins on the submission host, where the soureode orbinary version of the program and its input data reside permanently . By ontrast the data is usuallyvolatile on the exeution host, beause after the program terminates the outome is transferredbak to the submission host and the hard disk spae on the exeution host is released. The �rstsetion of the job desription, namely <fileStageIn>, spei�es the �le transfer from submissionhost to exeution host. For eah �le transferred, the <fileStageIn>-Tag ontains a <trans-fer>-Tag inside of whih soure and target loation are delared by means of <soureUrl> or<destinationUrl>, respetively. Again, the job desription exeutes on the exeution host, so theremote soure �le path is pre�xed with a protool name, namely gsiftp://, while the loal opyof the soure �le uses the file:// pre�x, where �remote� and �loal� are understood with respetto the exeution host. Finally, ${GLOBUS_USER_HOME} is a user spei� environment variable thatpoints to the users home diretory on the respetive grid resoure.The meaning of the seond setion of the job desription, namely <fileStageOut> is supposed tobe self-explanatory, sine the �les are merely transported in reverse diretion, i.e. from exeutionhost to submission host, after the programm has terminated. The <fileCleanUp> setion ares fortidying up the exeution host after the output has been transferred bak to the submission host.Eah �le to delete has a <deletion>/<file>-Tag on its own. Sine the job desription exeuteson the exeution host all �les to be deleted are loal �les with respet to the exeution host andare therefore pre�xed by file://. The yle ompletes after leaning up the �les on the exeutionhost.Let the above job desription be written to the �le job_desription.rsl . During job submission viaglobusrun-ws the job desription is inluded and transferred by means of the -f swith:globusrun-ws -submit -F <fatory> -S -Ft <fatory type> -f job_desription.rsl(A desription of the operation mode and the swithes of globusrun-ws is beyond the sope ofthis text. See http://www.globus.org/toolkit/dos/4.0/exeution/wsgram/rn01re01.html for de-AstroGrid-D - 6 - Deliverable 3.3



Tests of the Data- and Replia-Management Software Version 1.0.0tails about globusrun-ws.)Remarks: (1) Even though the RSL syntax resembles the eXtensible Markup Language (XML),RSL atually is not XML ompliant, sine RSL allows to let away the XML delaration whih ismandatory, due to the XML spei�ation of the W3C; see http://www.w3.org/XML.(2) Aording to [7℄, diretory staging does not work whith GridGateWay. Due to the urrentreherhe status, GridGateWay is still unable to stage diretories.1.2 Replia managementA replia is a opy of one �le on a di�erent storage loation. Replia are needed for bakup aswell as for reduing the tra� load aross the network between the storage faility and the atualresoure that arries out the sienti� omputation on that data. Replia management is supposedto implement the Globus Replia Loation Servie (RLS). Aording to [7℄, RLS is basially abidiretional look-up table, i.e. RLS allows to query for all values assoiated with a given key aswell as to query for all keys assoiated with a given value, by means of indexing both, the keys andthe values. In this ontext a �key� is an abstrat identi�er merely representing a physial �le andthe �value� assoiated with that key is a list of strings, eah of whih is a fully quali�ed path toan atual opy of the �le on a real-life storage loation. RLS maintains those meta data only, i.e.RLS does not are for �le transfer and for the onsisteny of its data ontent with the atual �lestorage loations. Assume, that the aforementioned job desription ontains the abstrat identi�erinstead of a fully quali�ed path, then the identi�er must be resolved to a physial �le name beforejob submission. The following subsetions desribe the key onepts behind RLS as well as theusage of the ommand line lient program globus-rls-li in a tutorial like manner.1.2.1 Understanding logial and physial �lenames and mappingsRegarding �le administration by means of RLS there are two essential terms to understand. Givena �le in an arbitrary loation, say the user-de�ned bash on�guration �le .bashr , the physial�lename (PFN) of .bashr is ompiled from a protool identi�er, the hostname of the loationwhere the �lesystem resides and the fully-quali�ed name of the �le, i.e. its path and basename, forexample:# Physial filename (PFN)gsiftp://alnitak.ari.uni-heidelberg.de/home/Agrid/agrid064/.bashrHere, the protool identi�er is gsiftp. Other valid identi�ers are gsisp, ftp or http, to namejust a few. The hostname and fully-quali�ed �lename are onsidered to be self-explanatory. Contraryto the PFN, the logial �lename (LFN) represents .bashr from the perspetive of RLS. The LFNmust be unique with respet to RLS and an be hoosen arbitrarily by the user, e.g. agrid064-dotbashr in order to identify .bashr owned by grid user agrid064:# Logial filename (LFN) for the above PFNagrid064-dotbashrPutting a �le under RLS ontrol is a two-step-proess, namely registering the �le with RLS andtransporting the �le to its desired loation within the grid. In order to get a lear piture of whatAstroGrid-D - 7 - Deliverable 3.3



Tests of the Data- and Replia-Management Software Version 1.0.0RLS does and how it operates, the next issue to understand is the 1:n-mapping of one LFN (withrespet to RLS) to one or more PFNs (with respet to �les in the real world).The o�ial website of RLS, http://www.globus.org/toolkit/data/rls, delares, that RLS �maintainsand provides aess to mapping information from logial names for data items to target names�.Assume, that �data items� are just �les like the above .bashr , in order to simplify the onsiderationfor this text. Straightly speaking, under RLS an LFN behaves like a referene pointing to an �array�of atual �lenames; set more formally:
LRC : agrid064-dotbashr 7→ 

















gsiftp://alnitak/home/Agrid/agrid064/.bashr,gsiftp://mintaka/home/Agrid/agrid064/.bashr,...gsiftp://eridanus/home/Agrid/agrid064/.bashr ,where alnitak is shorthand for alnitak.ari.uni-heidelberg.de to save spae (likewise formintaka and eridanus). The above �formula� represents a mapping from agrid064-dotbashr(LFN) to a set of PFNs. The notion of the so-alled loal resoure atalogue (LRC) allows togroup mappings that have one or more properties in ommon.1.2.2 Initial mapping and insertion of repliaWe are now prepared to tell RLS about the �le we want to hek in. First o�, we are going toannoune the .bashr �le, or more preisely gsiftp://alnitak/home/Agrid/agrid064/.bashr , to RLSand afterwards register a handful of replia (i.e. opies of a �le on di�erent loations) of .bashr .As a general rule, the �rst step is to reate an initial mapping within the RLS �repository�:# Create an initial mapping (RLS)# Command: reate <lfn> <pfn> <rls://server-name>globus-rls-lireate agrid064-dotbashr # logial filename (LFN)gsiftp://alnitak/home/Agrid/agrid064/.bashr # physial filename (PFN)rls://hydra.ari.uni-heidelberg.de # RLS server hostnameThe globus-rls-li ommands are multilined to improve readability and not in order to makethem look unneessarily omplex. ;-) The lient programm globus-rls-li aepts up to foursubommands as well as up to �ve arguments; see RLS ommand referene in �gure 1 on page 11.The above subommand reate expets three arguments, namely the user-de�ned unique logial�lename (LFN) and the uniform resoure loator (URL) pointing to the atual �le on the hard disk.The last argument is the domain name of the host aomodating the RLS server. Note, that theserver host must always be spei�ed (no exeption).Let's immediately verify that the entry has been reated:# List all PFNs �behind� agrid064-dotbashr (LFN)# Command: query lr lfn <lfn> <rls://server-name>globus-rls-liquery lr lfn agrid064-dotbashrrls://hydra.ari.uni-heidelberg.de# Outputagrid064-dotbashr: gsiftp://alnitak/home/Agrid/agrid064/.bashrAstroGrid-D - 8 - Deliverable 3.3



Tests of the Data- and Replia-Management Software Version 1.0.0The RLS on rls://hydra.ari.uni-heidelberg.de ontains one entry for agrid064-dotbashras we would expet. By the way, if we tried to query for agrid064-dotbashr before the initialmapping was de�ned, the lient would have answered:# RLS error message: unknown LFN (query for undefined LFN)globus_rls_lient: LFN doesn't exist: agrid064-dotbashrSine RLS already knows that it's supposed to administer a ouple of replia behind agrid064-dot-bashr, it's su�ient to just add (instead of reate) new entries:# Register two replias with RLS# Command: add <lfn> <pfn> <rls://server-name>globus-rls-liadd agrid064-dotbashrgsiftp://mintaka/home/Agrid/agrid064/.bashrrls://hydra.ari.uni-heidelberg.deglobus-rls-liadd agrid064-dotbashrgsiftp://eridanus/home/Agrid/agrid064/.bashrrls://hydra.ari.uni-heidelberg.deAs an intermediate result we urrently have three entries for our .bashr �le in our RLS:# List again all PFNs �behind� agrid064-dotbashr (LFN)# Command: query lr lfn <lfn> <rls://server-name>globus-rls-liquery lr lfn agrid064-dotbashrrls://hydra.ari.uni-heidelberg.de# Outputagrid064-dotbashr: gsiftp://alnitak/home/Agrid/agrid064/.bashragrid064-dotbashr: gsiftp://eridanus/home/Agrid/agrid064/.bashragrid064-dotbashr: gsiftp://mintaka/home/Agrid/agrid064/.bashrRemark : Note, that until now, no �le or replia has been transported to a storage loation. All wedid so far, was registering a �le and two replia with RLS. In a Globus-based grid environment, �letransfer is usually aomplished by means of globus-url-opy:# File transfer by means of globus-url-opySOURCE=gsiftp://alnitak.uni-heidelberg.de/home/Agrid/agrid064/.bashrTARGET=gsiftp://storage.uni-heidelberg.de/home/Agrid/agrid064/.bashr-opyglobus-url-opy $SOURCE $TARGETAording to the urrent status of knowledge, there is no globus-url-move in order to modify the�le name or loation and no globus-url-delete to wipe out �les on the storage loation.Mappings, i.e. entries for replia loations, are removed from the �array� of atual �lenames bymeans of the delete ommand:# Delete a mapping# Command: delete <lfn> <pfn> <rls://server-name>AstroGrid-D - 9 - Deliverable 3.3



Tests of the Data- and Replia-Management Software Version 1.0.0globus-rls-lidelete agrid064-dotbashrgsiftp://mintaka/home/Agrid/agrid064/.bashrrls://hydra.ari.uni-heidelberg.deFinally, after all replia mappings and the initial mapping have been deleted the LFN disappearsfrom the RLS memory.That said, we must not disesteem, that RLS is meant to be more than a mere �le administrationtool. Basially, RLS has been designed to administer any abstrat data item that somehow belongsto the grid, among those, e.g. arhiteture and hardware equipment of individual grid resoures.Now that we know how to set up mappings and add replia to RLS, let's �nd out how to ombthrough what RLS knows about our �les. See table 1 on page 12 for a brief desription of theplaeholders used in globus-rls-li -help or the full doumentation under [8℄.1.2.3 Wildard searhAs time passes users often feel unertain about the identi�ers they took for their �les. There-fore RLS has a rudimentary support of searhing with wildards. Assume, grid user agrid064 isquite disiplined and stritly takes agrid064 to pre�x his LFNs. Then the following ommand dis-plays all LFNs starting with this substring as well as all URLs assoiated with those LFNs (outputabbreviated):# Searh for all LFNs starting with �agrid064� (wildard searh)# Command: query wildard lr lfn <lfn-pattern> <rls://server-name>globus-rls-liquery wildard lr lfnagrid064*rls://hydra.ari.uni-heidelberg.de# Outputagrid064-dotbashr: gsiftp://alnitak/home/Agrid/agrid064/.bashragrid064-dotbashr: gsiftp://eridanus/home/Agrid/agrid064/.bashr...agrid064-dotemas: gsiftp://vulpeula/home/Agrid/agrid064/.emasSimilarly, RLS allows for wildard searhing with a given PFN substring (reverse lookup). Let's seewho else registered his .bashr with RLS (output abbreviated):# Searh for all �.bashr� files registered with RLS (reverse lookup)# Command: query wildard lr pfn <pfn-pattern> <rls://server-name>globus-rls-liquery wildard lr pfn*bashrrls://hydra.ari.uni-heidelberg.de# Outputagrid042-dotbashr: gsiftp://alnitak/home/Agrid/agrid042/.bashr...AstroGrid-D - 10 - Deliverable 3.3



Tests of the Data- and Replia-Management Software Version 1.0.0Usage: globus-rls-li [-℄ [-h℄ [-l result-limit℄ [-s℄ [-t timeout℄[-u℄ [-v℄ [ommand℄ rls-urladd <lfn> <pfn>attribute add <objet> <attr> <obj type> <attr type> <val>attribute bulk add <objet> ... <attr> <obj type> <attr type> <val>attribute bulk delete <objet> <attr> <obj type> ...attribute bulk query <attr> <obj type> <objet> ...attribute define <attr> <obj type> <attr type>attribute delete <objet> <attr> <obj type>attribute modify <objet> <attr> <obj type> <attr type> <val>attribute query <objet> <attr> <obj type>attribute searh <attr> <obj type> <op> <attr type> <val>attribute show <attr> <obj type>attribute undefine <attr> <obj type>bulk add <lfn> <pfn> ...bulk reate <lfn> <pfn> ...bulk delete <lfn> <pfn> ...bulk exists lr lfn <val> <lfns...>bulk exists lr pfn <val> <pfns...>bulk exists rli lfn <val> <lfns...>bulk query lr lfn <lfns...>bulk query lr pfn <pfns...>bulk query rli lfn <lfns...>bulk rename lfn <lfn> <lfn> ...bulk rename pfn <pfn> <pfn>...learreate <lfn> <pfn>delete <lfn> <pfn>exists lr <obj type> <val>exists rli lfn <lfn>exithelpquery lr lfn <lfn>query lr pfn <pfn>query rli lfn <lfn>query wildard lr lfn <lfn-pattern>query wildard lr pfn <pfn-pattern>query wildard rli lfn <lfn-pattern>rename lfn <lfn> <lfn>rename pfn <pfn> <pfn>set learvalues true|falseset reslimit reslimitset timeout timeoutFigure 1: Referene ard for the ommand line interfae globus-rls-li to the Globus Replia LoationServie (RLS).agrid064-dotbashr: gsiftp://alnitak/home/Agrid/agrid064/.bashr...Obviously, grid user agrid042 also deided to put his .bashr under the ontrol of RLS. Justa seond, ... grid user agrid042? How an user agrid064 view what belongs exlusively touser agrid042? This brings up an interesting question. What about user permissions with RLS?Aording to the urrent state of knowledge, RLS has no permission onept by default, but wean emulate aess permissions with respet to user names by means of RLS attributes (see nextsetion).
AstroGrid-D - 11 - Deliverable 3.3



Tests of the Data- and Replia-Management Software Version 1.0.0Plaeholder represents<lfn> an LFN, e.g. agrid064-dotbashr<pfn> a PFN (URL), e.g. gsiftp://alnitak/home/Agrid/agrid064/.bashr<attr> an attribute name, e.g. file_owner<attr type> an attribute type; valid are date, float, int and string<val> the attribute value<objet> an �objet� (LFN or PFN) that has the onsidered attribute<obj type> the objet type and is either lfn or pfn<lfn-pattern> a wildard pattern to searh for LFNs<pfn-pattern> a wildard pattern to searh for PFNs<op> a relational operator; valid are =, !=, >, >=, < or <=<lfns...> [no desription in the ommand referene℄<pfns...> [no desription in the ommand referene℄Table 1: Plaeholders used in globus-rls-li -help, taken from [8℄. The order of rows respets, that anotion is introdued before it is used.1.2.4 File attributesTraditional �le systems provide meta data about their �les and diretories, e.g. ownership, per-missions and timestamps onerning initial reation or reent aess for eah entry. Sine RLSis not primarily an abstrat �le system these meta data are not present by default. RLS ratherallows for maintaining a kind of data ditionary, i.e. a stok of independent properties whihan be assigned to LFNs and PFNs. We want to reate two attributes, namely file_owner andfile_reation_timestamp and attah them to our replia:# Create two attributes �file_owner� for string values and# �file_reation_timestamp� for date values (format yyyy-mm-dd hh:mm:ss)# Command: attribute define <attr> <obj type> <attr type> <rls://server-name>globus-rls-liattribute define file_owner pfn stringrls://hydra.ari.uni-heidelberg.deglobus-rls-liattribute define file_reation_timestamp pfn daterls://hydra.ari.uni-heidelberg.deRLS now knows about two attributes that may be referened by PFNs. Note, that file_owner(type string) and file_reation_timestamp (type date) are de�ned as PFN-attributes, only,i.e. they annot be assigned to LFNs. Put reverse, attributes are deleted from the �data ditionary�by just replaing define in the above ommand with undefine. Attributes are assigned to PFNsand initialized at the same time by means of:# Assign two attributes to a PFN# Command: attribute add <objet> <attr> <obj type> <attr type> <val># <rls://server-name>globus-rls-liattribute add # assign an attributeAstroGrid-D - 12 - Deliverable 3.3



Tests of the Data- and Replia-Management Software Version 1.0.0gsiftp://alnitak/home/Agrid/agrid064/.bashr # to this PFN (repliate)file_owner # attribute namepfn # entry (objet) typestring # attribute type�agrid064� # attribute valuerls://hydra.ari.uni-heidelberg.deglobus-rls-liattribute addgsiftp://alnitak/home/Agrid/agrid064/.bashrfile_reation_timestamppfndate�2007-12-12 14:00:00�rls://hydra.ari.uni-heidelberg.deThe binding between an LFN or PFN and an attribute is dissolved by means of the delete sub-ommand. Assume, there were a redundant attribute erroneously_assigned and it ontained thestring �attribute does not belong here�:# Display the properties of an assigned attribute# Command: attribute query <objet> <attr> <obj type> <rls://server-name>globus-rls-liattribute querygsiftp://alnitak/home/Agrid/agrid064/.bashr # this attribute has beenerroneously_assigned # aidentally referenedpfn # from this entry (objet)rls://hydra.ari.uni-heidelberg.de# Outputerroneously_assigned: string: attribute does not belong hereThis output veri�es, that PFN gsiftp://alnitak/home/Agrid/agrid064/.bashr owns an attributeerroneously_assigned. Unbind the odd one out attribute from the PFN:# Delete an attribute from a PFN# Command: attribute delete <objet> <attr> <obj type> <rls://server-name>globus-rls-liattribute deletegsiftp://alnitak/home/Agrid/agrid064/.bashrerroneously_assignedpfnrls://hydra.ari.uni-heidelberg.deAnd verify, that the attribute has disappeared:# Try to display properties for a nonexistent attribute# Command: attribute query <objet> <attr> <obj type> <rls://server-name>globus-rls-liattribute querygsiftp://alnitak/home/Agrid/agrid064/.bashrerroneously_assignedAstroGrid-D - 13 - Deliverable 3.3



Tests of the Data- and Replia-Management Software Version 1.0.0pfnrls://hydra.ari.uni-heidelberg.de# Outputglobus_rls_lient: Attribute doesn't exist: gsiftp://alnitak/home/Agrid-/agrid064/.bashrNow that we know how to reate attributes in and remove them from the �data ditionary�, howto bind and unbind attributes to/from PFNs (similar for LFNs) and how to aess attribute values,the last example shows how to hange an already existing attribute value:# Current value of attribute file_ownerglobus-rls-liattribute querygsiftp://alnitak/home/Agrid/agrid064/.bashrfile_ownerpfnrls://hydra.ari.uni-heidelberg.de# Outputfile_owner: string: agrid064# Change attribute value from agrid064 to agrid042# Command: attribute modify <objet> <attr> <obj type> <attr type># <rls://server-name>globus-rls-liattribute modifygsiftp://alnitak/home/Agrid/agrid064/.bashrfile_ownerpfnstring'agrid042'rls://hydra.ari.uni-heidelberg.de# New value value of attribute file_ownerglobus-rls-liattribute querygsiftp://alnitak/home/Agrid/agrid064/.bashrfile_ownerpfnrls://hydra.ari.uni-heidelberg.de# Outputfile_owner: string: agrid042We are now prepared to give an answer to the question at the end of the previous setion (Wildardsearh), namely, how to �lter the query output in order to display just the entries, that belong to aertain attribute value. The following ommand looks up all LFNs, where the file_owner attributeis set to agrid064 (output abbreviated):# Searh for all LFNs where the file_owner attribute equals �agrid04�# Command: globus-rls-li attribute searh <attr> <obj type># <rls://server-name>globus-rls-liattribute searh file_owner lfn = string 'agrid064'AstroGrid-D - 14 - Deliverable 3.3



Tests of the Data- and Replia-Management Software Version 1.0.0rls://hydra.ari.uni-heidelberg.de# Outputagrid064-dotbashr: gsiftp://alnitak/home/Agrid/agrid064/.bashr...agrid064-dotbashr: gsiftp://eridanus/home/Agrid/agrid064/.bashragrid064-dotbashr: gsiftp://mintaka/home/Agrid/agrid064/.bashrNote, that agrid064 is not a wildard pre�x in order to math LFNs beginning with that string,but an attribute value. Aording to the urrent state of knowledge, it seems to be impossible toombine wildard searh for LFNs or PFNs and �ltering with respet to a ertain attribute value, sothat postproessing of the query output is required, to meet the users needs. Furthermore it seemsto be impossible to speify alternative values or patterns for attribute names, like# *** Careful! The following does NOT work! ***globus-rls-liattribute searh file_owner lfn = string 'agrid064|agrid042'rls://hydra.ari.uni-heidelberg.de# Outputglobus_rls_lient: Attribute with speified value doesn't exist: file_owner1.3 Drawbaks of RLS and OutlookD3.3 is intended to subjet the data management spei�ed in [7℄, to thorough testing by meansof seleted use ases. The notion of data management onerns the supply of the software thatis supposed to run on a grid resoure together with the input data it might need (stage-in), thereturn transport of the output data after the program terminates (stage-out) as well as leaningup the disk spae on the grid resoure afterwards. While several use ases implement the Glo-bus Resoure Spei�ation Language (RSL) for job submission, apparently no use ase hassuessfully implemented the Globus Replia Loation Servie (RLS) for replia management.The reent past provided evidene, that replia management by means of RLS for mapping logial �lenames (LFN) to physial �le names (PFN) and globus-url-opy for �le transfer is unsatisfatoryfor long-term �le handling in AstroGrid-D for several auses.RLS is not primarily intended to emulate a �le system. Therefore, ommuniation between RLS andthe storage failities is not mandatory. Beause of that missing onnetion, there is no guaranteethat a �le under RLS ontrol is really aessible, moreover, there is atually no guarantee at all,that the �le even exists. Merely deleting a physial �le without hanging the orresponding RLSentry leads to a �dead link� from the users/jobs point of view, beause RLS pretends that there is a�le as long as its memory is refreshed. The bottom line is, that sine RLS and the storage failitiesdon't talk to eah other, RLS has no lue about presene or absene of the atual �le. Hene,users/jobs should (at least) not exlusively rely on RLS.The previous setion demonstrates, that the RLS ommand line lient globus-rls-li is di�ultto handle and hene not suited for ommon use. The lient has about 40 ombinations of ommands,subommands and ommand options, where up to �ve arguments are not yet ounted; see �gure1 on page 11. Unfortunately, the lient has no ommand line swithes that would allow users tosupply the arguments in a more intuitive order than the urrent version fores, e.g.AstroGrid-D - 15 - Deliverable 3.3



Tests of the Data- and Replia-Management Software Version 1.0.0<objet> <attr> <objet type> <attr type> <value>instead of more self-doumenting<objet type> <objet> <attr type> <attr> <value>.The parameter list has been taken from attribute modify. Experiene has tought, that the meremultitude of ommands, subommands and options on the one hand as well as the partial rypti formof appearane on the other hand ompliates working with globus-rls-li and auses inreasederror-proneness. Tentatively spoken, globus-rls-li is not a good example for user-friendliness.Despite the above ritique onerning RLS, replia management is important for AstroGrid-D inthe near future, due to several reasons. Obviously, the presene of replia is bene�ial at storageloation or network onnetion failures, sine users an simply swith to a di�erent opy of thedata they need. Moreover, replia are expeted to redue the tra� volume between distant gridresoures. Jobs with a low ratio between CPU time and transfer time might bene�t from shortertransfer durations and job desriptions are more reusable, if they rely on LFNs rather than on PFNs.Regarding the situation, it might be worthwhile, to abandon RLS and vote for a di�erent approahinstead.2 Test of Use Cases Senarios2.1 Dynamo3Dynamo is an appliation for solving the indution equation with turbulent eletromotive foremodeling the turbulent Dynamo in planets, stars and galaxies. Further details about this use aseare given in [6℄. As grid appliation Dynamo is run in task farming mode, where atomi binariesare submitted to ompute resoures. An input data �le of 0.1 to 1 GB with initial parameters isprovided for eah job. At runtime the program generates output �les with a total size of 0.1 to10 GB at prede�ned time steps. Data analysis and visualization is done after the simulation hasbeen ompleted and the output �les have been retrieved. For long running simulations the latestoutput �les are periodially retrieved for intermediate analysis. Status and progress of the programis written to stdout/stderr in ASCII format to allow monitoring.The neessary transation for eah job is spei�ed by means of the Job Submission DesriptionLanguage (JSDL) whih is onverted before submission into the Globus Resoure Spei�ationLanguage (RSL) via the eXtensible Stylesheet Language (for) Transformations (XSLT).For organizing the staging proess, parameter �les and exeutable �les are loated in a tree ofdiretories: one diretory ontains a set onsisting of the binary and parameter �les for one run.This way, a whole suite of jobs an be prepared on some host, from where the staging is being done.The results ould go into another diretory tree. In the ase desribed below, the stage in and stageout are done on the same host.The �rst transation is stage in of the exeutable �le (Dynamo.x) and the initial parameter �les(ener and FFELD). The orresponding RSL desription is:3Contributed by: Harry Enke (henke�aip.de)AstroGrid-D - 16 - Deliverable 3.3



Tests of the Data- and Replia-Management Software Version 1.0.0<fileStageIn><transfer><soureUrl>gsiftp://HOST/DEMO_HOME/uploadX/Dynamo.x</soureUrl><destinationUrl>file:///${GLOBUS_USER_HOME}/Dynamo/Dynamo.x</destinationUrl></transfer><transfer><soureUrl>gsiftp://HOST/DEMO_HOME/uploadX/input</soureUrl><destinationUrl>file:///${GLOBUS_USER_HOME}/Dynamo/input</destinationUrl></transfer><transfer><soureUrl>gsiftp://HOST/DEMO_HOME/uploadX/ener</soureUrl><destinationUrl>file:///${GLOBUS_USER_HOME}/Dynamo/ener</destinationUrl></transfer><transfer><soureUrl>gsiftp://HOST/DEMO_HOME/uploadX/FFELD</soureUrl><destinationUrl>file:///${GLOBUS_USER_HOME}/Dynamo/FFELD</destinationUrl></transfer></fileStageIn>Next the Dynamo binary is exeuted and the output data is produed. When the run is �nishedthe output data folder (resultsX ) is staged out as follows:<fileStageOut><transfer><soureUrl>file:///${GLOBUS_USER_HOME}/Dynamo/</soureUrl><destinationUrl>gsiftp://HOST//DEMO_HOME/resultsX/</destinationUrl></transfer></fileStageOut>Finally the input �les (ener and FFELD) are removed from the exeution host:<fileCleanUp><deletion><file>file:///${GLOBUS_USER_HOME}/Dynamo/ener</file></deletion><deletion><file>file:///${GLOBUS_USER_HOME}/Dynamo/FFELD</file></deletion></fileCleanUp>In a simple senario the Dynamo appliation only uses Globus Staging apabilities, inluding thethird-party-transfer feature. In an elaborated senario, e.g. for the demo run with Dynamo, addi-tional features of Globus are used:AstroGrid-D - 17 - Deliverable 3.3



Tests of the Data- and Replia-Management Software Version 1.0.0- Job monitoring data (start/run/end) is being uploaded to Stellaris from the submission hostfor eah job, making use of the Globus monitoring feature via epr.- The job monitoring information stored in Stellaris is shown via the timeline and the gridresoure map- if the Interfae De�nition Language (IDL) bakend is employed to show atual runtime statusof alulated data, a gsissh hannel is opened up to pass the data bak to the submissionhost.Sine Dynamo urrently serves mainly as a demo appliation, the intended sienti� use as a meansto srutinize in parallel a vast range of parameters is not fully implemented. For this purpose, asuitable distributed �le management with automati generation of metadata would be onvenient.2.2 NBody6++4NBody6++ is a member of a family of high auray diret N-body integrators used for simulationsof dense star lusters, galati nulei, and problems of planet formation. A more detailed desriptionof that use ase an be found in nbody.pdf ; available either in the 3_3/mis SVN diretory or athttp://www.ga-grid.org/projet-douments/UseCases/nbody.pdf .The appliation is not very dis or data expensive. The input and output �les vary between 100MBand a few GB per run. For a new run the simulation requires a parameter input �le and an optional�le for initial data of mass m, radius r and veloity v, depending on the settings in the parameterinput �le (KZ(22)). Another option is to use the integrated partile generator whereas in this asethe only �le required is the parameter �le.When using the restart (hekpointing) faility of NBody6++ a so alled ommon blok �le needsto be transferred to the exeution host whih in priniple is a shapshot of a previous run. Thesebinary �les are usually the biggest �les produed by the appliation.The number of output �les generated by NBody6++ depends on the settings in the parameter input�le. This implies that the Job Submission Desription Language (JSDL) or Globus ResoureSpei�ation Language (RSL) job desription should be generated dynamially to minimize thee�ort for the user.2.2.1 Rae onditionsWhen submitting more than one simulation to a Globus resoure rae onditions an our sineinput and output �les are not proteted against mutual overwriting. This an be avoided by reatinga sandbox for every job on the grid resoure.2.2.2 ImplementationAt the time of this writing the urrent approah is to transfer the �les via GRAM-WS/RFT/Grid-FTP (or globus-url-opy/GridFTP when using GridWay) by means of a job desription. A4Contributed by: Thomas Brüsemeister (tbruese�ari.uni-heidelberg.de)AstroGrid-D - 18 - Deliverable 3.3



Tests of the Data- and Replia-Management Software Version 1.0.0deployment pakage has been developed to perform a hot deployment of NBody6++ and tosubmit the job using a job desription generated by a sript. It is also possible to submit jobs(transparently) to GridWay through GridGateWay whih is primarily a RSL to job template (JT)translator. Unfortunately using GridGateWay works not ompletely transparent. When deployingappliations one has to be aware of the side e�ets ouring due to the fat that GridWay reatesits own sandbox and that �les are treated di�erently depending on whether the �le is spei�ed asan absolute path or relative path in the job template.=== The NBody6++ deployment pakage ===$ ./submit.shSubmits NBody6++ jobs to Globus nodes.Usage: ./submit.sh [options℄ <parameter-file>Options:-d Delegate full redential. [no℄-g host Submits the job to <host>. [hydra.ari.uni-heidelberg.de℄-h Print this help.-m Enable MPI. (Experimental).-n Disable bath mode.-q queue Use queue <queue>.-s Enable job statistis (Experimental).-t job-manager Use <job-manager> as Globus Job Manager. [GW℄Stage-in Options:-fr file Stage-in a ommon-blok file for restart.-fd file Stage-in a file for initial data of m,r,v.Example: ./submit.sh -d var/in1000.omment(Option -d must be used to provide a proxy for GridWay.)NBody6++ deployment pakage for AstroGrid-D, v0.2.0-pre ($Revision: 35 $)2.2.3 Future onsiderationsThe deployment pakage will be extended to support the Open Grid Forum (OGF) standardJSDL. Furthermore, it is planned to use a repliation management system to redue the networkosts (transfer time) and to improve reliability. When submitting GridWay jobs through GridGa-teWay the unneessary overhead due to the two-hop �lestaging will also be eliminated.2.3 GEO60052.3.1 Distributed data managementEah GEO600 task requires a single CPU ore and has its own working diretory of approximately100MB in size. This diretory is arhived after eah run has �nished and staged-out to a storageloation. Upon restart of the task, the working diretory is again staged-in to the grid resoure.5Contributed by: Robert Engel (engro�aei.mpg.de)
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Tests of the Data- and Replia-Management Software Version 1.0.02.3.2 Storage loationsIn August 2007 we started prodution runs of GEO600 on 32 di�erent grid resoures, 14 of thesewere large lusters. Our initial storage loation was gsiftp://buran.aei.mpg.de/store/GEO600/taskswhere all task arhives were loated. Staging in and out of data is spei�ed entirely in the GlobusRSL provided for eah run and arried out by the GRAM-WS on eah resoure whih relies onGridFTP.We soon realized that the simultaneous start of more than a few (∼10) tasks would not be possibledue to network limitations (100MBit/s) and hard disk IO rate (∼20MB/s) of the GridFTP serverburan. These limitations were direted against saling the use ase to more than just a few runs aday.It was therefore deided to move all arhives to the astrodata storage loation, whih just be-ame available at the time. Our initial assumption was, that the ten mahines astrodata-01.ga-grid.org ... astrodata10.ga-grid.org would be able to load balane the stage-inand stage-out load and allow us to further sale up the use ase by a fator 10. This goal ould notbe met, sine the network IO of these 10 mahines did not aumulate and that even though fasthard disk IO was available, network IO seemed to be as limited as on buran. Several problems dueto availability of the astrodata storage loation, made us soon look for a di�erent solution.The present solution is, that eah large resoure (luster) usually provides su�ient storage spaeeither in $HOME or at some Network Attahed Storage (NAS) solution, that we use to keep our taskarhives on side. Further more these storage loations loated at 14 di�erent lusters aumulate interms of network IO, hard disk IO and availability and an therefore be used by other grid resouresas storage loations. In this way the german grid is in fat our distributed storage loation, providinghigh availability and high IO rates.2.3.3 Replia managementEah task we run on the grid is assoiated with an entry in our MySQL database running atburan.aei.mpg.de:24999. The information in the database keeps trak of all our job submissions,ollets statistis and further more ats as a simple servie, storing the atual URI loation of stdout,stderr , log and the arhive for eah task. If the task is running, the URI will point to the atualloation of the stdout, stderr and log �le. Otherwise it will point to the URI of the storage loation.2.3.4 StatistisWe are urrently running 1500 jobs simultaneously on D-Grid resoures. Eah job runs for about 10hours, whih means that we submit 3000 jobs in average per day. Eah job transfers stdout, stderr ,log to gsiftp://buran.aei.mpg.de/store/GEO600/tasks. This equals a network stage-out load of360MB per day to buran originating at the grid resoures we use.Eah task ats on about 100MB of data. We urrently have 6000 tasks in our database, whihtogether aumulate 600GB of distributed storage spae on the grid resoures we use.Only 100 of these tasks run on smaller grid resoures every day and atively stage-in and stage-outtheir arhives from and to gsiftp://astrodata09.ga-grid.org/store/01/aei/GEO600 where we use
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Tests of the Data- and Replia-Management Software Version 1.0.04GB of spae and reate an IO of no more than 20GB per day.2.3.5 SummaryGEO600 requires not a huge amount of storage spae to operate in D-Grid (∼500GB). Due to thelarge number of jobs we run, GEO600 reates a high IO load during stage-in and stage-out of dataat the various grid resoures. This IO load if direted to one storage loation would reate an IOrate of 600GB per day. Unfortunately this happens not to be a ontinuous rate, but happens tobe in hunks of ∼10GB at a time, whih of ourse an not be handled by a single storage loationwithout reeiving network onnetion timeouts. For this reason GEO600 ombines a number of gridresoures to form a distributed storage loation serving the GEO600 use ase. A simple MySQLdatabase is keeping trak of the various �les at the various grid loations. Ever sine we were ableto sale up our use ase from a few runs par day to 3000 job submissions per day at the presenttime. For all data transfers we use GridFTP through GRAM-WS/RSL.A Questionaire and Input from Seleted AstroGrid-D Use Casesabout Distributed File Management6A questionaire was sent to the users running the seleted appliations with the following questions.1. Question: How are you urrently transferring input and output data?A. GridFTPB. Hypertext Transfer Protool (HTTP)C. File Transfer Protool (FTP)D. Replia Loation Servie (RLS)E. globus-url-opyF: one hop mode of GridGateWayG: two hop mode of GridGateWayH: Other? In that ase how?2. Question: Are you using logial �le names that is given by a namespae with a UniformResoure Identi�er (URI)-pre�x? If no, do you have any plans on implementing support forthis before the end of the projet?3. Question: What automated staging methods are you using?A. Input stagingB. Output stagingC. Input and output stagingD. Input and output staging with intermediary storageE. If not any of the above, then why?4. Question: Are you using Stellaris to store and query meta data? If not, how are you urrentlyorganizing your meta data?6Contributed by: Jürgen Steinaker (stein�mpia-hd.mpg.de), Mikael Högqvist (hoegqvist�zib.de), Rainer Spur-zem (spurzem�ari.uni-heidelberg.de), Frank Breitling (fbreitling�aip.de), Art Carlson (aw�mpe.mpg.de), RobertEngel (engro�aei.mpg.de), Harry Enke (henke�aip.de), Iliya Nikelt (inikelt�aip.de) and Thomas Radke (trad-ke�aei.mpg.de)AstroGrid-D - 21 - Deliverable 3.3



Tests of the Data- and Replia-Management Software Version 1.0.05. Question: Are you using the ore Resoure Desription Framework (RDF) voabularysuggested in D3.2? If not, are you desribing your data-sets and how are you desribingthem?6. Question: Do you have general omments or wishes onerning the data transfer or datamanagement within your use ase?The feedbak to questionaire is summarized in the following.
• GridFTP/globus-url-opy are basi tools used by all use ases to do input/output staging.Therefore, it will be important to guarantee that a submission by GridWay/Globus in thenext step is working properly. Furthermore, it will have to be ensured that entire diretoriesan be staged in and out without problems.
• Most use ases do not need logial �le names (LFN). The advantage of removing the physial�le loation is more useful for output �les that may be large and that will be re-used or thatare stored at multiple loations for reliability. There is no guarantee that a �le �hiding� behindan LFN will atually be stored at the system reating inonsistenies. One way of dealing withthis is to reate a separate servie that �srubs� the LFNs by heking if the �les still exist.
• Stellaris is not used for metadata about �les, more fous seems to be on how to reordmetadata on jobs. This may be useful from a monitoring perspetive and also to �nd the dataprodued by a job. However, desribing jobs an be generalized while the metadata for theprodued data is more spei�.
• Most use ases rely on a hierarhial naming struture whih is su�ient for a low number ofoutput-data. For a large number of exeutions on more sites, Stellaris or any way to searhwithin the metadata beomes neessary.
• The use ases are in very di�erent stages onerning the perspetives to the usage of a moregeneral �le management for their appliation. This will aggravate the implementation of thesteps beyond the urrent usage of LFNs and GridFTP+globus-url-opy.
• Conerning XML-�les, an interesting proedure for the �le management is to store the �lesin the �lesystem hierarhy and automatially index metadata from them into Stellaris. The�les are then uploaded and retrieved via a servie interfae.
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Tests of the Data- and Replia-Management Software Version 1.0.0Referenes[1℄ AstroGrid-D Data Management (ADM) build-in doumentation, aessible by means of admhelp (general information) or adm help <subommand> (manual page for individual subom-mand).[2℄ Cai, Min et al.: A Peer-to-Peer Replia Loation Servie Based on A Distributed Hash Table,see �le s2004v15.pdf loated in diretory 3_3/mis .[3℄ Chervenak, Ann L. et al.: Performane and Salability of a Replia Loation Servie, see �lehervenakhpd13.pdf loated in diretory 3_3/mis .[4℄ Chervenak, Ann L. et al.: Giggle: A Framework for Construting Salable Replia LoationServies, see �le giggle.pdf loated in diretory 3_3/mis .[5℄ Collins-Sussman, Ben; Fitzpatrik, Brian W. and Pilato, C. Mihael: Version Control withSubversion, for Subversion 1.4 (Compiled from r2866), see http://svnbook.red-bean.om or�le svn-book.pdf loated in diretory 3_3/mis .[6℄ Deliverable 3.1: AstroGrid-D Distributed File Management, Requirements Spei�ation andArhitetural Design, (Version 1.0.0, hanges aording to feedbak from the projet).[7℄ Deliverable 3.2: Distributed File Management, Data- and Replia-management in AstroGrid-D, (Version 1.0.0, publi release with omments inorporated).[8℄ The o�ial RLS website: GT Data Management: Replia Loation Servie (RLS) at http://-www.globus.org/toolkit/data/rls. (Consider that the former website http://www.globus.org/-rls/ is no longer valid.)
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