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Abstract
In the present work, we propose a scheme for the digital formulation of lattice gauge theories with
dynamical fermions in 3+1 dimensions. All interactions are obtained as a stroboscopic sequence of
two-body interactions with an auxiliary system. This enables quantum simulations of lattice gauge
theories where themagnetic four-body interactions arising in two andmore spatial dimensions are
obtainedwithout the use of perturbation theory, thus resulting in stronger interactions compared
with analogue approaches. The simulation scheme is applicable to lattice gauge theories with either
compact orfinite gauge groups. The required bounds on the digitization errors in lattice gauge
theories, due to the sequential nature of the stroboscopic time evolution, are provided. Furthermore,
an implementation of a lattice gauge theorywith a non-abelian gauge group, the dihedral groupD3, is
proposed employing the aforementioned simulation scheme using ultracold atoms in optical lattices.

1. Introduction

Gauge theories lie at the core of fundamental physics; the standardmodel of particle physics—describing
electromagnetic, weak and strong interactions—is based on the principle of gauge invariance [1]. It requires
introducing additional degrees of freedom, the gaugefields, to thematterfields: force carriers,mediating
interactions betweenmatter particles. If the coupling is small enough, perturbative expansions allow
calculations up to arbitrary accuracy, as in quantum electrodynamics (QED). In some quantum field theories the
coupling depends on the energy scale (running coupling) [2, 3], and thus there are regimeswhere perturbation
theory is not valid, e.g. quantum chromodynamics (QCD) at low energies. In such non-perturbative regimes
only specialmethods can producemeaningful results.

Themost common approach so far has been lattice gauge theory [4, 5]. The idea is to discretize space (or
spacetime) to construct a framework inwhich numerical tools could be applied—withMonteCarlomethods
being themost prominent ones [6]. In spite of their success (e.g. calculation of the low-energy hadronic
spectrumofQCD [7]), there are limitationswhich are inherent toMonte Carlo simulations of lattice gauge
theories. Amajor one is the sign problem, which prevents investigations in fermionic systems infinite chemical
potential scenarios [8]. As a consequence, corresponding phases in quantumfield theories still remain relatively
unexplored, e.g. the quark–gluon plasma or the color-superconducting phase ofQCD [9, 10]. Another
drawback of these simulations is that they take place in a Euclidean spacetime, thusmaking real-time dynamics
inaccessible and preventing, for example, the study of non-equilibriumphenomena.

One approach to overcome these obstacles is quantum simulation [11, 12]. The idea is to build a highly
controllable quantum system serving as a platform for simulations of another quantum system. In particular,
quantum simulations of lattice gauge theories [13–15] have been proposed using various quantumdevices, such
as ultracold atoms in optical lattices [16–18], trapped ions [19, 20] or superconducting qubits [21, 22]. The
simulatedmodels can be distinguished by several features: the framework inwhich the lattice gauge theory has
been formulated—the one byKogut and Susskind [23] (or its truncations [24]), the quantum linkmodel [25, 26]
or the prepotential approach [27]. Other characteristics include the gauge group (abelian or non-abelian), the
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matter content (dynamical or static) and the dimension. There are also differences in the proposed simulation
scheme: the first one is the analogue approach, where not only the degrees of freedomof the simulated system
aremapped to those of the simulating one: by appropriately tailoring the interactions of the simulator, its
Hamiltonian is exactly or approximatelymapped to the desired one (which can be adiabatically changed).
Quantum simulations of this type have been proposed,mostly using ultracold atoms [28–44], as well as trapped
ions [45, 46] and superconducting qubits [47, 48]. Another approach—the digital one—is based on an idea of
Feynman [49], to use a quantum computer (i.e. single and two qubit gates) for simulating the dynamics of a
quantum systemby a discrete sequence of operations. Quantum simulations of lattice gauge theories employing
this simulation scheme have been proposed on several quantum simulation platforms [50–53]. The third
approach is a hybrid of both (e.g. [54]), where the time evolution is discrete but the different terms of the
Hamiltonian are implemented using analoguemethods, instead of quantum gates. Such quantum simulations
have also been proposed to simulate lattice gauge theories [55, 56].

It is important to note thatwhile the digital simulation schemewill probably need quantum error correction,
the other twomay not. Using the scheme suggested by Feynman, a trapped ion based quantum simulation of a
lattice gauge theory was implemented in 2016 [57], allowing the observation of real-time dynamics in the
Schwingermodel, (1+1) dimensionalQED.However, the simulation involved only four ions and it remains a
big challenge to scale up such a system as it involves the construction of a quantum computer. In this work, we
will focus on the third option.

Themain challenges of a quantum simulation of lattice gauge theories are threefold: first of all, to simulate
dynamicalmatter, the simulating systemmust include fermionic degrees of freedom.Unlike in other quantum
devices where fermionic statistics is imposed on spin degrees of freedom through Jordan–Wigner
transformations, fermionic degrees of freedomoccur naturally in ultracold atomic systems, as one canwork
directly with fermionic atomic species. This is beneficial in particular when dealingwith two ormore spatial
dimensions. Second, gauge invariance, as the characteristic symmetry of lattice gauge theories, is notmanifested
naturally by the candidate quantum simulators. In analogue simulation schemes, where the degrees of freedom
and theHamiltonian of the investigated theory get exactly or approximatelymapped onto the simulating system,
local gauge invariance can be obtained either as a low-energy effective symmetry [28–30] or by an exactmapping
to an internal symmetry, like e.g. hyperfine angularmomentum conservation [33, 41]. Although the analogue
approachworks in one dimension (in particular as demonstrated by an ultracold atom experiment currently set
up to study the Schwingermodel [58]), it becomes problematic when considering the third requirement. The
lattice gauge theoryHamiltonians in two ormore spatial dimensions typically contain four-body interactions
(themagnetic plaquette interactions). In the current analogue simulation schemes, this four-body term is
realized only in fourth-order perturbation theory [33], thus leading toweak interactions and posing amajor
challenge on theway to higher dimensional quantum simulations of lattice gauge theories.

This problem can be circumvented using the following concept: by introducing an auxiliary degree of
freedomand entangling it with the physical degrees of freedom, the four-body interactions can be decomposed
exactly as a sequence of simpler two-body interactions, resulting in stronger interactions compared to analogue
simulation schemes. Because of the sequential nature of the entangling operations, duringwhich all other
interactionsmust be frozen, a stroboscopic time evolution is required. The time evolution is therefore
decomposed into smaller pieces according to Trotter’s formula: = -

¥
-( )e lim etH

N j
tH N Ni i j [59]. This

method has already been proposed in 2+1 dimensions to construct a digital scheme for lattice gauge theories
with arbitrary gauge groups [56]. A concrete quantum simulationwith ultracold atoms has been proposed for
the groups 2 and 3 [55, 56].

In this work we extend this proposal of an algorithmdigitizing lattice gauge theories with arbitrary gauge
groups to 3+1 dimensions. This is an important step towards the simulation of phenomena occurring in
nature. To study the accuracy of the digital scheme, a thorough analysis of the digitization (Trotter) error is
conducted. Another important goal is the simulation of gauge theories with non-abelian gauge groups. The
second part of this work is therefore devoted to an ultracold atombased implementation of a lattice gauge
theory with the simple non-abelian gauge groupD3, following the general algorithm presented in the
first part.

This paper is organized as follows: first, a brief lattice gauge theory backgroundwill be provided, with an
emphasis on theHamiltonian formulation used later on for quantum simulation. In the second section the
digital algorithm enabling quantum simulation of lattice gauge theories with dynamical fermions in three
dimensionswill be described. Afterwards, improved bounds on the digitization errors in lattice gauge theories
will be given. In the last section, possible implementations based on ultracold atomswill be discussed, in
particular the implementation of a lattice gauge theorywith the dihedral gauge groupD3, by exploiting its
semidirect product structure.
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2.Hamiltonian formulation of lattice gauge theories

Lattice gauge theories can be formulated in aHamiltonian framework exhibiting a continuous time coordinate,
asfirst proposed byKogut and Susskind [23]. The lattice consists of d spatial dimensions, where thematterfields
are placed on the vertices Îx d and the gaugefields reside on the links (x, k) (where Î { }k d1, .., denotes the
direction inwhich the link points).

Since thematter particles are allowed to tunnel and thus their number is not conserved locally, the states on
the vertices are described by elements of a fermionic Fock space. Assuming the gauge groupG to be either
compact orfinite, we label its irreducible representations by j and represent thematterfields by spinors y†

m
j,

wherem denotes the components of j. Their behavior under group transformations, implemented by the unitary
operator θg, is:

åq y q y= ( ) ( )† † † D g , 1g m
j

g
n

n
j

nm
j

where ( )D gnm
j is the irreducible unitary representation j of the group element g (the jwill be omitted in the

following as only onefixed representation j is considered; generalization tomore representations is
straightforward).Wewill workwith staggered fermions [60], distributing the Lorentz components of the spinor
over neighboring lattice sites such that occupied even sites will correspond to particles and vacant odd sites to
anti-particles. TheDirac spinor is then regained in a continuum limit. The gauge transformations qg of staggered
fermions are related to θg by

q
q

q
=

Î

Î-


⎪

⎪⎧⎨
⎩( )

( ( ))
( )

e

D g o
x

x

x

for

det for
2g

g

g
1

with e (o)denoting the even (odd) sublattice.We can define a state ñ∣D invariant under the above transformation
(analogous to theDirac sea in the continuum)where all odd sites are fully occupied and all even sites are vacant.

The other physical ingredients, the gauge degrees of freedom, are described by a tensor product of local
Hilbert spaces on the links. The elements of each single linkHilbert space can be expressed in the group element
states ñ Î{∣ }g g G. The groupG can act on it in twoways, corresponding to left (L) and right (R) transformations:

Q ñ = ñ Q ñ = ñ- -∣ ∣ ∣ ∣ ( )h g h h hg, . 3g
L

g
R1 1

Wedefine the group element operatorU, amatrix of operators acting on the linkHilbert space:

ò= ñá( )∣ ∣ ( )U D g g g gd , 4mn mn

where for continuous groups gd is understood as the group (Haar)measure, whereas for discrete groups the
integral reduces to a sumover the group elements.

TheHermitian conjugate ofU in theHilbert space and inmatrix space are related by

ò ò= ñá = ñá =( ) ∣ ∣ ¯ ( ) ∣ ∣ ( ) ( ) ( )† † †U g g g D g g g g D g Ud d . 5mn mn nm nm

The group element operators obey the following rules under group transformations:

Q Q = Q Q =¢ ¢ ¢ ¢( ) ( ) ( )† †U D g U U U D g, . 6g
L

mn g
L

mm m n g
R

mn g
R

mn n n

With these definitions at handwe can define a local gauge transformationwhich acts on all degrees of freedom
intersecting at a vertex. It depends on a group element gwhich itself can depend on the position (see figure 1 for
illustration):

 qQ = Q Q -
=

( ) ( ( ) ( )) ( ) ( )† †
k kx x x k x, , , 7g

k d
g
L

g
R

g
1 ..

where k is the unit vector in k-direction. A state yñ∣ is therefore said to be gauge-invariant if

y yQ ñ = ñ "( )∣ ∣ ( )gx x, , . 8g

Introducing the dual basis to the group element states, the representation basis ñ{∣ }jmn , connected by the

relation á ñ =∣ ( )( )
∣ ∣

g jmn D g
j

G mn
dim (with j labeling irreducible representations andm, n the components under

left and right transformations), we can define a gauge-invariant ‘empty’ state for thewhole lattice, including
matter and gaugefields:

ñ º ñ ñ∣ ∣ ⨂ ∣ ( )D0 000 , 9
links

where ñ∣000 is a singlet state of the gaugefields in the representation basis, corresponding to the trivial
representation. All other gauge invariant states can be obtained by actingwith gauge invariant operators on this
trivial state. A conventional lattice gauge theoryHamiltonian consists of four such types of terms:
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(i) Themagnetic Hamiltonian
One can obtain gauge invariant operators by taking products ofU-operators along closed paths. The
shortest such possible path is a plaquette, characterized by two directions k and l (k<l and Î { }l d2, .., ).
Adding over all pairs of k and l for every vertex x, onemay construct:

ål= + + +
<

( ( ) ( ) ( ) ( )) ( )† †H U k U l U k U lx x k x l xTr , , , , h.c.. 10B B
k lx,

This term is calledmagnetic Hamiltonian as it corresponds to themagnetic energy in the continuum limit of
the Yang–Mills cases.

(ii) The electric Hamiltonian

å

å

l=

=

( )

( ) ( )∣ ⟩⟨ ∣ ( )

H h k

h k f j jmn jmn

x

x

,

with , 11

E E
k

E

E
j m n

x,

, ,

The correspondencewith the electric field becomes clear for the case ofG=U(1)where—if we set
f ( j)=j2—theHamiltonian is just a sumover the square of the electric field of all links. Similarly, for SU(2)
f ( j)=j( j+1) corresponding to J2.
The two terms above involve only gaugefields. They both add up to

= + ( )H H H , 12B EKS

a generalized version of theKogut–SusskindHamiltonian for lattice gauge theories with compact gauge
groups [5, 23, 61] (in this workwe use the conventions of [24]).

(iii) The fermionicmassHamiltonian
Introducing staggered fermions gives rise to the following staggeredmass term:

å y y= -( ) ( ) ( ) ( )†H M x x1 , 13M n n
x

x

where the alternating sign comes from theDirac sea picture: particles on even sites and anti-particles on
odd sites.

(iv) The gauge-matterHamiltonian
The last term is a fermionic hopping termminimally coupled to the gaugefields in a gauge invariant way:

ål y y= + +( ) ( ) ( ) ( )†H U kx x x k, h.c.. 14
k

m mn n
x

GM GM
,

Figure 1.The local gauge transformationΘg(x), acting on the vertex x and adjacent links (shownhere in three dimensions): q ( )†
xg acts

on the fermionic Fock space at vertex x, taking into account the staggered structure of the fermions. The three links (x, k) emanating
from vertex x are transformed by left transformations Qg

L, whereas the incoming links -( )kx k, are transformed by right
transformations Q †

g
R .
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The totalHamiltonianwewant to simulate in the following chapters is the sumof all four pieces. The state
defined in (9) is the non-interacting vacuum: the ground state ofHE+HM.

3.Digital algorithm for the quantum simulation of lattice gauge theories in three
dimensions

Interactions in typical quantum simulation platforms are usually two-body, e.g. atomic collisions in ultracold
atomic setups or spin–spin interactions in trapped ion setups. Three-and four-body processes are strongly
suppressed on the relevant experimental timescales,making itmuch harder tomap theHamiltonian of the
simulatedmodel onto the simulating system, if the former includes interactions ofmore than two bodies. This is
particularly relevant for lattice gauge theories sincemagnetic interactions are four-body terms (see section 2).
For the purpose of quantum simulation of lattice gauge theories it is therefore desirable to design a scheme in
which interactions involving three andmore constituents can be rewritten as exact sequences of only two-body
interactions. In this way, the energy scale associated to plaquette interactions is not limited by perturbative
arguments (as in previous proposals) and the simulation can give access to a bigger region of the phase diagram.

One approach to this problem is based on the idea of using an auxiliary degree of freedom that gets entangled
with the physical degrees of freedom andmediates their interactions. In the following, wewill briefly present an
isometrywhich formalizes this idea (it is sometimes referred to as stator [62, 63]).We anticipate that in this new
framework the time evolution has to be realized stroboscopically due to the sequential nature of the entangling
operationswith the auxiliary system. Therefore, a digital algorithmbased onTrotter’s formulawill be designed
to simulate lattice gauge theories in three spatial dimensions, using only two-body interactions. This
corresponds to the hybrid simulation scheme discussed in the introduction, where the time evolution is
Trotterized but the individual parts of theHamiltonian are still implemented by an analogue simulation. In the
last section, bounds on theTrotter errorwill be provided.

3.1. Isometries
Weconsider twoHilbert spaces:A representing the ‘physical’ degrees of freedom,where the interaction is
supposed to be implemented, andB representing the auxiliary degrees of freedom (sometimes called control in
the following).We denote the operators acting on theHilbert space by ( ). An isometry S can then be
defined,mapping   ÄA A B, which can be created by a unitary    Î Ä( )AB A B acting on some
initial state ñ Î∣inB B:

   = ñ Î Ä∣ ( ) ( )S in . 15AB B A B

This can be viewed as an entangling operation between the physical and the auxiliary degrees of freedom. If this
entangling procedure is chosen in a certainway, operations on the physicalHilbert space can be implemented by
acting only on the auxiliary state. Assumewewant to realize aHamiltonian  Î ( )H A in the physicalHilbert
space. For that, we need to create an isometry S and a hermitian operator ¢ ÎH B in the auxiliaryHilbert space
in such away that the following relation holds:

¢ = ( )H S SH. 16

An analogue relation for the time evolution follows directly, since ¢ =H S SHn n:

=- ¢ - ( )S Se e . 17H t Hti i

Therefore, by creating such an isometry and actingwith ¢H on the control, we obtain the desired time evolution
of the physical state y ñ∣ A :

 y y yñ ñ = ñ = ñ- ¢ - ¢ -∣ ∣ ∣ ∣ ( )S Se in e e . 18H t
AB A B

H t
A

Ht
A

i i i

The evolved physical state is still entangledwith the auxiliary state whichmeans that one can either perform
another operation using the isometry S or disentangle both states. This would lead to a product state with the
auxiliary state going back to its initial state:

  y yñ Ä ñ = ñ Ä ñ- ¢ -(∣ ∣ ) ∣ ∣ ( )† e in in e . 19AB
H t

AB A B B
Ht

A
i i

3.2. The three-dimensional algorithm
In this sectionwe discuss an algorithm to simulate the lattice gauge theoryHamiltonian in three spatial
dimensions.We start from the latticemodel described in section 2. To create plaquette and gauge-matter
interactions bymeans of isometries, we introduce an auxiliary degree of freedom in themiddle of every second

cube (either all even or odd ones) and assign to it aHilbert space
~

isomorphic to theHilbert spaces on the links
(see figure 2). Then, the lattice gauge theoryHamiltonian is split up into several parts which are implemented
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independently and sequentially:

å å= + + +
= =

( )H H H H H , 20E M
i

B i
j

jLGT
1

6

,
1

6

GM,

wherewe explicitly distinguish gauge-matter interactions taking place along different directions and in odd or
even cubes, as well as plaquette interactions corresponding to the different plaquettes of a unit cube (therefore
we get a sumof six terms in both cases). The desired time evolution -e tHi LGT is then approximated by aTrotterized
time evolution consisting ofN steps: ~ - -( )e etH

j
tH N Ni i jLGT , whereHj is any of the terms appearing in (20).

While electric andmass terms can be treated easily using only the physical degrees of freedom, the plaquette and
gauge-matter terms are further decomposed as a suitably chosen sequence of simpler interactionsmediated by
the auxiliary systems. This sequence will then be executed in parallel for all cubes where auxiliary degrees of
freedomare located.However, since for the gauge-matter interactions the individual parts of this sequence do
not commute for adjacent links, we have to place the auxiliary d.o.f. in every second cube to avoid undesired
interactions. The exact decompositions will be given in the next sections.

3.2.1. Plaquette interactions
Sincewe put auxiliary atoms in every second cube, we cannot realize all plaquette interactions at once andwe
split themup in the followingway:

å

å

å å

l

l
l

= + + +

+ + + +
+ + + +

º + +

= + + + + +

º + + + + +

( ( ( ) ( ) ( ) ( )) )

( ( ( ) ( ) ( ) ( )) )
( ( ( ) ( ) ( ) ( )) )
( ( ) ( ) ( ))

( ( ) ( ) ( )) ( ( ) ( ) ( ))

( )

† †

† †

† †

H U U U U

U U U U

U U U U

H H H

H H H H H H

H H H H H H

x x 1 x 2 x

x x 3 x 1 x

x x 2 x 3 x

x x x

x x x x x x

Tr , 1 , 2 , 1 , 2 h.c.

Tr , 3 , 1 , 3 , 1 h.c.

Tr , 2 , 3 , 2 , 3 h.c.

. 21

B B

B

B

B B B

B B B B B B

B e B e B e B o B o B o

x

x

x x

,1 ,2 ,3

even
,1 ,2 ,3

odd
,1 ,2 ,3

,1 ,2 ,3 ,1 ,2 ,3

It is important tomention that the sixmagnetic terms commute, therefore =t t t- - -e e eH
j

H Hi i iB B je B jo, , and this

splitting does not affect the error of the Trotter approximation (20). To implement each termwewill use the
isometry

ò= ñ á Ä ñ∣ ∣ ∣ ˜ ( )S g g g gd , 22i i i

Figure 2.The physical system consists of the gauge fields residing on the links (blue) and thematter fields on the vertices (red). The
auxiliary degrees of freedom (green) are located in the center of every second cube (either even or odd).
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where thefirstHilbert space belongs to the gaugefield, residing on link i, and the second one to the
aforementioned auxiliary degree of freedom in the center of the cube. It fulfills the relation

=~ ( )US S U 23i i ilink

allowing to realize operations on the link i through the auxiliary degree of freedom. The isometry Si can be
created by the unitary

 ò= ñ á Ä Q∣ ∣ ( )†g g gd 24i i i g
L

acting on the initial state ñ = ñ
~∣ ∣ẽin .We repeat similar entangling operations i (or  †

i ) for the three other links
of the plaquette (e.g. the links 1, 2, 3, 4 of cube x, seefigure 3) and obtain a plaquette isometry of the form

     = ñ = ñ
~ ~( ) ( )∣ ( ) ( ) ( ) ( )∣ ( )† †S x x x x x xin in . 251234 1234

1 2 3 4

The crucial part is that it fulfills the relation

 + = +~ ~( ( ) ( )) ( ) ( ) ( ( ) ( ) ( ) ( ) ) ( )† † †U U S S U U U Ux x x x x x x xTr Tr h.c. 261234 1234
1 2 3 4

i.e. acting locally with

l= +~ ~~ ( ) ( ( ) ( )) ( )†
H U Ux x xTr 27B B

on the control of cube x enables us to realize themagnetic time evolution for this plaquette. The required
sequence acting on the plaquette state y ñ∣ 1234 , the tensor product of the four link states, and the auxiliary state

ñ
~∣in is

   y yñ ñ = ñ ñ
~ ~t t- -~

( ) ( )∣ ∣ ∣ ∣ ( )† ( ) ( )x xe in in e . 28H Hx x1234 i 1234
1234

i
1234

B B,1

The other two plaquette terms associated to cube x can be created in the samemanner but with different
isometries. Using the abbreviations for the gaugefield operators defined according tofigure 3, we need to replace
the isometry  ( )S x1234 by  = ñ

~( ) ( )∣S x x in5671 5671 (green, dashed plaquette), or  = ñ
~( ) ( )∣S x x in5894 5894 (blue,

dotted plaquette). Applying the sequence from (28) gives then rise to the time evolution of the physical state
under ( )H xB,2 , or ( )H xB,3 .

We can now formulate an algorithm to implement thewhole plaquette interactions.We start with the
controls placed in the center of every even cube and do the following three steps:

(i) Create the isometry: Let all the controls interact with all the gauge fields on links of type 4 and create the
unitary  ( )† xx even 4 . Repeat similar processes with links 3, 2 and 1 to obtain the unitaries  ( )† xx even 3 ,

 ( )xx even 2 ,  ( )xx even 1 . In total, we get:      = ( ) ( ) ( ) ( ) ( )† †x x x x xx xeven 1 2 3 4 even
1234 .

(ii) Act on the controls with the Hamiltonian å
~ ( )H xBx even for time τ, resulting in the time evol-

ution t- ~ ( )e H
x

x
even

i B .

(iii) In the last step, undo the isometry by creating the inverse of the first step, i.e.  ( )† xx even
1234 .

Figure 3.There are three different plaquette terms associated to every vertex x:HB,1(x) (red, solid plaquette),HB,2(x) (green, dashed
plaquette) andHB,3(x) (blue, dotted plaquette). Each term involves four gauge field operatorsU, abbreviated as above for a convenient
description.
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The above procedure is applied to a state yñ ñ
~∣ ∣in . Thanks to relation (28)we obtain:

   y y yñ ñ = ñ ñ º ñ ñ
~ ~ ~t t- -~

( ) ( )∣ ∣ ∣ ∣ ∣ ∣ ( )† ( ) Wx xe in in e in . 29H H
B e

x

x

even

1234 i 1234 i
,1

B B e,1

Werepeat the procedurewith the two isometries S 5671 and S 5894. In thiswaywe create = t-W eB e
H

,2
i B e,2 and

= t-W eB e
H

,3
i B e,3 . The same steps are then repeatedwith the auxiliary degrees of freedommoved to the center of the

odd cubes so thatwe can implementW W W, ,B o B o B o,1 ,2 ,3 . Since all pieces of themagneticHamiltonian commute,
this sequence gives us exactly themagnetic time evolution: = = t-W W W W W W W eB e B e B e B o B o B o B

H
,1 ,2 ,3 ,1 ,2 ,3

i B.

3.2.2. Gauge-matter interactions
After expressing the four-body plaquette interactions as a sequence of two-body interactions, wewant to obtain
the gauge-matter interactions in a similar way.We need again to split up the relevantHamiltonian terms into
parts suitable for implementation:

åå

å

å

l y y= + +

= + +

+ + +

º + + + + +

=
( ) ( ) ( )

( ( ) ( ) ( ))

( ( ) ( ) ( ))

( )

†H U k

H H H

H H H

H H H H H H

x x x k

x x x

x x x

, h.c.

, 1 , 2 , 3

, 1 , 2 , 3

. 30

k
m mn n

e e e o o o

x

x

x

GM
1

3

GM

even
GM GM GM

odd
GM GM GM

GM,1 GM,2 GM,3 GM,1 GM,2 GM,3

An important ingredient for rewriting these interactions as two-body terms is the following unitary operation,
entangling the fermion at vertex x and the gaugefield on link (x, k):

 = y y( ) ( )( ) ( ) ( )†
kx, e , 31W

Z kx x xi ,mn m n

where = - ( ( ))Z Ui logmn mnmat , and the logarithm is taken only inmatrix space (well-defined since thematrix
elements commute). Itsmeaning becomesmore apparent if we assume the gauge groupG to be compact; then,
we obtain

 = =f y y f( ) ( )ˆ ( ) ( ) ( ) ˆ†
kx, e e 32W

k T Qx x xi , i
a

m mn
a

n
a a

an interaction of the ‘vector potential’ operator f̂a
with the fermionic chargeQa. It can therefore be interpreted

as a fermionic transformationwhose parameter is an operator acting on the gauge field. The idea is now to use
this transformation tomap a pure fermionic tunneling term into the desired gauge-matter interactions, as

 y y=( ) ( ) ( ) ( ) ( ) ( )† † †k k U kx x x x x, , , . 33W n W m mn

Thus, defining the fermionic tunnelingHamiltonian as

l y y= + +( ) ( ( ) ( ) ) ( )†H kx x x k, h.c. 34t m mGM

allowswriting theHamiltonianHGM as:

 =( ) ( ) ( ) ( ) ( )†H k k H k kx x x x, , , , . 35W t WGM

Since every fermion is connected to six links in three dimensions we have to split up the process in six steps as
described in the beginning.We start by realizing H eGM,1 , i.e. ( )H x, 1GM for all even links (see figure 4).We apply
the following sequence:

(i) Let the gauge degrees of freedom interact with the fermions at the beginning of the link to obtain the
unitary:  ( )† x, 1Wx even .

(ii) Allow tunneling on these links for time τ: t- ( )e H
x

x
even

i ,1t .

(iii) Let the link degrees interact againwith the fermions to generate:  ( )x, 1Wx even .

This gives us in total

  = º
åt t- -

( ) ( ) ( )( ) † ( )
Wx x, 1 e , 1 e . 36W

H
W

H
e

x

x
x

even

i ,1
i ,1

GM,1
t x even

GM

Byapplying a similar sequence for theother linksof the cube,wecan createW W,e eGM,2 GM,3 ,W W W, ,o o oGM,1 GM,2 GM,3 .
Using isometries, there is an alternative way of realizing the gauge-matter interactions. It requiresmore steps

but on the other hand does not require interactions between the physical degrees of freedomas all of them are
mediated by the auxiliary degrees of freedom. The sequence goes as follows:
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(i) Let the controls—initially placed in all even cubes in the state ñ = ñ
~∣ ∣ẽin —interact with the gauge links U1

according to (24) to create the isometry S1:  ( )xxeven 1 .

(ii) Let the control interact with the fermion at vertex x to realize the interaction 
~ ( )

†
x, 1Wx even which is the

same interaction as  ( )† x, 1W but between the control and the fermionψm(x). Due to the properties of the
isometry S1 the interaction between the control and the fermionwill translate into an interaction between
the fermion and the link.

(iii) Afterwards, allow for pure tunneling between the fermionswhich gives rise to t- ( )e H
x

x
even

i ,1t .

(iv) Following (35), apply 
~ ( )x, 1W for all even cubes which is again realized by an interaction between the

control and the fermionψm(x): 
~ ( )x, 1Wx even .

(v) Finally, we have to undo the isometry between the control and the gaugefield:  ( )† xx even 1 .

The resulting sequence—applied to some physical state yñ∣ and the auxiliary state ñ
~∣in —is:

    y y yñ ñ = ñ ñ = ñ ñ
~ ~ ~ ~ ~t- -( ) ( ) ( ) ( )∣ ∣ ∣ ∣ ∣ ∣ ( )† ( ) †

Wx x x x, 1 e , 1 in in e in . 37W
H

W
H

e
x

x

even
1

i ,1
1

i
GM,1

t eGM,1

Werepeat a similar procedure for all other links in the cubewhich givesusW W,e eGM,2 GM,3 ,W W W, ,o o oGM,1 GM,2 GM,3 .

3.2.3. Other parts of theHamiltonian
The electric part = t-W eE

Hi E and thematter part = t-W eM
Hi M are local terms of ourHamiltonian and thus

one can implement themby acting locally on the physical degrees of freedom.
We can nowwrite down thewhole sequence for a time step τ (combining commutingmagnetic terms to

WB):

=t ( )W W W W W W W W W W . 38M E o o o e e e BGM,3 GM,2 GM,1 GM,3 GM,2 GM,1

It is important to notice that all time evolutions in the above sequence are individually gauge-invariant.
Therefore, errors coming from the digitization do not break gauge-invariance.

3.3. Error bounds for Trotterized time evolutions in lattice gauge theory
Although the approximated Trotter evolution has the correct gauge symmetry, it is still important to analyze
howmuch it deviates from the desired exact time evolution. In this sectionwe derive bounds for the Trotter
error, according to the digitization scheme presented in the previous section.We focus on the standard Trotter
formula (thefirst order formula) and the second order formulawhich gives a better approximationwithout
major changes in the implementation.We do not consider higher order formulas, because theywould require
more experimental effort in the sense that the tunability of the experimental parameters would have to bemuch
moreflexible and the number of operations required for a single time stepwould increase exponentially with the
order of the approximation [64]. Thefirst order formula [59] is of the form

 = -
⎛
⎝
⎜⎜

⎞
⎠
⎟⎟( ) ( )t e . 39N

j

H

N

i j
t
N

Figure 4.There are three gauge-matter terms associated to every vertex x , corresponding to the three links emanating from this
vertex:HGM(x, 1) (red, solid link),HGM(x, 2) (green, dashed link) andHGM(x, 3) (blue, dotted link). Each interaction consists of two
fermions y ( )† xm and y +( )† x kn located at the endpoints of the links and the gauge field operator ( )U kx,mn on the link.
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Forwhich, using the operator norm, the difference to the physical time evolution  = -( )t e tHi can be bounded
by [65–67]:

   å-
<

   ( ) ( ) [ ] ( )t t
t

N
H H

2
, . 40N

j k
j k

2

To get a better scaling with the number of time stepswe can apply the Trotterization sequence in reverse order
after the usual Trotterized time evolution (second order formula) [68]:

 = - - - - -- -( ) ( ) ( )t e ... e e e ... e . 41N
H H H H H N

2,
i i i i it

N p
t
N p

t
N p

t
N

t
N1 2 12 12 1 2

From an implementation point of view this decomposition can be realized straightforwardly oncewe knowhow
to obtain the sequence for thefirst order. Following the proof in [69] adapted to unitary operators, an upper
bound for the Trotter error can be derived:

 

 å

-

= -

+ + + + + + +

- - - - - -

=

-

+ + +

- -

 

   

( ) ( )
( )

[[ ] ] [[ ] ] ( )

t t

t

N
H H H H H H H H H

e e ... e e e ... e

12
, .. , ..

1

2
, .. , . 42

N

tH H H H H H N

k

p

k k p k p k k p k

2,

i i i i i i

3

2
1

1

1 1 1

t
N p

t
N p

t
N p

t
N

t
N1 2 12 12 1 2

Compared to thefirst order formula, the second order formula has an errorwhich decreases faster with the
number of time stepsN at the cost of a longer sequence. The experimental difficulty, however, is the same for
both decompositions.

We can now specify these bounds for lattice gauge theories. This is an important task since an
implementation of this digital schemewill have to balance experimental errors, which can break gauge-
invariance and increase with the number of steps in the sequence, and errors caused by the digitization, which
have the opposite behavior. Therefore, a precise bound of the Trotter error helps infinding the optimal number
of steps, so that experimental errors do not accumulate unnecessarily and the chance of breaking gauge
invariance is reduced asmuch as possible.

Since the different parts of theHamiltonian cannot be implemented simultaneously, they are split up in the
digitized simulation scheme.Hence, for the computation of the Trotter errorwe divide theHamiltonian into
these individual pieces, according to the Trotterized time evolution given in (38). Generalizing to d dimensions:

å= + + +
=

( )H H H H H . 43B E M
i

d

iLGT
1

2

GM,

3.3.1. First order formula
By inspection of (40)we see that for an upper bound on the digitization error of the standard Trotter formula,
the commutators among all different parts of theHamiltonian in (43) have to be evaluated, as well as their norms
Since the derivations are very lengthywewill refer the interested reader to the appendix.We provide here the
final result:

 



 å å

l l l l l l

-

+ + +

= - + + +
-

=

-

= +

 

     
⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝⎜

⎞
⎠⎟

( ) ( )

[ ] [ ] [ ]

( ) ∣ ( )∣ ∣ ( )∣ ( )

t t

t

N
H H H H H H H H

t d

N
d f j f j M

d

2
, , , ,

4 1 max max
2 1

4
, 44

N

E B E M
k

d

j k

d

j k

U
B E

j
E

j

2

GM GM
1

2 1

1

2

GM, GM,

2
links

GM GM GM
2

where d is the number of spatial dimensions, dU the dimension of the representation of the group element
operatorU and links the number of links in the lattice. Onemight think that operator norms involvingHE are
unbounded but, sincewe either workwithfinite groups (whose number of irreducible representations isfinite)
or appropriate truncations of infinite gaugefieldHilbert spaces, the expression ∣ ( )∣f jmaxj is finite, so that we
always obtain sensible error bounds.

3.3.2. Second order formula
To bound the error of the second order formulawe need to calculate nested commutators according to (42).
Details on their calculation can be found in the appendix.We provide here the final result:
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 

 l l l l

l l l l

l l l

-

- + -

+ - + +

+ + + - - +

 

⎜ ⎟

⎡
⎣⎢

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝

⎞
⎠

⎤
⎦⎥

( ) ( )

∣ ( )∣( ) ∣ ( )∣ ( )

∣ ( )∣ ( ( ) ) ∣ ( )∣

( ) ( ) ( ) ( )

t t

t d

N
f j d f j d d

f j d d f j

M d M d d

6
16 max 1 2 max 1

max 2 2 2 1 1 max

4 2 1
1

3
4 1

1

2
. 45

N

U
E B

j
E

j
B U

E
j

U E
j

2,

3
links

2

GM GM

GM GM GM
3

If we assume a cubic lattice with L lattice sites per sidewe can express the number of links as:
 = - -( )d L L1 d

links
1. The upper bound shows thatN should scale as ~N L td 2 3 which is somewhat bad

since it considers a very general setting. If we restrict ourselves to the observation of intensive quantities we
expect this scaling to bemuch better (after completion of this workwe became aware of a later workwhich
proves this behavior [70]). However, there are observables in lattice gauge theories, e.g.Wilson loops, which do
not fulfill this requirement and thus need to be bounded bymore general estimates like the ones given above.

4. Implementation of digital lattice gauge theorieswith ultracold atoms

With this general scheme for the digital construction of three-dimensional lattice gauge theories at hand, we can
turn to the implementation of some concrete examples with ultracold atoms. Typical gauge groups of interest
are compact (e.g.U(1)), for which the linkHilbert spaces are infinite. A truncation of thisHilbert space is
therefore required tomake the quantum simulation feasible. Previous proposals have performed this truncation
in the representation basis [13–15]. This procedure, however, spoils unitarity of the group element operatorsU
and prevents the use of isometries (see section 3.1). Thus, theHilbert space of the gaugefield should be truncated
using group element states instead. A truncation ofU(1) in this sense is given by thefinite groups N which
converge toU(1) in the  ¥N limit. The digital quantum simulation of N gauge theories has been studied in
[55, 56].We summarize below theirmain features, and thenwe build on these to tackle the simulation of simple
non-abelian gaugemodels with dihedral symmetry given by the groupDN.

4.1. Implementation of lattice gauge theories with gauge group N

Lattice gauge theories with afinite abelian gauge group play an important role as they approximate compact
QED [71]. Since theHilbert space of the gaugefield is reduced to dimensionN if the gauge group  is
considered, ultracold atoms can be used to represent these gauge degrees of freedom. TheseN states are labeled
by ñ∣m andwe define unitary operators P andQ on them:

= =

=
ñ= + ñ

ñ= ñ

p

p

∣ ∣ ( )
∣ ∣ ( )

†

P Q

PQP Q

Q m m

P m m

1

e

1 cyclically

e . 46

N N

m

i

i

N

N

2

2

Since the group is abelian, its representations are one dimensional andwe need to consider a single fermionic
species, y†, on the vertices.We can nowdefine theHamiltonian of N lattice gauge theory with fermionic
matter:

å

å

å

å

l

l

y y

l y y

= - -

= + + +

= -

= + +

<

( ( ) ( ))

( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( ) ( )

†

† †

†

†

H P k P k

H Q k Q l Q k Q l

H M

H Q k

x x

x x k x l x

x x

x x x k

1 , ,

, , , , h.c.

1

, h.c.. 47

E E
k

B B
k l

M

k

x

x

x

x

x

,

,

GM GM
,

Possible implementations for 2 [55] and 3 [56]with isometries have been discussed in two space dimensions.
These proposals can be readily generalized to three dimensions following the scheme presented in the previous
section. Thematter content is represented by a fermionic atomic species whereas the gauge fields can be
represented by a second atomic species with the appropriate ground statemanifold, e.g. F=1/2 for 2 or F=1
for 3. Furthermore, auxiliary atomsmust be trapped in the center of each second cube. These species are
confined to the desired lattice geometry by suitable optical lattices and their interactions are realized by ultracold
atomic scattering. Since the type of interactions appearing in two and three dimensions are the same, the
implementation in three dimensions follows closely the steps explained in [55, 56] and the reader should refer to
the original references formore details.
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Herewe just report the bounds on the Trotter error that can be computed following the discussion in
section 3.3. In three dimensions and for the gauge group N , we obtain thefirst order formula (see (44)) :

   l l l l l l-
-

+ + +  ⎜ ⎟
⎛
⎝

⎞
⎠( ) ( ) ( ) ( )t t

t L L

N
M

3 1
16 2

5

4
48N B E E

2 2

GM GM GM
2

and the second order formula (see (45)):

   l l l l l l l l

l l l

-
-

+ + +

+ + +

  ⎜

⎟

⎛
⎝

⎞
⎠

( ) ( ) ( ) ( ) ( )

( ) ( )

t t
t L L

N

M M

1
64 2 2 11

6
1

2

125

12
. 49

N E B E B E E2,

3 2

2 GM GM

GM GM GM
3

Note that these formulas give amore accurate boundwith respect to the original analysis in [55, 56].

4.2. Implementation of lattice gauge theories with a dihedral gauge group
Wenow turn our attention to a simple example—using the above procedure for the quantum simulation of aD3

lattice gauge theory. It is the smallest non-abelian group, and therefore provides both a simple and a non-trivial
example.

In the previous workswe have constructed N examples. N converges toU(1) (compactQED) in the large-
N limit [71] and therefore onemay discuss a continuum limit of a N gauge theory in the large-N sense.
Unfortunately, such a series does not exist for non-abelian groups of interest such as SU(2).D3 is thefirst group
in the series of dihedral groupsDNwithN odd andN�3, that converges in the large-N limit toO(2), a
disconnected Lie group, whose gauge theory does not admit a continuum limit [72]. Therefore, our interest in
D3 as an example is not due to its physical properties or using it to approximate another group but rather as the
simplest non-abelian example.D3 gauge theorywas discussed in the context of doubled lattice Chern–Simons
theory in [73].

The dihedral groupDN can be characterized by a set of rotationsR in a two-dimensional plane and
reflections S along a certain axis:

p= = º Î - Î{ ( ) ( ) ∣ [ ) { }} ( )/D g p m R N S p N m, 2 0, 1 and 0, 1 . 50N
p m

The above notation already suggests thatDN can be decomposed into a semidirect product of the abelian groups
N and 2 corresponding to rotations and reflections:  DN N 2 (where G N H , if and only if
" Îg G there exists a unique În N (which is a normal subgroup ofG) and a unique Îh H (a subgroup ofG)
such that g=nh). It is thus useful towrite the states of the gaugefieldHilbert space as states living in the tensor
product of anN-dimensionalHilbert space and a two-dimensional one,  ñ = ñ Ä ñ Î Ä∣ ∣ ∣p m p m, N 2. In
the implementation, such a productHilbert space can be realized by using two atomswith the appropriate
hyperfine structure. If we choose toworkwith the smallest faithful irreducible representation of the group, we
need two different fermionic components for thematter, denoted byψ1 andψ2, due to the non-abelian nature.
Accordingly, the gaugefield operatorsU on the links becomematrices of operators s= sp ˆ ˆU e p

x
mi N z

2

( = å ñáˆ ∣ ∣p p p pp acts onN and = å ñáˆ ∣ ∣m m m mm on ;2 σx andσz act inmatrix space). This allows us to
write down theHamiltonians

å

å

å å

l

l y y s
y
y

y y y y y y

= + + +

= +

= - = - +

s

<

p ⎛
⎝⎜

⎞
⎠⎟( )

( ( ) ( ) ( ) ( ))

( ) ( ) ( ) ( )
( )

( ) ( ) ( ) ( ) ( ( ) ( ) ( ) ( )) ( )

† †

† † ˆ ˆ

† † †

H U k U l U k U l

H k

H M M

x x k x l x

x x x
x
x

x x x x x x

Tr , , , , h.c.

, e , h.c.

1 1 . 51

B B
k l

k

i p
x
m

M

x

x

x

x

x

x

,

GM GM
,

1 2
1

2

1 1 2 2

N z
2

The last part, the electricHamiltonian, takes its simplest form if the states in2 are expressed in the usual group
element states ñ{∣ }m but the states ofN in ñ = -{∣ }l l N, 0, .., 1 , the conjugate basis to ñ{∣ }p (defined by
á ñ = - p∣l p e

N
lp1 i N

2
, see the appendix for details):

å

å å å

l=

= ñá ¢ + ñá
¢ =- -

-

( )

( ) ∣ ∣ ∣ ∣ ( )
( )

( )

H h k

h k f m m f l m l m

x

x

,

with ,
1

2
0, 0, , , , 52

E E
k

E

E
m m

r
l N

N

m
l

x,

, 1 2

1 2

where fr and fl satisfy the condition = "-f f ll l . Generally, the coefficients in (52) can be chosen in away that
respects the combined large-N and continuum limit as in the N case. However, we do not have this option for
DN as explained above; nevertheless, it is convenient to identify the second termof (52)with the electric energy of
a N lattice gauge theory (see above), andfix the coefficients accordingly.
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4.2.1. Simulating system
Our implementation scheme is in principle applicable to all dihedral groups butwe focus here on the simplest
caseD3 (isomorphic to the group of permutations S3).Wefirst discuss the systemwewill use as a platform to
perform the quantum simulation.

For the simulation of thematter fields it is crucial to use fermionic atoms to obtain the correct commutation
relations. A natural,minimal choice for the two fermionic d.o.f.ψ1 andψ2 is to use the two internal levels of an
atomwith an F=1/2 hyperfine ground state. For exampleψ1 andψ2 can be associatedwith the F=1/2
multiplet in the followingway:

y

y

 = = ñ

 = = - ñ

∣
∣ ( )

†

†

F m

F m

1 2; 1 2

1 2; 1 2 . 53

F

F

1

2

These atomsmust be trapped by a superlattice that allows one tomodulate the depth of theminima (to account
for the staggering) and the tunneling rate between nearest neighbors (to switch tunneling on and off in the
different steps of the Trotter sequence).

To simulate the gauge field and auxiliaryHilbert spaces, wewill exploit the product structure asmentioned
above:   Ä aux link 3 2. One convenient choice is to use two atomic species: a bosonic onewith an
F3=1 hyperfinemultiplet (the index 3will label the three-level system) and a fermionic onewith an F2=1/2
multiplet (the index 2will label the two-level system). In total, we need four different atomic species: two atoms
trapped at themiddle of each link, and two extra atoms (thatmust be addressed independently of the previous
two) in themiddle of each second cube. For the links, we identify:

= ñº = = ñ = ñ º = = ñ
= ñº = = ñ = ñ º = = - ñ
= ñº = = - ñ

∣ ∣ ∣ ∣
∣ ∣ ∣ ∣
∣ ∣ ( )

p F m m F m

p F m m F m

p F m

0 1, 0 0 1 2, 1 2

1 1, 1 1 1 2, 1 2

2 1, 1 . 54

F F

F F

F

3 2

3 2

3

Every state of theHilbert space on the link can be obtained as a tensor product of the twomultiplets, e.g.
= = = = = Ä = = -∣ ⟩ ∣ ⟩ ∣ ⟩/ /p m F m F m1, 1 1, 1 1 2, 1 2F F3 2 . The corresponding creation operators on

some link (x, k) are described by ( )†a kx,mF
withmF=−1, 0, 1 for the three-level system and ( )†c kx,mF

with
mF=−1/2, 1/2 for the two-level system. It is useful to introduce unitary operators P3,Q3 andP2,Q2 acting,
respectively, on the three-level and two-level atoms. They are defined as:

ñ= ñ ñ = - ñ
ñ= + ñ ñ = + ñ

p∣ ∣ ∣ ( ) ∣
∣ ∣ ( ) ∣ ∣ ( ) ( )

P p p P m m

Q p p Q m m

e 1

1 cyclically 1 cyclically . 55

p m
3

i
2

3 2

2
3

The operatorsP3,Q3 fulfill the 3 algebrawhereas the operators P2,Q2 fulfill the 2 algebra.
TheHilbert space of the auxiliary atoms has the same structure, andwe label its states/operators with a tilde

to distinguish them from the corresponding link quantities, i.e. we have states ñ∣ p̃ and ñ∣m̃ and operators ˜ ( )†a xmF

(withmF=−1, 0, 1) and ˜ ( )†c xmF
(withmF=−1/2, 1/2).

The link and auxiliary atomsmust be trapped in the desired positions by arranging suitable optical
potentials. The individualminimamust contain exactly one atom andmust be deep andwell separated so that
the dynamics is frozen (no tunneling, no interactions between nearest neighbors).When requested, the lattices
must undergo a rigid translation so that specific pairs of atoms can overlap and interact via two-body scattering.
The resulting setup—for convenience projected to two dimensions—is depicted infigure 5.

All interactions between the constituents of the simulating system fromabove are in the formof two-body
scattering. Aswill become clear in the following, we need to impose specific constraints on the scattering. First
wewant interactions that are diagonal inmF and do not change the internal level of the atoms. This can be
achieved by lifting the degeneracy of the hyperfinemultiplets such that transitions changingmFwill cost energy.
A possible way to do this is by introducing a uniformmagnetic fieldwhich adds the following correction to the
Hamiltonian (Zeeman shift):

m= ( )H g m B, 56Z F FB

whereμB is the Bohrmagneton and gF the hyperfine Lande factor. The energy splitting has to be different for
different atomic species to avoid resonant exchanges, therefore we need to choose species with different Lande
factors. Another possible approach to realize the different energy splittings is to address each species individually,
for example exploiting the AC Stark effect. Second, at some point we need tomodulate the interaction strengths
depending on the internal level of the atoms. This can be achieved for example by spatially separating the
differentmF levels via amagnetic field gradient. The differentmF levels will experience forces pointing in
different directions and reach different equilibriumpositions within the same potential well. By properly
choosing the Lande factors of the atomic species and tuning themagnetic field gradient one can then tailor the
overlap of the atomicWannier wave functions (and hence their interaction strength) in anmF-dependent way.

Belowwe discuss several details of the implementation scheme.
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4.2.2. Initial configuration and backgroundHamiltonian
Before starting the simulationwe should define the initial configuration of our simulating system. It is reached if
all optical potentials are sufficiently deep and separated such that no tunneling occurs and all atomicwave
functions do not overlap. Allminima of the auxiliary lattice are loadedwith one atom in the group element state

corresponding to the identity group element, i.e ñ = ñ = ñ
~∣ ∣ ˜ ∣ ˜ ˜ein 0, 0 . Thismeanswe have to prepare the state

= = ñ∣ ˜F m1; 0F3 for the three-level system and = = ñ∣ ˜F m1 2; 1 2F2 for the two-level system. The
preparation of the atoms representing gauge andmatter fields depends on the initial physical state wewant to
simulate. All atomsmust occupy themotional ground statewith energyE0 (different for different atomic
species). Asmentioned in the previous section, we also introduce a uniformmagnetic field (or anACStark
effect) to lift the degeneracy of the ground statemanifolds and induce energy splittingsDE (again different for
different species) between the differentmF components.

We can define the non-interactingHamiltonianH0 whichwill be present throughout thewhole
implementation:

å

åå

åå

åå

åå

y y y y= + D + - D

+ + D

+ + D

+ + D

+ + D

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

( ) ˜ ( ) ˜ ( )

( ) ˜ ( ) ˜ ( ) ( )

† †

†

†

˜ ˜
†

˜ ˜
†

H E E E E

E E m a k a k

E E m c k c k

E E m a a

E E m c c

x x x x

x x

x x

x x

x x

, ,

, ,

. 57

k m
a a F m m

k m
c c F m m

m
a a F m m

m
c c F m m

x

x

x

x

x

0 0,mat mat 1 1 0,mat mat 2 2

,
0,

,
0,

0,

0,

F

F F

F

F F

F

F F

F

F F

All parts of the digital simulations are added on top ofH0. To recover the desiredHamiltonianH of ourD3 lattice
gauge theory, wemove to an interaction picture, i.e. wewill work in a rotating framewith respect toH0 andmake
use of the rotatingwave approximation.

Figure 5.The simulating system consists of one atomic species on the vertices representing thematter (red) and two for both the gauge
fields (blue) on the links and the controls (green) located at the center of every second cube (projected into two dimensions for better
visualization). The simulateddegrees of freedomare encoded in the hyperfine structure of the atoms, i.e. either anF=1 or anF=1/2
multiplet. The alternating occupationof verticeswith fermionic atoms shall illustrate the staggered fermionpicture, inwhich this
configuration corresponds to the non-interacting vacuum (seeDirac sea in the continuum). The empty green circles indicate the need to
move the auxiliary atoms between even andodd cubes.
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4.2.3. ThemassHamiltonian
ThemassHamiltonian in three dimensions takes the form

å y y= - + +( ) ( ) ( ) ( )†H M x x1 58M
x x x

x

1 2 3

with y y y y y y= +( ) ( ) ( ) ( ) ( ) ( )† † †x x x x x x1 1 2 2 . Thus, the corresponding time evolution = t-W eM
Hi M for a time

step τ can be implemented by smoothlymodulating the superlattice trapping the fermions so that the energy of
the evenminima is increased by an amountMeven. This results in theHamiltonian

å y y¢ = + - + +( ( ) ) ( ) ( ) ( )†H M x x1 1 . 59M
x x x

x
even

1 2 3

If we act with thisHamiltonian for time tM

M
even , we obtain the desired unitary evolutionWM, up to an irrelevant

global phase.

4.2.4. Creating the isometry
The creation of plaquette interactions and gauge-matter interactions involves constructing the isometry Si (see
section 3), entangling auxiliary atomswith the atoms on link i. If wewant to create it from the auxiliary state

corresponding to the neutral element ñ = ñ
~∣ ∣ẽin , we have to apply  ò= ñ á Ä Q∣ ∣

†
g g gdi i i g

L . Specifying this
equation to the gauge groupD3, we obtain the following interaction between the d.o.f. on link i and the ones of
the control:

 åå

åå

ñ= ñ á Ä Q ñ

= ñ á Ä ñ = ñ
~ ~ ~ ~

~∣ ∣ ∣ ∣ ˜ ˜

∣ ∣ ∣ ˜ ˜ ∣ ˜ ˜ ( )
ˆ ˆ

†
p m p m

p m p m Q Q Q Q

in , , 0, 0

, , 0, 0 0, 0 , 60

i
p m

i i p m
L

p m
i i

p m
i

p
i

m

,

3 2 3, 2,

where = å ñ áˆ ∣ ∣p p p pp i i and = å ñ áˆ ∣ ∣m m m mm i i. As defined previously,
~
Q2 and

~
Q3 are the raising operators

of the auxiliary atoms, i.e
~ ˆ
Q i

m
2, and

~ ˆ
Q i

p
3, raise the m̃F-values of the auxiliary atoms according to themF-values of

the atoms on link i. By choosing ñ∣ ˜ ˜0, 0 as the initial state of the auxiliary atoms, the creation of the isometry
reduces to an interaction between the three-level atomon the link and the auxiliary three-level atom in parallel
with an interaction between the two-level atomon the link and the auxiliary two-level atom. These are the same
interactions required for creating the isometry of a 3 lattice gauge theory [56], respectively, a 2 lattice gauge

theory [55].We can therefore directly adopt the procedure from [55, 56]. The idea is towrite
~ ˆ
Q i

p
3, and

~ ˆ
Q i

m
2, as an

interaction between the z-components of the hyperfine angularmomentumoperators Fz,3 and Fz,3, respectively,
Fz,2 and Fz,2:

 = ¢ ¢ =
~ ~ ~ p  ( )

ˆ †
Q V V with e , 61i

p
i i

F F
3, 3 3, 3 3,

i z z
2
3 ,3 ,3

where
~†
V3 is a local change of basis from the P3-basis ñ{∣ ˜ }p to its conjugate

~
Q3-basis and:

 = ¢ ¢ =
~ ~ ~ - - -p

p ( ) ( )
ˆ † ( )( )Q V V with e , 62i

m
i i

F F
2, 2 2, 2 2,

i i 1 2 1 2z z
1

2
2

,2 ,2

where
~†
V2 ismapping from the P2-basis ñ{∣ ˜ }m into the conjugate

~
Q2-basis. The basis transformations

~
V3 and

~
V2

are local operations on the auxiliary atoms that can be implementedwith optical/RFfields. The interactions
between the z-components of the hyperfine angularmomentumoperator can be realized by introducing an
energy splitting between the differentmF-levels such that the two-body scattering termwill contain onlymF

preserving termsThe sequence to obtain i is therefore:

  = ¢ ¢~ ~ ~~ ( )
† †

V V V V . 63i i i3 2 3, 2, 2 3

Toundo the isometry it is necessary to create the conjugate of these interactions which can be done by flipping
locally the =m̃ 1F and = -m̃ 1F levels, thusmapping Fz,3 into-Fz,3. In the sameway, the conjugate of the two-
level system is created.

4.2.5. Plaquette interactions
Knowing how to construct the isometry, the implementation of the plaquette interactions is straightforward.
Sincewe have to split them in six different parts (see section 3), we start with HB e,1 , the type 1 plaquettes of the
even cubes, where the auxiliary atoms are placed in the standard configuration.We follow the three steps of the
algorithm given in section 3.2.1:

(i) We create the plaquette isometry out of the isometries Siwhich is realized for a link i bymoving the lattice of
the auxiliary atoms to the respective link and tailoring the interactions as described above (neglecting the
basis transformations

~
V for themoment). This can be done in parallel for thewhole lattice:
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  ¢ = ¢ ¢( ) ( ) ( )x x . 64ie i i
x even

3, 2,

The desired plaquette isometry is obtained by applying this procedure to all four links and including overall
basis transformations

~
V3,all and

~
V2,all:

        = ¢ ¢ ¢ ¢~ ~ ~ ~( ) ( ) ( ) ( ) ( )† † † † † †V V V Vx x x x . 65e e e e
x even

1 2 3 4 3,all 2,all 1 2 3 4 2,all 3,all

This operation, acting on the tensor product of ñ∣ ˜ ˜0, 0 and any state of the links, gives rise to the proper
entangled state whichmaps plaquette interactions to local operations on the control.

(ii) The next step is a local operation on the auxiliaryHilbert space.We need to implement t- ~
e Hi B with

~
HB being

the controlHamiltonian l= +~ ~~ ( )†
H U UTrB B . This requires an interaction between the two-level and the

three-level system:

åål s

l

= ñá +

= + -

~ sp

 

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟∣ ˜ ˜ ˜ ˜ ∣

( )( ˆ ) ( )†

H p m p m

P P m

Tr , , e h.c.

2 1 , 66

B B
p m

p
x
m

B

i

3 3

z
2
3

where = å ñáˆ ∣ ˜ ˜ ∣m m m mm .We can rewrite  + = - + ñá º - +  ∣ ˜ ˜ ∣†
P P N3 0 0 33 3 0 with º~ ˜ ˜†N a a0 0 0.

Defining a number operator for the = = ñ∣F m1 2; 1 2F2 state of the two-level system as º~ ˜ ˜†N c c1 2 1 2 1 2

we canwrite down the interaction t- ~
e Hi B :

= =t l t l t l t- - - + -~ ~ ~ ~ ~~
( )( )e e e e . 67H N N N N Ni i2 3 i2 i6B B B B0 1 2 1 2 0 1 2

Thefirst exponential is a local termof the two-level systemwhich can be implemented bymeans of optical/
RFfields. The second term requires scattering between the two auxiliary atoms. The corresponding
Hamiltonian density in second quantized form is [74]:

 å åp
m

= F F F F
a b g d

a b g d a b g d
=

-

( ) (( · ) ) ( ) ( ) ( ) ( ) ( )† †gx F F x x x x
2

. 68
k

n

k
k

scat
, , , 0

1

1 2 , , ,

where Fa
† denotes the creation operator of the atomicWannier wave function corresponding to the internal

stateα andμ the reducedmass of the two atomic species. The projection operators onto the different
scattering channels are expressed by polynomials of ·F F1 2, the coefficients gk are therefore functions of the
scattering lengths. To obtain the time evolution due to this interactionwe have to integrate theHamiltonian
density over space and time. Since equation (68) involves only specific levels, we need to turn on the
magnetic field gradient and split the differentmF components such that only the =m̃ 0F -component and
the =m̃ 1 2F -component overlap during the collision.Moreover, changes in the internal level of the two
atoms during the collision are suppressed by the Zeeman splitting.With these assumptions, the time
evolution is described by the following unitary

 = + - =a a- - ~~
( ) ˜ ˜ ˜ ˜ ( )e 1 0, 0, e 69g g N N

scat,1
i 1

2

1

2
i0 0 0 1 2

with = +( )g a a3 40
1

6 1 2 3 2 (a1/2, a3/2 are the scattering lengths for the scattering channels with Ftot=1/2
and Ftot=3/2) andα the time-integral of the overlap of the twowave functions during the collision. By

carefully tuning the interaction timewe can set a = l t
g

6 B

0

andfinally obtain:

 = l t- ~~
( )e 70N N

scat,1
i6 B 0 1 2

which is up to local operations the desired unitaryVB. This interactionwill be implemented in parallel for all
cubes where auxiliary atoms are placed, i.e. in this case for the even cubes. Hence, the overall interaction of

this step is t- å
~ ( )e H xi Bx even .When themagnetic field gradient is on, different levels of the hyperfinemultiplet

will acquire an extra energy splittingwith respect to the backgroundHamiltonian (57). This induces extra
phases that need to be cancelled somehow. For example, after the collision has been completed, we can
invert the slope of the gradient and accumulate phases in the opposite direction until the net effect is zero
(this trick has to be applied for all scattering events of this kind).

(iii) In the third and last step we have to undo the isometry. This can be done by taking the hermitian conjugate
of the first step, i.e. the sequence:

   ¢ ¢ ¢ ¢~ ~ ~ ~ ( )
† † † †V V V V . 71e e e e3,all 2,all 4 3 2 1 2,all 3,all
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According to (29) these three steps give usWB e,1 . If we repeat now the same procedure but with the links
corresponding to the second and third plaquette term,we obtainWB e,2 andWB e,3 . To realize the odd cubes time
evolution, wemove the auxiliary atoms to the centers of the odd cubes and repeat all of the above. This results in
the time evolutionsWB o,1 ,WB o,2 andWB o,3 . Afterwards, the auxiliary atoms are brought back to the centers of the
even cubes.

4.2.6. Gauge-matter interactions
For the gauge-matter interactions on a link (x, k)wehave to implement theHamiltonian

l y y

l y s y

l y y

= + +

= + +

= + +

sp
( ) ( ) ( ) ( )

( )( ) ( ) ( )
( )( ) ( )( ) ( ) ( ) ( )

†

† ˆ ˆ

†

H k U k

U k U k

x x x x k

x x k

x x x x k

, , h.c.

e h.c.

, , h.c. 72

a ab b

a
p

ab x
m

bc c

a p ab m bc c

GM GM

GM
i

GM

z
2
3

with º sp ˆU ep
pi z

2
3 and sº ˆUm x

m.We can use the product structure ofU to implement the gauge-matter part via
two-body interactions.We follow the procedure given in section 3.2.2 and define the unitaries W , one
corresponding toUp:

 = =y y y y y y-p( ) ( )( ) ( ) ( ) ( ) ˆ ( ( ) ( ) ( ) ( ))† † †
kx, e e 73W p

U k px x x x x x x
,

log , ip ab a b
2
3 1 1 2 2

and another one corresponding toUm:

 = =y y y y y y y y y y+ - -p( ) ( )( ) ( ) ( ) ( ) ˆ ( ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ))† † † † †
kx, e e . 74W m

U k mx x x x x x x x x x x
,

log , im ab a b 2 1 1 2 2 1 2 2 1

With these definitions at handwe can get the following relation by applying twice the Baker–Campbell–
Hausdorff formula:

   y y=( ) ( ) ( ) ( ) ( ) ( )( ) ( )( ) ( ) ( )† † † †k k k k U k U kx x x x x x x x, , , , , , . 75W p W m n W m W p a p ab m bn, , , ,

The gauge-matterHamiltonian can then bewritten as

   =( ) ( ) ( ) ( ) ( ) ( ) ( )† †H k k k H k k kx x x x x x, , , , , , 76W p W m t W m W pGM , , , ,

with the tunnelingHamiltonian l y y= + +( ) ( ( ) ( ) )†H kx x x k, h.c.t a aGM The crucial thing to note here is that
all the terms involve only two-body interactionswhich allows an implementationwith the proposed ultracold
atomic setup.We cannot implement all gauge-matter interactions at once as the fermions on the vertices are
only allowed to interact with one link at a time. Focusing on the links in the one-direction for the even cubes, we
describe how to realize the time evolution t- å ( )e H xi ,1x even GM . Sincewewant to keep the lattice of thematter and
link degrees of freedom fixed, these interactionswill bemediated by the control atoms according to the
algorithmpresented in section 3.2.2.

(i) We first build the isometry S1 between auxiliary atoms located at the center of even cubes x and the
corresponding atoms on link (x, 1),  ( )xx even 1 . This interaction can be implemented exactly in the same
way as already done for the plaquette term (see (64)). Due to the relation in (23) the gauge-matter
interactions will then translate into an interaction of exactly the same formbut between the auxiliary atoms
and the fermions.

(ii) Afterwards, the two terms  †
W p, and  †

W m, have to be implemented by two-body scattering processes but

between the fermions and the auxiliary atoms due to the isometry, therefore denoted as 
~

W p, and 
~

W m, .

Startingwith 
~†

W p, , wefirst write it in terms of the angularmomentumoperator, respectively, the second
quantized operatorsψ1 andψ2 for the fermions:

 = =
~ y y y y y y y y- - - -p p ( ) ( )

† ˆ( ( ) ( ) ( ) ( )) ( ( ) ( ) ( ) ( ))† † † †
kx, e e . 77W p

p Fx x x x x x x x
,

i i z
2
3 1 1 2 2

2
3 ,3 1 1 2 2

Nowwehave to tailor the atomic collision between the =F 13 and the F=1/2multiplet accordingly. The
magnetic field again lifts the degeneracy of the hyperfine levels and thereby prevents any transitions
changing themF-values. The interactionHamiltonian contains two possible scattering channels and gives
rise to the following time evolution:

 = b y y y y y y y y- + + - ( )( ( ) ( ))† † † †
e 78g g F

scat,2
i z0 1 1 2 2 1 ,3 1 1 2 2

with = +( )g a a3 40
1

6 1 2 3 2 , = -( )g a a1
2

3 3 2 1 2 (a1/2, a3/2 are the scattering lengths for the scattering
channels with Ftot=1/2 and Ftot=3/2) andβ the time-integral of thewave function overlap. If we tune
overlap and interaction time such that b = p

g

2

3 1

we obtain

 = y y y y y y y y- + - -
p p  ( )( ) ( )† † † †

e e . 79F
scat,2

i i
g

g z
2 0
3 1 1 1 2 2

2
3 ,3 1 1 2 2
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The second exponential is the desired interaction 
~†

W p, whereas thefirst term is a fermion-dependent phase,
denoted fromnowon as

q = qy y
¢

-( ) ( )†
V e , 80W

i

where q = pg

g

2

3
0

1

and y y y y y y= +† † †
1 1 2 2. A discussion of these phases will be done later on. Before, the

implementation of 
~†

W m, is explained. It has the form:

 =

= =

~ y y y y y y y y

y y y y y y y y p y y

- + - -

- + - - -~ ~

p

p
- - ( )

† ˆ ( )

( )

† † † †

† † † † †
V V

e

e e 81

W m
m

N
H

N
H

,
i

i
,fer

i
,fer

2 1 1 2 2 1 2 2 1

2 1 2 1 1 2 2 1 2 2 1 1 2 2 2

with º~
- - -˜ ˜†N c c1 2 1 2 1 2 and s s= +( )VH x z,fer

1

2 ,fer ,fer aHadamard transformon the fermionswhich can

be implemented bymeans of optical/RFfields. The remaining two-body interaction is realized as scattering
between the F=1/2 states of the control atoms and the fermions. It can be described by the following
unitary:

 =
åg y y y y y y y y- + + -

⎛
⎝⎜

⎞
⎠⎟ ( )

˜ ˜ ( ) ( )† † † † †

e 82
g c c g F

scat,3

i
m

m m z0 1 1 2 2 1 ,2 1 1 2 2

(for the explicit formof gk see [55]).We switch on amagnetic field gradient designed in away that only the
mF=−1/2 -components of the auxiliary atom and the fermion overlap.Moreover, the interaction time
should be tuned such that g = p

+g g0 1

which gives rise to:

 = =g y y y y p y y- + -- - - - - - ( )( ˜ ˜ ˜ ˜ ) ˜ ˜† † † † † †
e e . 83g c c g c c c c

scat,3
i i0 1 2 1 2 2 2 1 1 2 1 2 2 2 1 2 1 2 2 2

Since the implementation of 
~†

W p, and 
~†

W m, is done in parallel for all even cubeswe get the sequence

  q
~ ~

¢( ) ( ) ( ) ( )
† †

Vx x, 1 , 1 . 84W m W p W
x even

, ,

(iii) In the next step we implement the tunneling in the one-direction for even cubes which can be achieved by
modulating the superlattice and decreasing the potential barriers on the desired links.We get

 t- ( )( )e . 85H

x

x

even

i ,1t

(iv) After the tunnelingweneed to realize the conjugate of 
~†

W p, and 
~†

W m, , i.e. 
~

W p, and 
~

W m, .Onewayof creating


~

W p, is by doing a spinflippingoperation
~
VF,3 for the three-level systemof the controlwhich results in:

 

q q

=

=

~ ~

~ ~

~ ~

¢ ¢( ) ( ) ( )

† †

†

V V

V V V V . 86

F W p F W p

F W F W

,3 , ,3 ,

,3 ,3

For the creationof 
~

W m, we simply observe that 
~†

W m, isHermitian.The sequence for step 4 is

  q
~ ~

¢( ) ( ) ( ) ( )V x x, 1 , 1 . 87W W p W m
x even

, ,

(v) In the last step we need to undo the isometry, which is done by the conjugate of the first step,  ( )† xx even 1

(see section 4.2.4).

We summarize bywriting down thewhole sequence acting on the initial auxiliary state ñ = ñ
~∣ ∣ ˜ ˜in 0, 0 :

     



q q

q q q q

ñ

= ñ = ñ

~ ~ ~ ~ ~

~ ~

t

t

¢
-

¢

¢
-

¢ ¢ ¢

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )∣

∣ ( ) ( ) ∣ ( ) ( ) ( )

† ( ) † †

( )

V V

V V V W V

x x x x x x, 1 , 1 e , 1 , 1 in

in e in . 88

W W p W m
H

W m W p W

W
H

W W W

x

x

x

x

even
1 , ,

i ,1
, , 1

even

i ,1
GM,1e

t

GM

Wefinally get the desired gauge-matter interactions up to the fermionic phases q¢( )VW . However, if we consider
thewhole lattice (onwhich the number of fermions is globally conserved) it can be shown that the phases
correspond to a static vector potential of zeromagnetic field and are therefore unphysical, as carried out in the
procedure given in [56]. If we repeat thewhole sequence (88) for the other linkswe obtain the gauge-matter
interactionsW eGM,2 ,W eGM,3 ,W oGM,1 ,W oGM,2 andW oGM,3 .
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4.2.7. Electric Hamiltonian
The electricHamiltonian for the gauge groupD3 acts on the gaugefields residing on the links. If we choose its
second part—which corresponds to pure rotations only—in accordancewith the electric energy of 3 we
obtain, using the notation of previous sections:
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If we also express the interactions of thefirst part in terms of operators acting on the link atoms, we end upwith:
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ThefirstHilbert space represents the three-level system, the second one the two-level system. The coefficient fl is
the overall coefficient for the electric part corresponding to pure rotations, equivalently to 3.We have to
implement the time evolution:
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Thefirst and the third exponential are local terms of the atoms and can be addressed by external fields. The
second term is implemented by two-body scattering similar to the one for the plaquette interactions. Therefore,
we need to bring the two atoms together, which should be simple to implement since both of them are trapped
near themiddle of the link. Following the steps for the plaquette interactions, we obtain:
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and combining it with the local operation
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If we then perform aHadamard transformVH,2 on the two-level system, we get the desired interaction:
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which gives us the electricHamiltonian up to local operations.
We have implemented all interactions using local operations on the atoms and tailoring the appropriate two-

body scattering terms If we use the sequence to evolve the system for a time τ=T/N andwe repeat the same
sequenceN times, we get a Trotter approximation of the desired time-evolution -e H Ti LGT . The accuracy of this
approximation is discussed below.

4.2.8. Errors
The errors affecting the precision of the simulation are twofold.On the one hand, we have Trotter errors coming
from the digitizationwhich can be estimated by specifying the general error bounds given in section 3 to the case
of three dimension and gauge groupD3.We obtain for thefist order formula (see (44)):
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and the second order formula (see (45)):
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We stress again that the digitization error does not break gauge invariance, because all steps of the sequence
individually respect the right symmetry. Therefore, the Trotter expansion can only give rise to quantitative
deviations, but not to qualitative changes.
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On the other hand, therewill be experimental errors in the implementation. Unlike errors caused by the
Trotterization, theymay break the gauge symmetry and accumulate step by step.We brieflywant to look at the
scaling of these errors.We consider a small perturbation hj to one of theHamiltoniansHjwhich is realized
during the implementation of the Trotter sequence (38). The difference of the time evolution t- +( )e H hi j j to the
desired one t-e Hi j can be bounded tofirst order in the operator normby t hj . To get the total experimental
error caused by the gates corresponding toHj, we need to look at thewhole Trotterized time evolution (we focus
here on the second order formula (41), i.e. the gate is repeated N2 times).We have to distinguish four cases: on
the one hand, whether the experimental error is statistical or systematic and, on the other hand, whether the
implemented gate depends on the simulated time (e.g. electricHamiltonian, fermionic tunneling, etc) or not
(e.g. entangling operations). The advantage of a statistical error is that we can apply the central limit theorem and
obtain a scaling of N with the number of Trotter steps compared to a linear scaling in the case of a systematic
error. In the same vein, a gate depending on the simulated time t is advantageous since the time step t = t

N2
in

each Trotter sequence scales as
N

1 , whereas for gates not depending on t, the error scales with some fixed amount

of time t jexp, specific to the gate. The bounds for these four types of experimental errors are summarized in
table 1.We see that operations that do not depend on the simulated time t are the onesmost prone to errors.
During their implementation a lot of care should be taken, in particular to avoid systematic errors.When
estimating the error of thewhole implementation sequence, one should keep inmind that errors of different
gates are generally independent and thus do not add up linearly. However, the total experimental error will still
increase withN, so that the number of Trotter steps has to be chosen in away to balance digitization and
implementation errors.

Typical sources of errors in ultracold atom experiments are as follows: the first one is decoherence, e.g.
caused by spontaneous scattering of lattice photonswith the atoms, atomic collisions with the background gas,
field (laser ormagnetic)fluctuations, etc. This is relatively well under control nowadays, where coherence times
tcoh of the order ofminutes have already been achieved [16, 75, 76], thus requiring the total simulation time tsim
to fulfill tsim=tcoh. Secondly, one needs to ensure that the atoms remain in the lowest Bloch band throughout
thewhole implementation.Hence, it is of crucial importance to shape the lattice andmove the atoms in an
adiabatic way. This is particularly important in our simulation scheme, where the auxiliary atoms have to be
moved around orwhen thematter lattice has to be deformed to allow tunneling. Thismeans that the
corresponding timescale tmov should be bigger than the inverse of the frequencyω associated to the energy
difference between lowest and first excited Bloch band (tmov?1/ω), while at the same time the obvious
constraint tmov=tcoh has to be fulfilled.However, such techniques have also becomewell-controlled [16, 77].

Errorsmore specific to this proposal are connectedwith the tailoring of the two-body scattering. This
requires a high degree of control over the overlap of the atomicwave functions and accurate timing of
interaction during these collisions. This is also dependent on the ability to design andmanipulate themagnetic
field gradient in a precisemanner.

5. Summary

In this work, twomain results were discussed. First, a digital simulation schemewas proposed to realize lattice
gauge theories in 3+1 dimensions including dynamical fermions using only two-body interactions. Itsmain
feature is the ability of obtaining themagnetic plaquette interactionswithout using fourth-order perturbation
theory, thus resulting in stronger interactions and allowing the study of wider phase-space regions compared to
analogue approaches. Second, following the aforementioned simulation scheme, an implementation of a lattice
gauge theorywith a non-abelian gauge group—the dihedral groupD3—was proposed, using ultracold atoms in
optical lattices. Since the time evolution is performed in a Trotterizedmanner, intrinsic errors occur. These were
studied in detail as a good bound on the Trotter error givesmore leeway to experimental errors.

The key ingredient of the digital simulation scheme is an auxiliary systemwhich can be entangled with the
physical system. This allows one to create an isometry whichmediates the complicated three and four-body

Table 1.The different types of experimental errors corresponding to some gate j are distinguished by the nature of the perturbation hj
(statistical or systematic) andwhether the gate depends on the simulated time t or is a fixed operation lasting for some time texp, j. The error
bound for each type scales differently with the number of Trotter stepsN.

Type of error Bound on the experimental error

Statistical error/dependence on t  hj
t

N2

Systematic error/dependence on t  h tj

Statistical error/no dependence on t  h N t2j jexp,

Systematic error/no dependence on t  h Nt2j jexp,
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terms of lattice gauge theory via the auxiliary system by using two-body interactions, as desired for
implementations with various quantum simulation platforms.Moreover, it should be emphasized that all
time evolutions in this algorithm are individually gauge invariant. The corresponding gauge group has to be
either a compact Lie group or a finite groupwhich is not a restriction for all relevant theories. In the case of
compact Lie groups, the local Hilbert spaces of the gauge fields have an infinite dimension and therefore need
to be truncated for a feasible implementation. However, since the isometry is defined in terms of the group
element basis, the truncation has to be done there as well and cannot be done in the typically used
representation basis (see section 2). Examples for such truncations are N forU(1) or—as proposed in this
work—DN forO(2).

For the implementation of the lattice gauge theory with dihedral groupD3—isomorphic to the symmetric
group S3—we exploited the group structure ofD3 as a semidirect product. This allowed us to represent the gauge
fields by a tensor product of a three-level and a two-level system and thus simplified the implementation. The
potential gain from this procedure would be even higher formore complicated gauge groups exhibiting a
semidirect product structure.

No sophisticated experimental techniques (e.g. Feshbach resonances) are required. However, precise control
over atomic collisions is needed in order to obtain the desired time evolution, in particular gates entangling the
auxiliary systemwith the physical system, as they do not depend on the simulated time and are thusmore prone
to experimental errors.

Future efforts on experimental techniques can therefore be targeted at the controllability of the relevant
parameters, i.e. in particular fine tuning of the overlap integrals and the interaction time during scattering
processes. The generation and experimental control of superlattices is important aswell in order to create a
staggering potential for the dynamical fermions. Also conducting experiments on simplermodels—as currently
set up for the Schwingermodel—is a promising direction as it can serve as a proof of principle for the validity of
quantum simulations of lattice gauge theories andmight encouragemorework in this direction.

From the theoretical point of view, a logical next step is to think of possibilities to realizemore complicated
gauge groups. One step towards that goal is tofind suitable ways to truncate compact gauge groups like for
example SU(2) in ameaningfulmanner.
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AppendixA.Details onDN lattice gauge theory

In the followingwewill present some details on the lattice gauge theory ofDN. Due to its non-abelian gauge
group the representations of the group become non-trivial and thus a lot of termsmore complicated. Therefore,
wewill start by discussing themost important group properties and the irreducible representations ofDN.

DN is the symmetry group of rotations by p
N

2 in a two-dimensional plane and reflections along a certain axis

(any axis passing through the center of rotations is possible). It can be characterized by the set

p= = º Î - Î{ ( ) ( ) ∣ [ ) { }} ( )D g p m R N S p N m, 2 0, 1 and 0, 1 . A.1N
p m

The structure of the group is defined by the composition rules:

= + - +( ) · ( ) ( ( ) ) ( )p m r n p r m n, , 1 , , A.2m

where the addition of p and r is understood asmoduloN, respectively,modulo 2 form and n. The neutral
element is e=(0, 0) and the inverse element of (p,m) is = -- +( ) ( ( ) )p m p m, 1 ,m1 1 . The representation theory
ofDN (N odd andN�3) is characterized by the three irreducible representations shown in the table below:

Trivial (dimension 1) Dt(p,m)=1
Sign (dimension 1) = -( ) ( )D p m, 1s m

kth (dimension 2) s= s
p

( )D p m, ek k
x
mi

p
N z

2

Weexclude the cases whereN is even, since they have additional sign representations and are not relevant for the
discussion ofD3.With the above table, the electricHamiltonian can easily be given in the representation basis.
However, since this formof theHamiltonian is not very feasible for the proposed quantum simulationwewill
showhow to transform it to the group element states:
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To specify this expression forDNweneed to calculate the trace from above for all irreducible representations:
Trivial representation: ¢ ¢ =( ( ) ( ))†D p m D p mTr , , 1t t
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Inserting this into (A.3)we obtain:
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The expression simplifies if we go to the conjugate basis of ñ{∣ }p which can be viewed as the angularmomentum
basis ñ{∣ }l characterized by the relation
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where the coefficients flhave to satisfy the constraint = "-f f ll l . If we redefine the coefficient for the trivial and
sign representation as fr≡ ft− fs and f0≡fswe can simplify the expression further:
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The second term can be viewed as the electric energy ofZN as it acts trivially on the gaugefieldHilbert space
corresponding to reflections.

Appendix B. Trotter errors

For the bounds on the Trotter error of the digital quantum simulation (presented in section 3) a computation of
commutators and nested commutators of the different parts of theHamiltonian is required. Since the
calculation of these commutators for a general lattice gauge theory is very lengthy, it is only sketched here. A
detailed analysis can be found in [78].

B.1. First order
For thefirst order formula the ordinary commutators need to be computed. Starting with the commutator
between gauge-matter interactions on different links i and j, we obtain:
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wherewe used the unitary operators W from section 3.2.2 to reduce the gauge-matter terms to pure fermionic
tunneling terms, thus allowing to estimate this expression:

 l [ ] ( )H H
d

d, , B.2i j UGM, GM, GM
2 links

where dU is the dimension of the representation ofU under the gauge group and therefore the operator normof
the tunneling term. In the next step, the commutator between thematter- and gauge-matter interactions is
calculated:
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We rewrite this expression again in terms of the unitary operators W which allows us to bound the commutator
in the followingway:

 l [ ] ( )H H M d, 2 . B.4M i UGM, GM links

For the commutator with the electric part thewhole gauge-matterHamiltonian is considered as every part does
not commutewithHE. To bound this expression from abovewewriteHGM again in terms of the unitary
operators W , similar to the previous calculations and obtain:

 l l [ ] ∣ ( )∣ ( )H H f j d, max 2 . B.5E E
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The last commutator is the one between themagnetic and electricHamiltonian. Since every link is contained in
2(d−1) plaquettes, the commutator is straightforwardly estimated as:
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B.2. Second order
For a bound on the second order formulawe need to calculate all nested commutators. The computations of
them are done in the samemanner as for the ordinary commutators, there are no additional tricks required.
Since these calculations are very lengthy, wewill just give the bounds obtained for each nested commutator:
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In the last step the nested commutator among the different gauge-matterHamiltonians needs to be computed:

 l [[ ] ] ( )H H H
d

d, , 2 . B.8i j l UGM, GM, GM, GM
3 links

To obtain the error bound for thewhole gauge-matter interactions we need to calculate howmany times the
commutator from above appears. There are d2 different gauge-matterHamiltonianswhich are implemented
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separately. Recalling the second order formula, this gives rise to two partial sums over the natural numbers:
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Inserting all these commutators into the formulas of the total Trotter errorwill then result in the bounds given in
section 3.

References

[1] Eidelman S et al 2004Phys. Lett.B 592 1–5
[2] PeskinME and SchroederDV1995An Introduction toQuantumField Theory (Boulder, CO:Westview Press)
[3] GrossD J andWilczek F 1973Phys. Rev.D 8 3633
[4] WilsonKG1974Phys. Rev.D 10 2445
[5] Kogut J B 1979Rev.Mod. Phys. 51 659
[6] Smit J 2002 Introduction toQuantum Fields on a Lattice (Cambridge: CambridgeUniversity Press)
[7] Aoki S et al 2014Eur. Phys. J.C 74 2890
[8] TroyerMandWieseU J 2005Phys. Rev. Lett. 94 170201
[9] McLerran L 1986Rev.Mod. Phys. 58 1021
[10] Kogut J B and StephanovMA2003The Phases of QuantumChromodynamics: FromConfinement to Extreme Environments vol 21

(Cambridge: CambridgeUniversity Press)
[11] Cirac J I andZoller P 2012Nat. Phys. 8 264
[12] Georgescu I, Ashhab S andNori F 2014Rev.Mod. Phys. 86 153
[13] WieseU J 2013Ann. Phys., Lpz. 525 777–96
[14] Zohar E, Cirac J I andReznik B 2015Rep. Prog. Phys. 79 014401
[15] DalmonteMandMontangero S 2016Contemp. Phys. 57 388
[16] JakschD, BruderC, Cirac J I, Gardiner CWandZoller P 1998Phys. Rev. Lett. 81 3108
[17] JakschD andZoller P 2005Ann. Phys., NY 315 52–79
[18] Bloch I, Dalibard J andZwergerW2008Rev.Mod. Phys. 80 885
[19] Cirac J I andZoller P 1995Phys. Rev. Lett. 74 4091
[20] LeibfriedD, Blatt R,Monroe C andWinelandD2003Rev.Mod. Phys. 75 281
[21] You J andNori F 2003Phys. Rev.B 68 064509
[22] vanOudenaarden A andMooij J 1996Phys. Rev. Lett. 76 4947
[23] Kogut J and Susskind L 1975Phys. Rev.D 11 395
[24] Zohar E andBurrelloM2015Phys. Rev.D 91 054506
[25] Chandrasekharan S andWieseU J 1997Nucl. Phys.B 492 455
[26] Brower R, Chandrasekharan S andWieseU J 1999Phys. Rev.D 60 094502
[27] MathurM2005 J. Phys. A:Math. Gen. 38 10015
[28] Zohar E andReznik B 2011Phys. Rev. Lett. 107 275301
[29] BanerjeeD,DalmonteM,MüllerM,Rico E, Stebler P,WieseU J andZoller P 2012Phys. Rev. Lett. 109 175302
[30] Zohar E, Cirac J I andReznik B 2012Phys. Rev. Lett. 109 125302
[31] BanerjeeD, BögliM,DalmonteM,Rico E, Stebler P,WieseU J andZoller P 2013Phys. Rev. Lett. 110 125303
[32] Zohar E, Cirac J I andReznik B 2013Phys. Rev. Lett. 110 055302
[33] Zohar E, Cirac J I andReznik B 2013Phys. Rev.A 88 023617
[34] Zohar E andReznik B 2013New J. Phys. 15 043041
[35] KasamatsuK, Ichinose I andMatsui T 2013Phys. Rev. Lett. 111 115303
[36] Zohar E, Cirac J I andReznik B 2013Phys. Rev. Lett. 110 125304
[37] Kosior A and SachaK 2014Europhys. Lett. 107 26006
[38] WieseU J 2014Nucl. Phys.A 931 246–56
[39] Stannigel K,Hauke P,MarcosD,HafeziM,Diehl S, DalmonteMandZoller P 2014Phys. Rev. Lett. 112 120406
[40] Notarnicola S, Ercolessi E, Facchi P,MarmoG, Pascazio S and Pepe FV 2015 J. Phys. A:Math. Theor. 48 30FT01
[41] KasperV,Hebenstreit F, OberthalerM andBerges J 2016Phys. Lett.B 760 742–6
[42] DuttaO, Tagliacozzo L, LewensteinMandZakrzewski J 2017Phys. Rev.A 95 053608
[43] González-CuadraD, Zohar E andCirac J 2017New J. Phys. 19 063038
[44] Rico E,DalmonteM, Zoller P, BanerjeeD, BögliM, Stebler P andWieseU J 2018Ann. Phys., NY 393 466–83
[45] Hauke P,MarcosD,DalmonteMandZoller P 2013Phys. Rev.X 3 041018
[46] YangD,Giri G S, JohanningM,WunderlichC, Zoller P andHauke P 2016Phys. Rev.A 94 052321
[47] MarcosD, Rabl P, Rico E andZoller P 2013Phys. Rev. Lett. 111 110504
[48] MarcosD,Widmer P, Rico E,HafeziM, Rabl P,WieseU J andZoller P 2014Ann. Phys., NY 351 634–54
[49] FeynmanRP 1982 Int. J. Theor. Phys. 21 467–88
[50] Tagliacozzo L, Celi A,Orland P,MitchellM and LewensteinM2013Nat. Commun. 4 2615
[51] Tagliacozzo L, Celi A, Zamora A and LewensteinM2013Ann. Phys., NY 330 160–91
[52] MezzacapoA, Rico E, SabínC, Egusquiza I, Lamata L and Solano E 2015Phys. Rev. Lett. 115 240502
[53] KlcoN,Dumitrescu E,McCaskeyA,Morris T, Pooser R, SanzM, Solano E, Lougovski P and SavageM2018 arXiv:1803.03326
[54] Jané E, Vidal G, DürW, Zoller P andCirac J I 2003Quantum Inf. Comput. 3 15–37
[55] Zohar E, Farace A, Reznik B andCirac J I 2017Phys. Rev. Lett. 118 070501

24

New J. Phys. 20 (2018) 093001 J Bender et al

https://doi.org/10.1016/j.physletb.2004.06.001
https://doi.org/10.1016/j.physletb.2004.06.001
https://doi.org/10.1016/j.physletb.2004.06.001
https://doi.org/10.1103/PhysRevD.8.3633
https://doi.org/10.1103/PhysRevD.10.2445
https://doi.org/10.1103/RevModPhys.51.659
https://doi.org/10.1140/epjc/s10052-014-2890-7
https://doi.org/10.1103/PhysRevLett.94.170201
https://doi.org/10.1103/RevModPhys.58.1021
https://doi.org/10.1038/nphys2275
https://doi.org/10.1103/RevModPhys.86.153
https://doi.org/10.1002/andp.201300104
https://doi.org/10.1002/andp.201300104
https://doi.org/10.1002/andp.201300104
https://doi.org/10.1088/0034-4885/79/1/014401
https://doi.org/10.1080/00107514.2016.1151199
https://doi.org/10.1103/PhysRevLett.81.3108
https://doi.org/10.1016/j.aop.2004.09.010
https://doi.org/10.1016/j.aop.2004.09.010
https://doi.org/10.1016/j.aop.2004.09.010
https://doi.org/10.1103/RevModPhys.80.885
https://doi.org/10.1103/PhysRevLett.74.4091
https://doi.org/10.1103/RevModPhys.75.281
https://doi.org/10.1103/PhysRevB.68.064509
https://doi.org/10.1103/PhysRevLett.76.4947
https://doi.org/10.1103/PhysRevD.11.395
https://doi.org/10.1103/PhysRevD.91.054506
https://doi.org/10.1016/S0550-3213(97)80041-7
https://doi.org/10.1103/PhysRevD.60.094502
https://doi.org/10.1088/0305-4470/38/46/008
https://doi.org/10.1103/PhysRevLett.107.275301
https://doi.org/10.1103/PhysRevLett.109.175302
https://doi.org/10.1103/PhysRevLett.109.125302
https://doi.org/10.1103/PhysRevLett.110.125303
https://doi.org/10.1103/PhysRevLett.110.055302
https://doi.org/10.1103/PhysRevA.88.023617
https://doi.org/10.1088/1367-2630/15/4/043041
https://doi.org/10.1103/PhysRevLett.111.115303
https://doi.org/10.1103/PhysRevLett.110.055302
https://doi.org/10.1209/0295-5075/107/26006
https://doi.org/10.1016/j.nuclphysa.2014.09.102
https://doi.org/10.1016/j.nuclphysa.2014.09.102
https://doi.org/10.1016/j.nuclphysa.2014.09.102
https://doi.org/10.1103/PhysRevLett.112.120406
https://doi.org/10.1088/1751-8113/48/30/30FT01
https://doi.org/10.1016/j.physletb.2016.07.036
https://doi.org/10.1016/j.physletb.2016.07.036
https://doi.org/10.1016/j.physletb.2016.07.036
https://doi.org/10.1103/PhysRevA.95.053608
https://doi.org/10.1088/1367-2630/aa6f37
https://doi.org/10.1016/j.aop.2018.03.020
https://doi.org/10.1016/j.aop.2018.03.020
https://doi.org/10.1016/j.aop.2018.03.020
https://doi.org/10.1103/PhysRevX.3.041018
https://doi.org/10.1103/PhysRevA.94.052321
https://doi.org/10.1103/PhysRevLett.111.110504
https://doi.org/10.1016/j.aop.2014.09.011
https://doi.org/10.1016/j.aop.2014.09.011
https://doi.org/10.1016/j.aop.2014.09.011
https://doi.org/10.1007/BF02650179
https://doi.org/10.1007/BF02650179
https://doi.org/10.1007/BF02650179
https://doi.org/10.1038/ncomms3615
https://doi.org/10.1016/j.aop.2012.11.009
https://doi.org/10.1016/j.aop.2012.11.009
https://doi.org/10.1016/j.aop.2012.11.009
https://doi.org/10.1103/PhysRevLett.115.240502
http://arxiv.org/abs/1803.03326
https://doi.org/10.1103/PhysRevLett.118.070501


[56] Zohar E, Farace A, Reznik B andCirac J I 2017Phys. Rev.A 95 023604
[57] Martinez EA et al 2016Nature 534 516–9
[58] KasperV,Hebenstreit F, Jendrzejewski F, OberthalerM andBerges J 2017New J. Phys. 19 023030
[59] TrotterHF 1959Proc. Am.Math. Soc. 10 545–51
[60] Susskind L 1977Phys. Rev.D 16 3031
[61] Kogut J B 1983Rev.Mod. Phys. 55 775
[62] Reznik B, Aharonov Y andGroismanB 2002Phys. Rev.A 65 032312
[63] Zohar E 2017 J. Phys. A:Math. Theor. 50 085301
[64] BerryDW,AhokasG, Cleve R and Sanders BC 2007Commun.Math. Phys. 270 359–71
[65] KalosMH1984Monte CarloMethods inQuantumProblems vol 125 (Dordrecht: Reidel) (https://doi.org/10.1007/978-94-009-

6384-9)
[66] Binder K (ed) 1992TheMonte CarloMethod in CondensedMatter Physics (Berlin: Springer) (https://doi.org/10.1007/978-3-662-

02855-1)
[67] Rebbi C 1983 Lattice Gauge Theories andMonte Carlo Simulations (Singapore:World Scientific)
[68] SuzukiM1991 J.Math. Phys. 32 400–7
[69] SuzukiM1985 J.Math. Phys. 26 601–12
[70] HeylM,Hauke P andZoller P 2018 arXiv:1806.11123
[71] HornD,WeinsteinMandYankielowicz S 1979Phys. Rev.D 19 3715
[72] Krauss LMandWilczek F 1989Phys. Rev. Lett. 62 1221
[73] Caspar S,MesterhazyD,Olesen TZ, Vlasii ND andWieseU J 2016Ann. Phys., NY 374 255–90
[74] LewensteinM, Sanpera A andAhufinger V 2012Ultracold Atoms inOptical Lattices: Simulating QuantumMany-Body Systems (Oxford:

OxfordUniversity Press)
[75] Hamann S,HaycockD,KloseG, Pax P,Deutsch I and Jessen P 1998Phys. Rev. Lett. 80 4149
[76] Friebel S, D’andreaC,Walz J,WeitzM andHänsch T 1998Phys. Rev.A 57R20
[77] AguadoM, BrennenG, Verstraete F andCirac J I 2008Phys. Rev. Lett. 101 260501
[78] Bender J 2017Digital quantum simulation of lattice gauge theoryMaster’s Thesis LudwigMaximiliansUniversitätMünchen

25

New J. Phys. 20 (2018) 093001 J Bender et al

https://doi.org/10.1103/PhysRevA.95.023604
https://doi.org/10.1038/nature18318
https://doi.org/10.1038/nature18318
https://doi.org/10.1038/nature18318
https://doi.org/10.1088/1367-2630/aa54e0
https://doi.org/10.1090/S0002-9939-1959-0108732-6
https://doi.org/10.1090/S0002-9939-1959-0108732-6
https://doi.org/10.1090/S0002-9939-1959-0108732-6
https://doi.org/10.1103/PhysRevD.16.3031
https://doi.org/10.1103/RevModPhys.55.775
https://doi.org/10.1103/PhysRevA.65.032312
https://doi.org/10.1088/1751-8121/aa55ef
https://doi.org/10.1007/s00220-006-0150-x
https://doi.org/10.1007/s00220-006-0150-x
https://doi.org/10.1007/s00220-006-0150-x
https://doi.org/10.1007/978-94-009-6384-9
https://doi.org/10.1007/978-94-009-6384-9
https://doi.org/10.1007/978-3-662-02855-1
https://doi.org/10.1007/978-3-662-02855-1
https://doi.org/10.1063/1.529425
https://doi.org/10.1063/1.529425
https://doi.org/10.1063/1.529425
https://doi.org/10.1063/1.526596
https://doi.org/10.1063/1.526596
https://doi.org/10.1063/1.526596
http://arxiv.org/abs/1806.11123
https://doi.org/10.1103/PhysRevD.19.3715
https://doi.org/10.1103/PhysRevLett.62.1221
https://doi.org/10.1016/j.aop.2016.08.017
https://doi.org/10.1016/j.aop.2016.08.017
https://doi.org/10.1016/j.aop.2016.08.017
https://doi.org/10.1103/PhysRevLett.80.4149
https://doi.org/10.1103/PhysRevA.57.R20
https://doi.org/10.1103/PhysRevLett.101.260501

	1. Introduction
	2. Hamiltonian formulation of lattice gauge theories
	3. Digital algorithm for the quantum simulation of lattice gauge theories in three dimensions
	3.1. Isometries
	3.2. The three-dimensional algorithm
	3.2.1. Plaquette interactions
	3.2.2. Gauge-matter interactions
	3.2.3. Other parts of the Hamiltonian

	3.3. Error bounds for Trotterized time evolutions in lattice gauge theory
	3.3.1. First order formula
	3.3.2. Second order formula


	4. Implementation of digital lattice gauge theories with ultracold atoms
	4.1. Implementation of lattice gauge theories with gauge group ZN
	4.2. Implementation of lattice gauge theories with a dihedral gauge group
	4.2.1. Simulating system
	4.2.2. Initial configuration and background Hamiltonian
	4.2.3. The mass Hamiltonian
	4.2.4. Creating the isometry
	4.2.5. Plaquette interactions
	4.2.6. Gauge-matter interactions
	4.2.7. Electric Hamiltonian
	4.2.8. Errors


	5. Summary
	Acknowledgments
	Appendix A.
	Appendix B.
	B.1. First order
	B.2. Second order

	References



