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Hairy binary black holes in Einstein-Maxwell-dilaton theory and their

effective-one-body description
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In General Relativity and many modified theories of gravity, isolated black holes (BHs) cannot
source massless scalar fields. Einstein-Maxwell-dilaton (EMd) theory is an exception: through
couplings both to electromagnetism and (non-minimally) to gravity, a massless scalar field can be
generated by an electrically charged BH. In this work, we analytically model the dynamics of binaries
comprised of such scalar-charged (“hairy”) BHs. While BHs are not expected to have substantial
electric charge within the Standard Model of particle physics, nearly-extremally charged BHs could
occur in models of minicharged dark matter and dark photons. We begin by studying the test-body
limit for a binary BH in EMd theory, and we argue that only very compact binaries of nearly-
extremally charged BHs can manifest non-perturbative phenomena similar to those found in certain
scalar-tensor theories. Then, we use the post-Newtonian approximation to study the dynamics of
binary BHs with arbitrary mass ratios. We derive the equations governing the conservative and
dissipative sectors of the dynamics at next-to-leading order, use our results to compute the Fourier-
domain gravitational waveform in the stationary-phase approximation, and compute the number of
useful cycles measurable by the Advanced LIGO detector. Finally, we construct two effective-one-
body (EOB) Hamiltonians for binary BHs in EMd theory: one that reproduces the exact test-body
limit and another whose construction more closely resembles similar models in General Relativity,
and thus could be more easily integrated into existing EOB waveform models used in the data
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I. INTRODUCTION

The first observations of gravitational waves (GWs)
from coalescing binary black holes (BHs) [1-5] and neu-
tron stars [6] offer unprecedented opportunities to test
the highly dynamical, strong-field regime of General Rel-
ativity (GR) [7-9]. Leveraging the extraordinary preci-
sion of GW detectors to test gravity requires waveform
models that incorporate potential deviations from GR.
One can construct such models in a theory-independent
way by considering phenomenological deviations to wave-
form models in GR and then constraining the magnitude
of these corrections, see, e.g., the constructions of [10-13].
Such an approach has been used by the LIGO and Virgo
collaborations to test GR with binary BHs [3, 14, 15]. Al-
ternatively, one can compute the waveform produced in a
particular alternative theory, which can then be used to
measure directly the fundamental quantities that define
that modified theory of gravity [7].

In this paper, we adopt the latter approach, focus-
ing on the dynamics of binary BHs in Einstein-Maxwell-
dilaton (EMd) theory. This theory originated as a low-
energy limit of string theory [16, 17]. In EMd theory,
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a scalar field (the dilaton) couples to a vector field (the
photon) such that BHs with electric charge also source
the scalar; the BH develops a scalar charge, or hair. It
has been shown that in GR (and some scalar extensions)
isolated BHs cannot carry such a charge [18, 19]; these
results are often referred to as “no-hair theorems.” An-
alytic solutions exist in EMd theory for spherically sym-
metric BHs parameterized by the dilaton coupling con-
stant a [see Egs. (2.1) and (2.2) below for the action].
For a = 0, the theory reduces to Einstein-Maxwell (EM)
theory and the BH solution is the Reissner-Nordstrom
metric. For a = 1, the solution corresponds to the low
energy limit of heterotic string theory. For a = v/3, the
solution corresponds to Kaluza-Klein BHs [20], and an
analytic solution for charged spinning BHs in EMd the-
ory is only known for that value of a [21].

In the absence of electric charge, isolated BHs in EMd
theory behave as in GR. Within the Standard Model,
astrophysical BHs are expected to be electrically neu-
tral; however, there exist various theoretical mechanisms
beyond the Standard Model that would allow BHs to ac-
cumulate non-negligible charge. For a BH with charge
Q@ and mass M to accrete a particle with the same-sign
charge ¢ and mass m, gravitational attraction between
the two bodies must overpower their electrostatic repul-
sion, i.e., ¢@Q < m M, or equivalently Q/M < m/q.!

1 Throughout this work, we use geometric units, in which G = ¢ =
4meg = 1, where G is the bare gravitational constant.
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Furthermore, a charged BH will neutralize via sponta-
neous pair production [22] or interactions with astro-
physical plasmas [23] over timescales that grow with the
mass-to-charge ratio of the available fundamental par-
ticles. For electrons, the dimensionless mass-to-charge
ratio m./qe ~ 10722 severely limits the charge that BHs
can develop through accretion, and guarantees that any
BH charged through other means will discharge quickly.
However, particles with much larger mass-to-charge ra-
tios are predicted in models of minicharged dark mat-
ter [24-26] and would allow BHs to acquire and retain
a much larger electric charge [27]. Similarly, models in
which dark matter is charged under a hidden U(1) gauge
field [28-30], a “dark photon,” would allow for BHs to de-
velop significant hidden charge, provided that the ratio
of the dark-matter particle’s mass to its (hidden) charge
is sufficiently large [27]. These two types of dark matter
models are consistent with laboratory experiments and
cosmological observations [31-33]; current constraints re-
strict the new particles’ mass to 1 GeV < m < 10 TeV
[30] and its charge to < 10714(m/GeV)q. [34] (see also
Fig. 1 in Ref. [27]).

The dynamical evolution of binary BHs in EMd the-
ory has been studied in various contexts. Numerical-
relativity simulations of single and binary BHs were
performed in Ref. [35]. The authors considered small
electric charges and found that the resulting gravita-
tional waveforms are difficult to distinguish from those
in GR. Numerical-relativity simulations of the collision
of charged BHs with large electric charges in EM the-
ory were performed in Refs. [36, 37], where it was found
that a significant fraction of the energy is carried away
by electromagnetic radiation.

In this work, we compute the conservative and dissi-
pative dynamics of a binary BH, and the resulting grav-
itational waveform, in EMd theory, to first order in the
(weak-field and slow-motion) post-Newtonian (PN) ap-
proximation. We also construct an effective-one-body
(EOB) Hamiltonian description [38, 39] of the conser-
vative dynamics, which provides an analytical resum-
mation of the PN dynamics to exactly recover the test-
body limit. In late 2017, the 1PN Lagrangian for a two-
body system in EMd theory was derived independently
in Ref. [40] using a method different from our own. In
that work, the author also discussed an abrupt transi-
tion in the scalar charge of a BH as the external scalar
field is varied. However, we show here that this transi-
tion occurs only in binaries composed of nearly-extremal
charged BHs and only near the end of their coalescence.
Although extremally charged BHs are excluded when re-
stricting to the Standard Model of particle physics, they
are still viable in minicharged dark matter and dark pho-
tons models, as we have discussed above.

The paper is structured as follows. In Sec. I, we study
the behavior of a small BH in the background of a much
more massive companion. By exploring the response
of this test BH to its external environment, we discuss
whether non-perturbative, strong-field phenomena, akin

to those seen in binary neutron stars in scalar-tensor (ST)
theories, can occur in binary BHs in EMd theory. In
Sec. III, we use the PN approximation to study the dy-
namics of a binary system with an arbitrary mass ratio.
We derive the two-body 1PN Lagrangian and Hamilto-
nian (with details relegated to Appendix A) and calculate
the scalar charge of the two bodies. Further, we derive
(with details in Appendix B) the next-to-leading order
PN scalar, vector, and tensor energy fluxes emitted by
the binary. Restricting our attention to quasi-circular or-
bits, we compute the Fourier-domain gravitational wave-
form at next-to-leading-order using the stationary-phase
approximation. In Sec. IV, we work out an EOB descrip-
tion of the PN Hamiltonian in EMd theory. We construct
two EOB Hamiltonians: one based on the exact BH solu-
tion, and the other based on an approximation to that so-
lution. The former is more physical in the strong-gravity
regime because it exactly reproduces the dynamics in the
test-body limit; the latter uses the same gauge as EOB
models in GR, and thus would be easier to integrate into
existing data-analysis infrastructure. We compare these
two EOB Hamiltonians by calculating the binding energy
and the innermost stable circular orbit to determine the
region of the parameter space in which they agree. Fi-
nally, we present some concluding remarks in Sec. V.

II. EINSTEIN-MAXWELL-DILATON THEORY
A. Setup

We consider a generalization of EMd theory presented
in Refs. [16, 17] in the Jordan frame
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where ¢ is a scalar field (the dilaton), a is the dilaton cou-
pling constant, Fj,, = @#Ay - @VA# is the electromag-
netic field tensor, and tildes signify quantities in the Jor-
dan frame. We also include some matter fields 1, which
couple minimally to g,, and, through some fundamen-
tal electric charge, to A,; we represent this total matter
action schematically with S,,. By construction, electri-
cally neutral, non-self-gravitating matter configurations
will follow geodesics of g, and thus this theory respects
the weak equivalence principle. However, self-gravitating
systems are bound (in part) through non-linear interac-
tions of the scalar field. The back-reaction of the scalar
field on the metric exerts an additional force on such sys-
tems, causing them to no longer follow geodesics; thus,
this theory violates the strong equivalence principle.
The Einstein frame provides a more convenient rep-
resentation of EMd theory. Performing the conformal
transformation g,, = A™2(¢)g,, with A = e, the ac-
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where g,,, is the Einstein-frame metric. In this paper,

we primarily work in the Einstein frame, but occasion-

ally use quantities in the Jordan frame, denoted with

tildes. For a discussion of the equivalence between the
two frames see Ref. [41].

For the matter action .S,,, we adopt the approach in-
troduced by Eardley [42], in which each body is treated
as a delta function and the dependence on the scalar field
is incorporated into the masses. For charged monopolar
point particles, neglecting dipoles/spins and higher mul-
tipoles, the matter action in the Einstein frame can be
written as [43]

S == [[at [mato)y/ =g vhot — aatt]
A

(2.3)
where m4(¢) is the field-dependent mass of particle A,
qa is the electric charge, v/ = u/y/uY where v/} is its
four-velocity, and the fields are evaluated at the particle’s
location. The mass in the Einstein frame m(yp) is related
to the mass in the Jordan-Fierz frame m(yp) by

(2.2)

(2.4)

where m(¢) is generally not a constant except for bodies
with negligible self-gravity.

In most cases, a closed-form expression for the field-
dependent mass m(p) cannot be found. Instead, one ex-
pands the mass about the external/background value g
of the scalar field

dlnm(y)
dp

Inm(p) =Inm(pg) + o

¥o
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where dp = ¢ — 9. The mass expansion can be param-
eterized in terms of

dlnm(yp) da(p)
dp de

a(p)

where « is referred to as the (dimensionless) scalar
charge. With these parameters, the mass expansion can
be written as

m(p) =m |1+ adp + %(042 + B)dp? + O (016)} ,
(2.7)

where the field-dependent mass is denoted by the Gothic
script m, while the mass evaluated at the background
value of the scalar field is denoted by m. We also drop the
dependence of the parameters on the background value

to simplify the notation, i.e., & = a(pg), and 8 = (o).
For the field-dependent parameters, we always explicitly
write a(p) and B(¢). The expression for a(y) depends
on the structure of the body; for static BHs, it depends
only on the charge-to-mass ratio, whereas for baryonic
matter, it also depends on the body’s composition.

We note that Eq. (2.3) together with the expansion
of the mass (2.7) provide a systematic construction of
an effective source or action for an extended object in a
PN expansion. We neglect couplings to derivatives of the
field, which would correspond to dipole/spin and higher
multipole interactions. Due to invariance under gauge
transformations A, — A, + J,¢, the charges g4 must be
constant; they cannot depend on the scalar field like the
masses.

B. Black-hole solution

The metric for an electrically-charged non-rotating BH
in EMd theory is given by [16, 17]

ds* = —A(r)dt* + B(r)dr? + r*C(r)d9?, (2.8)
with
A(r) = (1 - %*) (1 - %) 5 : (2.92)
B(r) = Azr)’ (2.9b)
C(r) = (1 - 2)2*22 , (2.9¢)

where the constants 1 and r_ are given in terms of the
Arnowitt-Deser-Misner mass M and electric charge @Q by

T4 1—a?\ r_
0 = 1ch:2 e2a%0 (2.11)

The constant 4 corresponds to the outer horizon, and r_
corresponds to the inner horizon. The surface area of the
horizon (entropy of the BH) is proportional to r3C(r).
Here, we refer to the metric (2.8) as the GHS metric,
after Garfinkle, Horowitz and Strominger who found the
solution in that form in Ref. [17].

The electromagnetic four-potential A,, for an
electrically-charged BH, is given by

Ao(r) = —962‘1%, Ai(r) =0, (2.12)
r
and the scalar field ¢ is given by
a r_
= oot — 1 (1 - —) . 2.1
pr) = o+ oz (1= = (2.13)

In addition to the electric charge, BHs in EMd theory can
acquire scalar charge, also called dilaton charge, defined



by [17]
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where the integral is over a two-sphere at spatial infinity,
leading to

a
= ——7r_.
1+ a2

Far from the BH, we have p(r) ~ ¢q — D/r + O(1/r?),
which means that D acts as the monopole charge sourcing
the scalar field.

The constants ry and r_ can be expressed in terms of
the mass and the dilaton charge, or the mass and electric
charge, as

(2.15)

1 2
r_ = ta D
a
1+ a?
e (M— VME (1 —a2)Q262‘W’0), (2.16a)
1— 2
ro=2M-—%D

=M + /M2 — (1 — a2)Q2e2a%0 (2.16b)

Expressing quantities in terms of the dilaton charge D,
rather than the electric charge ), makes most equations
simpler as it avoids the square root. Therefore, in most of
the equations below, we use D instead of (. The relation
between @ and D can be read off from Eq. (2.16a), or
Eq. (2.16b),

2M 1—a?

2 2apo __ _
Qe = —D 3

D?. 2.1
o a (2.17)

The maximum electric charge of the BH occurs when
r+ = r_, which leads to

Qumax €*7° = V1 +a?M.

Hence, for nonzero values of a, an EMd BH can be more
charged than an extremal Reissner-Nordstrom BH with
the same mass. Since the dilaton charge is related to
the electric charge via Eq. (2.17), the maximum electric
charge (2.18) corresponds to the maximum dilaton charge
Diax = aM.

Without loss of generality, we set the background
scalar field to zero, i.e., g = 0. To recover the depen-
dence on g, one can simply rescale all electric charges
by the factor e®¥°, and add the constant ¢( to the scalar
field.?2 We also consider only non-negative values of a
since the action (2.2) is invariant under ¢ — —a and
@ — —, so the predictions for negative dilaton cou-
plings are given by changing the sign of the scalar field.

(2.18)

2 To see why this is true, consider the action (2.2) with the trans-
formation @ — Qe®%° and ¢ — ¢ + pp. The vacuum part of
the action is symmetric under that transformation, and in the
matter action (2.3), the mass m(p) is parameterized in terms

C. Dynamics of a test black-hole in a background
black-hole spacetime

Before turning to the dynamics of a generic two-BH
system in EMd theory, it will be useful to study the test-
body limit of such a system, i.e., the limit in which one
body’s mass is negligible compared to the other’s. In
EM theory (without the dilaton), the test-body limit of
a charged BH corresponds simply to a monopolar point-
mass with constant mass and constant charge. In EMd
theory, however, a BH’s mass must retain a dependence
on the dilaton field even as its size goes to zero. In the
zero-size limit, we can use the local value of the (back-
ground) dilaton field ¢, at the small BH’s location, to de-
termine its mass m(¢) in the same way that a lone finite-
size BH’s mass would be determined by the asymptotic
value of the field (as in the previous subsection). This
defines what we mean by a “test BH” in EMd theory.?

Let us suppose a test BH with mass m(p), electric
charge ¢, and dilaton charge d moves in the fixed back-
ground spacetime of a larger BH with mass M, electric
charge @, and dilaton charge D. The mass of the test
BH m(p) depends on the scalar field ¢ generated by the
larger BH. The expansion of m(p) is given in terms of
the parameters o and 8 by Eq. (2.7), and the scalar field
v is given by Eq. (2.13).

To find how « and S8 depend on the mass and charge
of the BH, one needs to find the dependence of the mass
on the scalar field. We can get a differential equation
for m(p) from Eq. (2.16a), or Eq. (2.16b), by identifying
the mass M and charge Q with those of the test BH,
ie, M — m(p) and @ — ¢. The background value of
the scalar field can be identified with the field from the
more massive BH ¢y — ¢, and the scalar charge by D —
dm(y)/dp, as was shown by the matching conditions in
Ref. [40]. This leads to the equation

[m(e) — Vin(p)? = (1 = a?)g2e?]
(2.19)

which, as far as we know, has no analytic solution for

arbitrary values of a. Nevertheless, we can still obtain

an expression for the dimensionless scalar charge, which
is defined by Eq. (2.6),

dm(p) @
dp  1—a?

a ) q2€2aap
ap) =13 ll—\/l—(l—a )m2(<p) ] . (2.20)

of the difference ¢ — ¢g. The electromagnetic part of the mat-
ter action is more subtle; it depends on quv*A, o Qqe2a%o0 /T,
and hence, one can absorb a factor of e*¥0 into each of the two
charges. However, since Ag = —Qe2?¥0 /r, the transformation
Q — Qe®P0 p — p+ o is not valid in equations that depend on
Ay; one first needs to express Ay, in terms of the charges before
performing that transformation.

This is not to be confused with some uses of the phrase “test
body” in the context of ST theories, where one means a body
with negligible self-gravity (unlike a BH), so that the mass in the
Jordan-Fierz frame is constant and the scalar charge is zero.

w



=
d .
4
¥
FIG. 1.
a(r) fora=1
1.0f qg/m=14]
g/m=13
0.8 . A/ttt ]
= 06 ]
3 q/m=1.0
0aHd e ]
. q/m =105
0.0 1 1 I . ‘_
1 2 3 4 5

a(go) for q = 0.95 Gmax
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FIG. 2. «(r) for a = 1 with different charge-to-mass ratios (left), and for different values of a (right). In both plots, the charge
of the large BH is extremal @ = v/1+ a?M, and r is scaled by the horizon radius, which is given by Eq. (2.16b). For a = 1,
the horizon radius is 2M independently of the charge or the coupling constant.

a2q262a<p a2
1—
(1 — 0’2)m2(§0) \/1 _ (1 _ a2)q262a¢

™ (p)

(2.21)

Blp) =

in agreement with Ref. [40].

It is interesting to note that an exact analytic solution
to the differential equation (2.19) can be found when the
coupling constant a = 1, that is

1
m(p) = 4/ const. + tieQW.

Since the above expression should give m when ¢ = 0,

(2.22)

the integration constant is found to be m? — 1¢2. Hence,
1 1
m(p) =4/m? — §q2 + §q2629”. (2.23)

By differentiating m(p), we get the parameters

2 2 4

oo p= 1 q

=L L (2.24)

2mA
In Fig. 1, we plot a(y) as a function of ¢. We see that
the test BH’s a(y) transitions between two values: zero
and a. The function «(p) reaches its maximum value
when the quantity ¢ e?*¥ /m? approaches 1 + a2, which
means that in the Jordan-Fierz frame, the charge ¢ ap-
proaches the extremal value v/1 + a2m, where the mass in
the Jordan-Fierz frame m is given by Eq. (2.4). Changing
the charge-to-mass ratio shifts the curve on the horizon-
tal axis, while changing a changes the maximum value of
a and determines how quickly this transition occurs.
We emphasize that the scalar field ¢ generated by the
more massive BH is always negative, as can be seen from
Eq. (2.13), so the test BH always descalarizes. Further,
because of the logarithm, the magnitude of ¢ increases



slowly with decreasing separation until » approaches the
inner horizon r_, where it diverges. For the scalar charge
of the test BH to change dramatically before merging
with its much larger companion, both BHs must be close
to extremally charged. As discussed in Sec. I, extremally-
charged BHs an exist in minicharged dark matter and
dark photon models. If the test BH is not sufficiently
charged, its scalar charge is close to zero when well sep-
arated from its companion, and then monotonically de-
creases toward zero as the binary evolves. The total shift
in the scalar field that the test BH experiences prior to
crossing the outer horizon is given by

_ % 1 — D/Dyax
 1+4a? 1—(1—0a2)D/2Dyax
(

p(r4) — p(00)
25)

Thus, if the large BH is not also sufficiently charged, then
the test BH’s scalar charge does not change dramatically.

In Fig. 2, we substitute the expression for the scalar
field of the larger BH ¢(r) into that for the scalar charge
of the test BH a(yp), and plot «(r) versus the separation
r scaled by the horizon radius. When setting the charge
of the large BH to its extremal value, Q = V1 + a2M, we
see that the charge of the test BH also needs to be near
extremal for the descalarization transition to occur. Yet,
the transition only occurs very close to the horizon of the
background BH. Hence, we expect this descalarization
to drastically affect the GW signature only during the
late inspiral and plunge of a test BH into a more mas-
sive BH and only when the BHs are nearly-extremally
charged, when the horizon, the innermost-stable circular
orbit, and the divergence in ¢ coincide. This result is
analogous to extremal Kerr BHs, where the plunge oc-
curs at significantly smaller separations [44]. However, a
comparable-mass binary does not perform many orbits at
small separations due to stronger radiation reaction, and
thus we expect that the transition in the scalar charge
would have a negligible effect on GWs from the inspiral
of a comparable-mass binary.

We note that, while the descalarization transition oc-
curs for near-extremal BHs, the largest change in the
value of o from infinity until, e.g., r = 2r; occurs when
the electric charge is ¢/m ~ 1, as can be seen in the
left panel of Fig. 2. This is due to the slope of a(p) at
the background value of the scalar field py = 0. So, in
order to increase the change in the scalar charge to ob-
serve descalarization, it is important to have a maximal

Blyp) = da(p)/de.

D. Compact objects in Einstein-Maxwell-dilaton
and scalar-tensor theories

Certain ST theories can exhibit non-perturbative phe-
nomena, known as induced or dynamical scalarization, in
binary systems of neutron stars [45-48]. Having estab-
lished how a BH responds to its scalar environment, we
now investigate whether such effects could arise in binary

BHs in EMd theory. In Ref. [35], the authors suggested
that dynamical and induced scalarization are much less
significant in EMd theory than in ST theories. In this
subsection, we support this claim using more quantitative
arguments by directly comparing the behavior of BHs
and neutron stars in the respective theories.

In Ref. [49], the authors argued that the onset of in-
duced and dynamical scalarization coincide with a break-
down of the PN approximation. Specifically, these non-
perturbative phenomena indicate that the scalar field has
grown beyond the validity of a PN expansion of m, e.g.,
Eq. (2.7). A useful diagnostic for determining the onset
of such phenomena is to compare the relative size of the
coefficients of such a power series to the small parameter
with which one constructs the expansion.

While both EMd theory and ST theories include an
additional scalar field, the non-minimal coupling of that
field to the Jordan-Fierz (physical) metric can differ sub-
stantially. To facilitate comparisons between these the-
ories, we consider an expansion of m in Gn(y), the pa-
rameter that characterizes the gravitational force felt be-
tween two test bodies placed in the scalar background
. In both EMd theory and ST theories, this Newton’s

“constant” is given by
dl 2
1+ ( OgA) ] .
de

We expand m in terms of this quantity

el _ 0N\ 2
1+01(G GN>+CQ<G GN) + ...

Gx(p) = A%(p)

(2.26)

m(G’N) =m

GX GX
(2.27)
where we have defined
G% = Gu(p =0), (2.28a)
dlogm
O = |2 , 2.28h
! {dlogGNLNZG% (2.28b)

0251l d*logm +<dlogm )2

1 B dlogm]
2 | (dlogGn)? * \dlogGn ) dlogGn |,

(2.28¢)

We compare these coefficients for BHs in EMd theory
to that of neutron stars in Brans-Dicke gravity [50-52],
defined by the coupling

App(p) = e "%, (2.29)

and theories first considered by Damour and Esposito-
Farése (DEF) [43, 53]
_ 6—50802/27

Apgr(p) (2.30)

in which induced and dynamical scalarization can oc-
cur when [y is sufficiently negative. In Fig. 3, we plot
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FIG. 3. Ratio of the coefficients Cz/C4 defined in Egs. (2.28b)
and (2.28c) as a function of Gx for BHs in EMd theory (solid)
and neutron stars in various ST theories (dashed). Annotated
points depict this ratio at various separations for a test BH
with ¢ = 0.99¢max in the background of a BH with Q =
Qmax in EMd theory (r4 refers to the outer horizon of the
background spacetime).

the ratio Cy/Cy for compact objects in the various the-
ories. For the ST theories, we consider neutrons stars
with m = 1.45Mg with the piecewise polytropic fit to
the SLy equation of state constructed in Ref. [54]. The
solid curve depicts this ratio for BHs in EMd theory with
coupling a = 10. By comparison, this same quantity is
shown with red and blue dashed curves for neutron stars
in Brans-Dicke gravity with ag = 0.03 and in the theory
of Damour and Esposito-Farese with gy = —4.4, respec-
tively. Note that by inserting Eq. (2.30) into Eq. (2.26),
one sees that this theory is only defined for Gn(p) > GY.
For reference, we indicate with black points the separa-
tion at which these values are achieved in EMd theory
when the test BH in placed in the background of an ex-
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tremally charged BH; r corresponds to the outer horizon
of the background BH. We see that the magnitude of the
ratio Cy/Cy drastically differs between ST theories that
manifest induced and dynamical scalarization (DEF) and
EMd theories. This result indicates that a perturbative
expansion of the dynamics has a larger regime of valid-
ity, and that non-perturbative phenomena are less likely
to emerge during the coalescence of binary BHs in EMd
theory.

III. POST-NEWTONIAN APPROXIMATION IN
EINSTEIN-MAXWELL-DILATON THEORY

A. Two-body dynamics

To go beyond the test-body limit, treating two-body
systems with arbitrary mass ratios, we employ the PN
approximation, which is valid in the weak-field, slow-
motion regime [55]. In Appendix A, we derive results
for the conservative dynamics of a binary BH system in
EMd theory, at next-to-leading order in the PN expan-
sion, i.e., at 1PN order. We employ the Fokker action
method [56] (see also Ref. [57]), which has been used to
treat the 4PN dynamics in GR [58], and the 2PN [57] and
3PN [59] dynamics in ST theories. We begin by consider-
ing the PN expansions of the EMd action in Eq. (2.2) and
the matter action for point particles in Eq. (2.3), using
the mass expansion in terms of the a and 8 parameters
from Eq. (2.7). From the initial full action expanded to
1PN order, we obtain field equations for the scalar field,
the metric potential, and the electromagnetic 4-potential.
The Fokker action is obtained by plugging the (regular-
ized) solutions to the field equations back into the action,
eliminating the field degrees of freedom, yielding an ac-
tion depending only on the matter variables. We work
in the harmonic gauge g“”Ffw = 0 and the Lorenz gauge
0, A" = 0 throughout. The final result for the two-body
Lagrangian is given by

q142 mims
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mimso

2r2
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+ q;# [m1(1 4 aay) + ma(l + aas)] — 52

where r = @1 — x5 is the separation between the two bod-
ies, and m = r/r. This Lagrangian agrees with the one

[mlq%(l + ao) + mag? (1 + aas)] + O (cl4> , (3.1)

(

derived by Damour and Esposito-Farese [43, 57] when the
Maxwell fields are zero. The standard 1PN Lagrangian



in GR is obtained by setting ¢; = o; = §; = 0, while the
Lagrangian in EM theory is obtained when «; = 8; = 0.
Note that, since we use the mass expansion in Eq. (2.7)
given in terms of generic parameters a and [, our re-
sults are not restricted to BHs in EMd theory, but are
applicable to more generic bodies as well.

During the course of this project, the same 1PN La-
grangian for a two-body system in EMd theory was de-
rived independently by Julié in Ref. [40]. While our re-
sults agree, our derivation differs from that of Ref. [40]
in some notable respects. In Ref. [40], the (unexpanded)
field equations were directly obtained from the action
(2.2), and then those equations were expanded and solved
for the fields. The primary difference with our derivation
is in how Ref. [40] constructed the two-body Lagrangian:
(i) taking (only) the matter action for one body (without
the field part of the action, and without the matter action
for the other body), which would apply if the body were
a test body in some given fields, (ii) inserting for those
fields the (regularized) solutions to the field equations re-
sulting from the total (two bodies + fields) action, and
(iil) taking the resultant Lagrangian and “symmetrizing”
it with respect to the two bodies. While this procedure
does produce a correct Lagrangian at 1PN order, it is
not justified in general, and it is important to see how
the result can be obtained from a consistent treatment of
the full action for the two bodies and fields. In Ref. [40],
it was also found that it is possible to parameterize the
1PN Lagrangian in EMd theory to have the same struc-
ture as the 1PN Lagrangian in ST theories, which means
that many results in ST theories can be directly extended
to EMd theory at 1PN order. We choose not to use that
parameterization to make the dependence on the electric
charges more apparent, and because many of our results
are specific to EMd theory, such as calculating the vector
energy flux and developing the EOB Hamiltonians.

The Hamiltonian in the center-of-mass frame can be
derived from the Lagrangian using the Legendre trans-
formation [60]

H=v-p-1L, (3.2)
where the relative velocity v = v; — v2 and the center-
of-mass momentum

oL

P = - . 3.3

pi =55 (3.3)

This leads to the energy
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where 7 = n-v, and we defined the total mass M, reduced

mass u, symmetric mass ratio v, and the mass ratios X;
in terms of the constant masses m; and my by

mimso 12
M = = = —
ma + ma, M M ) v M 9
mi mo
X = — Xo = —. 3.5
1 M ) 2 M ( )
We also define the coefficient G712 by
q192
Gia=1 e 3.6
12 + aja My (3.6)

which reduces to the usual definition in ST theories when
the electric charges are zero. The advantage of including
the charges in G is that the Newtonian-order accelera-
tion is simply given by @ = —G1oMn/r? + O(1/c?).
Expressing the energy in terms of the center-of-mass

momentum p = p; = —p2, instead of the velocity, we
obtain the Hamiltonian
2 GieMp 1 4
H=M+L2 2200 g 3,2
241 T 8 u3
G12M 3 — 109 2 2
— +v + vp;.
2ur (1 + ajag — % b P
*p
52 {(1 + a1a2)? + Xa0301 + X107 6
% g7
+X1M72M(1 +aay) + X2]\41,u(1 + aa)

1
— 2% (1 + a1 X1 + aOCQXQ):l + O <C4) R (37)

where p, = n - p.

Next, we examine how the scalar charges of the two
bodies change with their separation. The dilaton charge
is given by

i (3.8)

For the two bodies, the dilaton charge as a function of
the separation r has the expansion

Dir) = 1o + (0 + Bu)gr () + 5 (310 + o
+ B +0 (1) |,
Dy(r) = mo [042 + (03 + B2)pa(r) + %(3&042 + a3
+ 8)¢3(r) + 0 (1/e°) |,

where 8’ = dB(p)/de|,,, 1 is the scalar field at the lo-
cation of body 1, and - is the scalar field at the location
of body 2. From the 1PN scalar field in Eq. (A32),

aqi1qz
(a2 + a3 + o1 B2) — TIQ

(3.9a)

(3.9b)
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Scalar charges scaled by their asymptotic value as a function of the separation r of a binary BH scaled by the total

mass. In both plots, the charge-to-mass ratio ¢1/mi1 = g2/m2 = 1 and the dilaton coupling a = 1; in the left panel v = 0.24,
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FIG. 5. Scalar charges of a binary BH as a function of r for equal masses (v = 1/4), dilaton coupling a = 1, and charge-to-mass
ratios g1/m1 =1, ga/mo = 1.4 (left) and g1 /m1 =1, g2/m2 = 0.5 (right).
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where, using @ = —G12Mn/r? + O(1/c?) and Eq. (B19),

mo Giamo
a; = Ma:77r2 n+0(1/c2), (311&)
mi G12m1
ay=-—jra=—7—n+ O (1/c%) . (3.11b)

In Fig. 4, we plot D1(r) and Dy(r) for charge-to-mass
ratios q1/m1 = g2/mo = 1, dilaton coupling constant
a = 1, and symmetric mass ratios v = 0.24 and v = 0.1.
The curves are plotted until r = 3M because the PN

expansion becomes inaccurate well before that separa-
tion. From the figure, we see that the scalar charge of
both bodies decreases as the separation decreases, with
the charge of the lighter body decreasing more quickly.
Figure 5 shows the scalar charge as a function of the
separation for equal masses but with different charge-to-
mass ratios. We keep ¢1/m; = 1 while ¢2/mqy takes the
values 1.4 and 0.5. The scalar charge of the less-charged
body decreases more quickly with decreasing separation.
These results are consistent with what was found in the
previous section for the scalar charge of a test BH, but
here, we do not see a transition or a divergence near the
horizon.
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FIG. 6. Energy flux in EMd theory and EM relative to the uncharged GR flux plotted versus the gauge-invariant velocity for
circular orbits v = (G12MQ)1/3 for coupling constant a = 1, for equal masses, and for charge-to-mass ratio ¢1 /m1 =1, g2/mz =

0.8 (left) and g1 /m1 =1, ¢2/m2 = —0.8 (Right).

B. Gravitational energy flux

From the 1PN expansion, we computed the next-to-
leading order scalar, vector, and tensor energy fluxes for
general orbits (see Appendix B for the derivation). In a
1/c expansion, the leading terms are the scalar and vector
dipole fluxes, which are of order 1/c?, while the leading
order tensor flux is of order 1/c®, which is the same as
the next-to-leading order scalar and vector fluxes. We
computed the next-to-leading order tensor flux, which
is of order 1/c”, because that is the maximum level of

J

approximation accessible by use of the 1PN near-field
equations. The scalar and vector dipole fluxes depend on
the difference between the charges of the two bodies. The
scalar flux also includes a monopole term that vanishes
for circular orbits.

The total energy flux is the sum of the scalar, vector,
and tensor fluxes

F =Fs+ Fv + Fr, (3.12)

where the expressions for the fluxes through next-to-
leading order for general orbits are given in Appendix
B. The fluxes for circular orbits are given by

V2x4 2 V2I5 2 g 9 1
Fs = 3gz, (0 —a2) + 5 [QOfv(O‘l — )" +5 ( + fl/r) +16 (X1az + Xaa1) } +0(=). (3.13a)
21/21'4 q1 q2 2 2V2x5 ¢ ¢ 2 @ @ 2 ]
Fv = e 20f, | — - — 8 x, L 4 x, 22 5<v v) o(Ll).
v 3G, (ml m2) - 15G3, fy (ml m2> " ( 2m1 - 1m2> * ”2+f1/7" + c’
(3.13b)
320225 20246 1
= 5G3,  105G3, ( v+ g+ fipe + 672f'y) +0 <cg) : (3.13¢)

where the coefficients f are given by Egs. (B36), (B57),
(B80), and (B86). The energy flux is expressed in terms
of the parameter x defined by

z = (G M3, (3.14)
where (2 is the orbital frequency, which is “perturbatively

gauge-invariant” in the sense that it remains fixed under
coordinate transformations to arbitrary PN order.

(

In Figs. 6 and 7, we plot the total energy flux in
EMd theory with a = 1 relative to the flux when all
charges are zero versus the binary’s gauge-invariant ve-
locity v = (G12MQ)'/3, ice., we plot (F — Fy—0)/Fy=0-
For comparison, Fig. 6 also includes the energy flux in
EM, when scalar charges are zero but not the electric
charges. The plots start at v = (G12MQ)/? = 0.15
which corresponds to a total mass M = 20M, and a
lower GW frequency in the detector of 10 Hz. In the
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FIG. 7. Energy flux in EMd theory relative to the un-

charged GR flux for coupling constant a = 1 plotted versus
v = (G12MQ)1/3, for equal masses, and for various charge-to-
mass ratios.

plots, we used the next-to-leading order scalar and vec-
tor fluxes, but only used the leading Newtonian order
tensor flux, because the 1PN energy flux in GR is given
by Far ~ x° — const. z%; the minus sign of the second
term causes the flux to become negative at large frequen-
cies.

From the plots, we see that at small frequencies (large
separations), the difference with GR is greater than at
larger frequencies because the dipole scalar and vector
fluxes dominate (Fs ~ z* while Fr ~ 2°). For equal
charges, the scalar and vector dipole fluxes are both zero,
which means the total energy flux is the tensor flux that
is proportional to z°. Hence, the next-to-leading order
flux in EMd theory becomes a constant shift to the GR
flux, and the relative flux plotted in the figures becomes
a straight line, as can be seen in Fig. 7.

In the two panels of Fig. 6, we use charge-to-mass ratios
gi/m1 =1, go/mo = 0.8 (left) and ¢1/m1 =1, ¢a/ms =
—0.8 (right). For same-sign charges, at a fixed frequency,
there is a greater difference from GR than for opposite-
sign charges and also a greater difference between EMd
and EM. This is because the energy flux is inversely pro-
portional to G2, = (1 + ajas — q1q2/mym2)?, which is
larger when the electric charges have opposite signs than
when they have the same sign. In the right panel, the
plotted curves become negative when F < Fy—o, which
occurs because G15 > 1 for opposite-sign charges, which
makes the EMd flux smaller than the GR flux at some
frequency.

In Fig. 7, we plot the energy flux for several charge-to-
mass ratios. In that figure, we do not plot the flux in EM
theory, because it is almost the same as the EMd flux for
charges ¢;/m; < 0.5 since Fs o< a? o< ¢}/mf, which is
much smaller than Fy o ¢?/m? for small charges. The
plot shows the flux for same-sign charges in a log plot; for
small charges < 0.01, the EMd flux decreases significantly
and becomes very close to the GR flux.

The most salient feature that differentiates EMd the-
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a dipole flux constraint of |B| < 107% as a function of mass-
weighted total electric charge. Colors indicate various possible
electric dipoles consistent with the bound on B.

ory from GR from the perspective of GW observations
is the presence of dipole radiation. At leading order, the
energy flux can be written as

F=7Fcr (1+ Bz, (3.15)

where Fgr is the GR quadrupole flux, and B parame-
terizes the strength of dipolar emission, which is given
by

5 2
B= o [(oé1 —ap)? 42 (5;1 - g;) ] . (3.16)

The presence of dipole flux has been constrained in
several types of binary systems. The best constraints
on the B come from radio observations of pulsar—white-
dwarf binaries, which lead to the bound |B| < 1072 [61].
For binaries containing a single BH, the strongest bound
comes from low-mass X-ray binaries, in which the com-
panion is a main-sequence star: |B| <2 x 1073 [62]. To
date, no bound has been set from GW observations of
binary BHs, but at design sensitivity, LIGO could set a
bound of |B| < 8 x 107* for a GW150914-like event, and
LISA could lower that bound to 1078 [62].

We wish to understand how well such a bound on
dipole radiation in binary BHs can constrain EMd theory.
Given the discussion above, we consider a hypothetical
binary BH observation that constrains the dipole flux to
|B| <1073, The coupling a that characterizes EMd the-
ory enters the prediction of B through the dimensionless
scalar charges of the two bodies. Equation (3.16) demon-
strates that for a given value of B, the scalar and electric
dipoles are degenerate, and thus no constraint can be set
on a directly with only a bound on the dipole flux. How-
ever, if an independent measurement of the total charges
could be made — e.g., through measurements of the ring-
down spectrum of the final remnant—one can potentially
break this degeneracy and constrain EMd theory.



In Fig. 8, we show the values of a consistent with |B| <
1073 as a function of mass-weighted total charge |q; /m1+
g2 /ms]| for various possible values of the electric dipole
|g1/m1 — g2/m2|. The maximum allowed electric dipole
is achieved in the limit that a = 0, wherein the scalar
charges of the BHs vanish and our bound on the dipole
flux translates directly to the bound on the electric dipole
|g1/m1 — g2/ma| < 0.098. Unsurprisingly, we find that
the constraint that can be set on a depends primarily on
the magnitude of the electric charges in the binary: for
equal-mass systems, the strongest constraints can be set
when the BHs have large, nearly-equal charges, and the
weakest constraints when the BHs have small, opposite
charges. We see that for any realistic constraint on dipole
flux, the parameter a is completely unbounded without
an independent measurement of the electric charges.

C. Gravitational-wave phase in the
stationary-phase approximation

Equipped with PN descriptions of the conservative and
dissipative sectors of binary dynamics in EMd theory,
we compute a key observable for GW detections: the
Fourier-domain gravitational waveform. We utilize the
stationary-phase approximation to perform this calcula-
tion, relying on the fact the GW phase evolves much more
rapidly than its amplitude during the adiabatic inspiral
along quasi-circular orbits.

We consider a GW detector a distance R > Agr ~ r/v
from a binary BH. In the vicinity of the detector, the
metric takes the form

Juv = M + hpw, (3.17)

where 7, is the Minkowski metric and h,, contains two
propagating, transverse-traceless polarizations h; and
hy, which comprise the GW produced by the binary.*
At the fixed distance R, the GW can be decomposed
into spin-weighted spherical harmonics

£
hy —ihe =3 > oVim(©,®)hem(t),  (3.18)

L>2 m=—/

where @, © are angular coordinates that define the prop-
agation direction from the source to the detector [55].
We further decompose each mode into an amplitude and
complex phase

P (t) = Ay (1)) (3.19)

4 A GW detector also responds to the scalar field through the cou-
pling given in Eq. (2.2). These scalar waves represent a trans-
verse breathing polarization of perturbations to the Jordan-Fierz
metric. Because standard search techniques are targeted at the
transverse-traceless polarizations, we consider only those gravi-
tational modes in this work. Differentiating between the various
polarizations of GWs requires a network of detectors; our abil-
ity to identify additional GW polarizations will improve as more
ground-based detectors come online.
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where ¢(t) is the orbital phase of the binary.
We compute the Fourier-transform of the GW using

hom (f) = / h dt hop, (t)e= 21, (3.20)

—00

During the adiabatic inspiral, the amplitude and or-
bital frequency evolve much more slowly than the orbital
phase, i.e., |Ap/Am| < Q and |Q] < Q2 for m # 0
modes. Thus, the integral in Eq. (3.20) is highly oscil-
latory and can be approximated by expanding the in-
tegrand about the time at which the complex phase is
stationary. Using the stationary-phase approximation,
the Fourier-domain waveform is then given by

REPA(F) = Apm (f)e™ em(D=im/4) (3.21)
Yem (F) = 27 {7 — me(t™), (3.22)
(3.23)

2
-Afm(f) = A@m (t(m)) - m)s ?
! mQ(t; ))

m

where ¢} is defined implicitly as the time at which

mQ(tScm)) = 27 f. Following the notation common in the
literature, we employ the binary’s gauge-invariant veloc-
ity for circular orbits v = /2 = (G1o,MQ)Y/? and in-
troduce a similar notation for the GW frequency f as
vy = (mG12M f)'/3. Then, by construction, one finds

v(t}m)) = (2/m)}/3v; and can rewrite Eq. (3.22) as

ben) = m (gt - 60))

v=(2/m)1/3v; .

(3.24)

From here onwards, we focus only on the dominant
¢ = |m| = 2 modes and drop the explicit mode numbers
for notational simplicity; because we restrict our atten-
tion to non-spinning systems, the modes obey the sym-
metry relation
hem = (=1)°hj _p,, (3.25)

and thus we can consider only the m = 2 mode without
loss of generality.

The orbital phase and frequency are computed using
the balance equation

dE
— =—F. 2
7 F (3.26)
From this equation, we deduce
1 v E'(d)
=rof — —— doo3 , 3.27
P(v) =@ret Gl ), T (3.27)
v dE/do
t(v) =tref — dp—L——, 2
o) =t~ [ (3.29)

where ¢,or and t.f refer to an arbitrary reference point in
the evolution of the binary. Inserting these results into



Eq. (3.24), the Fourier-domain phase is given by

E'(v)

F(v)
(3.29)

dv.

7 B 2 Vref —
V() =27 ftrer — Grer + Gl /Uf (vf v?)

The energy flux in terms of z is given by Eq. (3.13a).
The energy E is given by Eq. (3.4), and it can be ex-
pressed in terms of = using Eqgs. (B83) and (B86), which
leads to

E=-La[l+fpe+0 (1)), (330

where the coefficient fg is given by
1+v

3— Q1009
G2, +
fE' 3G%2 |: ( 4 1+ o109 — %Iq: >
—(1+aa2)? — Xoa3B — X103 8,
¢ @

(1 + aal) X2 M/,(,

_Xl

My (1+ aas)
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To evaluate the integral in Eq. (3.29), we need to dis-
tinguish between two regimes, similarly to what was done
in Ref. [63]. In one regime, the electric charges are small
and the inspiral is driven by the tensor quadrupole flux.
In the other regime, the electric charges are large and the
inspiral is driven by the dipole flux.

For the quadrupole-driven (QD) case, we approximate
the integrand in Eq. (3.29) by

_ .7:5(1)) + fv(v)
Fr(v)

(3.32)

Then, we expand the integrand using the next-to-leading
order fluxes. Evaluating the integral leads to the phase

1
wQD (f) = 27rftrcf ¢rcf + + p72 + ,0 '02 + O (’1)4) (333)
with the coefficients
Gio 5 q1 q2 ?
QD _ I S Y | n 92 2
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9645 (£ + £2) +10 (41, + 115) + 407, (ml B m2> i <X2 +X1m2>
+20fy (1 — @)% + 16 (Xz01 + X10) }, (3.34a)
5G12 Q1 e\’
QD __ — 2 2= — 2= _ 2 4
P-2 = T 7158 (ml m2> + (o1 — ) ] 5 (3.34D)
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QD 2 T
S ~ 322 48 — 2 KT - 2
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2
5 QG 2 T T
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+ 16 (XQOél + X1a2)2:| },

where the coefficients f are given by Egs. (B36), (B57),
(B80), and (B86). When the charges are zero, this
phase reduces to the next-to-leading order GR result,

ma ma

(3.34c¢)

(

i. eﬁpo — 3/128v, p2P — 5(743 + 924v)/32256v, and
P = 0.

For the dipole-driven (DD) case, we take the tensor
flux at the same order as the scalar and vector fluxes,

i.e., to O(z%). Evaluating the integral in (3.29) leads to
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PP (f) = 27 fros — oot + ”1)0—3 [1+ pBPv? + O(v%)] (3.35)
where the coefficients are given by
5 -1
Gi2 q qo 9
pPP = 12 o (L B2 L () — ) , (3.36a)
v miq mo
9 ? o
DD _ a1 42 2 v 1% s s
T [2 <m1 - m2) + (1 — az) 1 {964‘ 10 (fl/r + f'u2> +5 (fl/r + v2)
2
2 2 q1 q2
—10(fE — 2fy) (1 — a2)” + 16 (Xoan + X1a2)” — 20(fE — 2f5) ( + >
mq mo
2
+80(fp — 2f,) LD 4 16 (XQ‘“ + X1q2> } (3.36b)
mimeso mq mao
[
When we set the electric charges to zero, but keep the 104 w w — T
scalar charges nonzero, this result agrees with the (ST) 103+ 04,01
Lou MO A o GertEs R AR AL T ammam 0.1, 0.01
result derived in Ref. [63]. 1020F e~ - 00L 001
We wish to understand how well a GW signal pro- = 0tk TSt eeel T s 0.001. 0.002 -
duced in EMd theory [e.g. Eq. (3.33)] can be distin- = ol ’ |
guished observationally from a signal in GR. Answering N Bt |
this question definitively falls beyond the scope of this pa- 10 LT —— TS
per. To perform such a study, one would need to perform = wi (eIl i
a Bayesian hypothesis test on injections of EMd signals L S ]
into detectors with realistic noise, comparing the relative 0T 1
evidence that the signal matches template waveforms in 10°5F T, .‘L
either EMd theory or GR; for examples of such analy- T S S S S S J‘J_u
ses for other modifications to GR, see Refs. [13, 64-67]. 0.15 0.20 0.25 0.30 0.35 0.40
Instead of this detailed study, we compute two compar- G 1\/[&2)1/3
atively simple measures of distinguishability: the differ- 2
ence in total phase, and, in Sec. IlID, the number of FIG. 9. Phase difference in radians between EMd theory

“useful” GW cycles.

To compare the phase calculated in EMd theory with
that in GR, we need to align the waveforms and then
compute dephasing from this alignment point. We choose
to do the alignment around the “merger frequency,”
which for simplicity we choose to be the innermost-stable
circular orbit (ISCO) frequency fisco = 673/2/mM for
a Schwarzschild BH. Next, we determine t..f and ¢ref
such that the waveform reaches a local maximum at this
point and the phase reaches some fixed value, e.g., zero.
To satisfy these two conditions, one can choose t,.; and
¢rof such that at fisco, d¥(f)/df =0 and ¥(f) = 0. For
the QD case, this leads to
1 = 108MG L (1063573 + Gif°8° + 8459 )

ref T

o3 = 12v6G,]"° (3G + GiL* P + 60p%D )

(3.37)
Similarly, for the DD case, we get
thP = 6MGE R (18 + G pEP),
2
o2 =4\ [2Ge1 P 9+ GIER) . @y

and GR as a function of v, computed in the quadrupole-driven
regime, for various charge-to-mass ratios, and for equal masses

(v = 1/4).

In Fig. 9, we plot the difference between the phase
calculated in EMd theory with a = 1 and the phase when
all charges are zero, which is the phase in GR up to 1PN
order. For the configurations considered here, v = 0.15
corresponds to approximately 10 Hz for a 20M, system.
Because the charges are relatively small, we compute the
phase using Eq. (3.33). For systems whose component’s
charge-to-mass ratio ¢;/m; < 0.01, the two waveforms
differ by less than one radian over the frequency range of
a ground-based GW detector.

D. Number of useful gravitational-wave cycles

The total number of GW cycles between frequencies
fmin and fmax is given by

fmax d d
Ntot:/ f (b

ordf (3.39)

min



where ¢ is the gravitational wave phase. The instanta-
neous number of cycles spent near some frequency f is
defined by multiplying the above integrand by f
N(f) = %@
w df
However, GW detectors are not equally sensitive to all
parts of the waveform because the noise spectral density
of the detector is frequency dependent. A better proxy
for how observationally different two waveforms are is to
compare the number of “useful” cycles in each. This mea-
sure was originally introduced in Ref. [68]. One computes
the total phase accumulated in each frequency bin and
then weights this estimate by the sensitivity of a detector
at that frequency. Because the strain sensitivity of the
detector is concentrated in just a window of frequency
space, the result would also depend on the mass of the
system. The number of useful cycles is defined by [68]

Fmax Fmax !
(3.41)

where the weight w(f) = A%(f)/fS.(f), while A(f) is
the GW amplitude, and S, (f) is the noise spectral den-
sity of the detector. We use the zero-detuned high-power
noise spectral density of Advanced LIGO at design sen-
sitivity [69].

Using the balance equation dE/dt = —F, and the rela-
tion between the GW phase and orbital frequency ¢ = €,
the instantaneous number of cycles in Eq. (3.40) can be
reformulated as

(3.40)

v FQ
37TMG12 ]:(U) ’

which can be computed in the quadrupole-driven regime
using Eq. (3.32). For the GW amplitude, we used
the Newtonian order approximation for the transverse-
traceless polarizations A(f) o v2, since the effect from
the amplitude on the number of cycles is small compared
to the phase. We can then calculate numerically the num-
ber of useful cycles using Eq. (3.41).

In Fig. 10, we show the relative difference between
Nysetul in EMd theory with @ = 1 and the same quantity
when all charges are zero (GR to 1PN order). The num-
ber of cycles in EMd theory is less than in GR except
for equal charges, because the leading dipole radiation
dominates the Newtonian order corrections to the bind-
ing energy. We find that for systems with ¢;/m; ~ 0.1,
the number of useful cycles in GR and EMd differs by
O(1).

The quantity plotted in Fig. 10 provides a rough esti-
mate of the observable size of deviations from GR relative
to the overall GW signal strength. We recast this quan-
tity in terms of the optimal signal-to-noise ratio (SNR)
of the waveforms, defined by

fmax 2
2 A
SNR _4/mm TR

N(f)= (3.42)

(3.43)
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FIG. 10. Number of useful cycles versus the total mass for

various charge-to-mass ratios, and for equal masses (v = 1/4).
The number of cycles in EMd theory is less than in GR except
for equal charges.

Using Eq. (3.23), this relation can be rewritten as

> T df
SNR? = 4 7w(f)N(f), (3.44)
and thus
INI0 )~ Nuger| | (SNR?)™™ — (SNR?) | (3.45)
NI (SNR?)*™" '

_ 2|ASNR]
~ SNR

o))
(3.46)

where, ASNR = (SNRq:0 — SNR) is the difference in
SNR between signals in GR and EMd theory. Thus,
Fig. 10 indicates that corrections arising from the pres-
ence of electric and scalar charges in EMd theory can
account for only a few percent of the total SNR for sys-
tems with electric dipole ~ 0.1.

IV. EFFECTIVE-ONE-BODY FRAMEWORK

In this section, we construct two EOB Hamiltonians:
one based on the EMd metric in Eq. (2.8), in which the
potential C(r) # 1, which we call the GHS gauge; the
other is based on an approximation to the EMd metric
by making a transformation to a gauge were the potential
C(r) = 1, which we call the Schwarzschild gauge.

The EOB Hamiltonian in the GHS gauge is more phys-
ical in the strong-gravity regime since it exactly repro-
duces the test-body limit of the two-body dynamics.
That is, it belongs to a class of Hamiltonians implement-
ing exact solutions to the field equations for isolated ob-
jects/BHs. However, this class of Hamiltonians is very
theory specific — for example the analytic ST vacuum



metric in Refs. [70, 71] is distinct from the analytic EMd
metric when we set the electromagnetic fields to zero. In
addition, many BH solutions in alternative theories do
not even have an analytic solution that can be used. The
advantage of using a Hamiltonian based on the approxi-
mate metric in the Schwarzschild gauge, is that it is easier
to implement in data-analysis studies of GWs observed
by LIGO and Virgo. One would take the existing EOB
Hamiltonians in GR as a starting point and add EMd
corrections in the same way as, e.g., tidal corrections are
added [72]. Within the regime of small deviations from
GR, the two EOB Hamiltonians in EMd theory are ex-
pected to closely agree.

In Refs. [71, 73], the EOB framework was extended to
ST theories. In Ref. [71], the motion of a binary BH
was mapped to the motion of a test body, such that
the effective metric is a v-deformation of the ST met-
ric. This approach is similar to our EOB Hamiltonian
in the GHS gauge, but we find a different mapping for
the scalar charge. In Ref. [73], the motion of the binary
in ST theory was mapped to the motion of a test body
around an effective BH in GR, but the effective metric
does not reproduce exactly the test-body limit of ST the-
ory. In contrast, whereas our EOB Hamiltonian in the
Schwarzschild gauge is also not exact in the test-body
limit, it still maps the real problem to an effective one in
EMd theory (not in GR).

A. Effective-one-body Hamiltonian in
Garfinkle-Horowitz-Strominger gauge

In the EOB framework, the motion of a binary is
mapped to the motion of a test body in the background
of an effective metric. In the effective problem in EMd
theory, we assume that a test body, with mass p and elec-
tric charge ¢, is moving in the background of a charged
BH with mass M and electric charge Q). To relate the
real two-body problem to the effective one, we impose the
following conditions: (a) M and p are the total mass and
reduced mass of the real description, i.e., M = mq + mso
and p = mymsa/M; (b) the effective charges @ and ¢
are related to the real charges by Q¢ = q142, but we do
not assume that @ is the total charge; and (c) the map-
ping between the real and effective Hamiltonians takes
the form

Hef (R, P) _ HY(r,p) [ v H"(r,p)
I p 2 ’

(4.1)

where the superscript NR means non-relativistic, i.e.,
HNR — [ — M, and the real Hamiltonian H is given by
Eq. (3.7). The form (4.1) for the “EOB energy map” [38]
has proven useful in GR up to 4PN order [74], in classi-
cal electrodynamics to 2PN order [75], and in ST gravity
to 2PN order [73, 76]. In the first post-Minkowskian ap-
proximation, i.e., to all orders in v/c at linear order in G,
it can be shown to exactly resum the dynamics, produc-
ing the arbitrary-mass-ratio two-body Hamiltonian from
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the test-body Hamiltonian [76, 77]. For the coordinates
in the effective problem, we use uppercase letters, such
as R and P, while for the real problem, we keep using
lowercase letters, such as r and p.

The effective action for the test body is given by

Suit = / [m(g) drur + qA,dX"],  (42)

where T.g is the proper time of the BH and the effective
test-mass m(y) depends on the scalar field ¢ generated by
the BH, and has the expansion in terms of the parameters
a and f as

m(p) =u {1 +ap+ %(042 + B)p* + O (1/66)] . (4.3)

Since we do not know, a priori, how the parameters «
and (8 of the effective test body are related to the real
problem, we expand the mass in a 1/R expansion

m(R) = p {1+ﬁ+h+(f)(1/cﬁ)}

o (4.4)

and solve for the unknown coefficients f; and fs.
We take the effective metric of the background to be a
deformation of the EMd metric in the GHS gauge

ds?g = —dr’ = —A(R)dT? + B(R)dR? + R*C(R)dQ?,

. (4.5)
s = s (1), (ot
cm=(1- %), (450)

where R_ and Ry are the radii of the inner and
outer horizons of the effective BH, which are given by
Egs. (2.16a) and (2.16b), i.e.,

2

_1—|—a2 1—a

a

R_

D, Ry=2M- D. (47)

We choose to define R_ and R, by these relations in
terms of D, but not in terms of ), because the relation
between @) and D is deformed by the mapping. We note
that in the above metric’s ansatz, we have added a de-
formation to B(R) only because, in EMd theory at 1PN
order, the mapping leads to three equations in fi, fo,
and any deformation to the metric. Thus, we can only
determine uniquely one unknown coefficient in the effec-
tive metric. So we choose to take that coefficient to be by,
and assume the possible deformations to A(R) or C(R)
to be zero at 1PN order.



The scalar field for a single BH is given by Eq. (2.13);
we add a PN deformation go/R? such that the effective
scalar field is given by

2
¢ 1n<1—R+1+a gQ). (4.8)

P(B) =1 R 0 R?

The electric potential is given by
(4.9)

We do not add PN corrections to Ag because those cor-
rections can be absorbed in the PN corrections to the
scalar field or to the relation between D and Q. The co-
efficient g is not independent of f; and fs, because the
mass expansion can also be expanded directly in ¢ [see
Eq. (2.7)]

Do 1 D%a  a
=p|ll— —+ = — —-D?
m(R) ,u[ 7 + 2 (gga 5, gl
1 1
+5 D%’ + 2D25) +0(1/°) } (4.10)

In what follows, we uniquely solve for the coefficients
b1, f1, and fo by matching the real Hamiltonian to the
effective one by a canonical transformation. Matching
the two mass expansions in Egs. (4.4) and (4.10) allows
us to determine the mapping for the parameters a and g,
and for the coefficient go. The mapping for « is unique,
but the mapping for 8 and gs is not unique at 1PN order.

To find the effective Hamiltonian, we first find the ef-
fective Lagrangian, in the equatorial plane © = 7/2,

/ dXH dXVv
Leg = qAo —m(p) _gwddeiT’

Q3
M2

2
—I—q%Xl (1+aaq) +qu2 (1 +aag) —2uce +4pfi + 2vea fr — I/f12 —2ufy+2Mp —
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— gdo — m(@)\/A(R) - B(R)R? — C(R)R?#2.
(4.11)

Then, applying the Legendre transformation Heg =
PrR + P3P — Leg yields the effective Hamiltonian

it Ph
H.g = —qA A(R 2
eff q o+ ( )|:m ((70)+C(R)R2+B(R) ’
(4.12)
where Py = OLeg/O® is the angular momentum, and

Pr = OLcg/ OR is the radial momentum.

Before matching the Hamiltonians, we need to apply a
canonical transformation from the real variables, r and
p, to the effective ones, R and P. At 1PN order, this
transformation is given by [38]

; ;. 0Gipn 0G 1PN
R' =r" P, =p;, — - 4.13
r+ 8}%‘ ; i — Di ori ( )
with the generating function
2, G2
Gipx(r,p) = (7 - p) (clp + 7) ; (4.14)

where the coefficients ¢; and ¢y are to be determined by
the mapping.

Inserting the expansions of the real and effective
Hamiltonians into Eq. (4.1), and applying the canonical
transformation, we obtain the five equations:

D2
—vD?+ l/ﬁ + 4M payog + 2Mpa%a§ + Xgl/b’loc% + Xluﬁga? + u2 + 2u2a1a2 + uza%ag

f1

+ qQ <—2 + 92 _ 2M — 2a01 X1 — 2a00 X5 — 20109 — 2 — 21/a1a2> =0.

M

Solving these equations respectively for the coefficients
c1, f1, c2, b1, and fo yields

14
a=—g5 (4.16a)
fi=-Mayaz, (4.16b)

21 +v =0, (4.15a)
fi+ Majay =0, (4.15b)
M702+u+ua1a2—%+aD+clMu2
— pe1qQ — per fip =0, (4.15¢)
b1 + % +2M + 2aD + 4c1uq@ + 401p2f1 — 2¢o
—p— poag — et Mp? =0, (4.15d)
D
=K +2aDp
a
(4.15¢)
[

M 1
02:M+7y+§MVa1a2—q§27y+aD7 (4.16¢)
b1 =0, (4.16d)

D? D? MD D
fgz——————aMDalag—i—a(JQ
2a2 2 a



1 1
— M2 |:041052 — 5(0[10&2)2 — 5 (Xgagﬁl + Xla%BQ):l
M [ g3 a4
— |2 -1
+5 {mz( +aay) + m1( + aas)
q142

- GMT (X101 + Xoan). (4.16¢e)

To find the mapping of the scalar charge, we identify
the mass expansion in Eq. (4.4) with the expansion in
Eq. (4.10) to give

—Da = f1, (4.17a)
D%2a  a 1 1

- —=D? —D%?2+D?8=fy. (4.17b

gax % 3 o+ 5 a” + 5 B=fa. ( )

Inserting the solution for f; and fy gives a unique map-
ping for «

M
a= oo, (4.18)
and suggests the following mapping for S
M2
ﬁ = —= (X2a§/81 =+ Xlafﬁg) . (419)

D2

Further, we take the mapping of the dilaton charge D of
the effective BH to be the sum of the asymptotic value
of the scalar charges of the two bodies, i.e.,

D =mjay + maas. (420)

The mapping for a and 3 agrees with what was found in
Ref. [71], but the mapping for D is different. The reason
we choose this mapping for D is that it leads to a simple
deformation to the scalar field

1= a? (a; — ag)?

DMv . (4.21)

g2 = 2a2 100
This deformation vanishes in the test-mass-limit v — 0,
and also when a = 1 or @&y = as. Other choices for
D lead to complicated expressions for go. In obtaining
this result for go, we used the expression for the electric
charge in terms of the scalar charge, which is valid for
BHs only,

1—-a® ,
5 -

2
q; _2
7= %~
3

(4.22)

m; a a

This relation follows from Eq. (2.20) after solving for ¢; in
terms of a; and setting the scalar field to its asymptotic
value.

A convenient mapping for the electric charge is

QQZM((]%+L]§>_

mi ma

(4.23)

The reasoning behind this choice is that it is symmetric
under the exchange of the two bodies; it has the correct
test-body limit, @ — ¢1 when ms/m; — 0 with ga/mo
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held constant; and it appears naturally in EM theory as
we show in the next subsection. With that mapping for
@ and D, the relation between them is given by

_2M 1—a?

1—a?
2 2
Q*="—D- D?—
a a? a?

(1 —a)* M2 . (4.24)

One could choose to enforce Eq. (2.17) for generic masses
by making a different choice for D or @, but this seems
to lead to very complicated expressions for them.

B. Effective-one-body Hamiltonian in
Schwarzschild gauge

In the EMd metric, the potential C(r) # 1, but the
standard EOB gauge is the Schwarzschild gauge C(r) =
1. This is the gauge that was used to derive the original
EOB Hamiltonian [38], which was then improved by cali-
brating it to numerical-relativity simulations [78]. There-
fore, to profit from the best available EOB Hamiltonian
in GR, we need to construct an EMd-EOB Hamiltonian
that is also in the Schwarzschild gauge.

The EMd metric can be transformed to the
Schwarzschild gauge by the coordinate transformation
72 = r2C(r). However, for arbitrary values of the cou-
pling constant a, the metric cannot be analytically trans-
formed. Instead, we expand the EMd metric (2.8) and
transform it to get an approximate EMd metric in the
Schwarzschild gauge. We make the coordinate transfor-
mation, valid to 1PN order,

2a%r_
2 2
= 1—7
T [ (1+a2)r}’
2
= r=r a :'F—FCLD

r+ WT_ (425)

With that transformation, and inserting the expressions
for r_ and ry in terms of M and @ [Egs. (2.16a) and
(2.16Db)], we get

2M 2 2M
ds® = — <1 -—+ 622> dt* + (1 + ) dr? 4+ 72d0?,
T T T
(4.26)
which is the same as the Reissner—Nordstrom metric to

1PN order.
As an ansatz for the effective metric, we assume a met-
ric based on the approximate metric (4.26)

ds2y = —A(R)dt* + B(R)dR? + R*dQ)?, (4.27)
with
ay ag
b
B(R) = 1+E§+..., (4.28D)
and we write the mass expansion as
_ fl f2 6
m(R) = pu 1+§+@+0(1/c) , (4.29)



where the unknown coefficients a1, as, b1, f1, and fo are
to be determined by the mapping. However, the mapping
leads to three equations in those five coefficients, making
two of them arbitrary. We choose to take a; = —2M and
as = @Q? so that the effective metric would agree with the
EMd metric in the Schwarzschild gauge to 1PN order.
When we solve for by, we get by = 2M, in agreement
with the EMd approximate metric.

For the effective electric potential, we apply the coor-
dinate transformation (4.25) with 7 = R to get

Q

Ao(R) = " R+aD’

(4.30)

Applying the same transformation to the scalar field, and
adding a PN deformation g/R?, we obtain

a 1+a>2 D 14+ a? g0

R=——In|l- =

(1) 14 a? n{ a R+aD a R2
(4.31)

The mass expansion in terms of ¢, Eq. (4.3), can now be

written as an expansion in 1/R by

D2«
2a

m(R):u[l—m—l—l(gga— +%D2a

+ %D%ﬂ + ;DQB) + 0 (1/°) ] (4.32)

Following the same method used in the previous sub-
section, the effective Hamiltonian is given by Eq. (4.12)
with the potential C(R) = 1. The relation between the
real and effective Hamiltonians is given by Eq. (4.1), and
the canonical transformation that relates the real and ef-
fective variables is given by Eq. (4.13). Matching the real
and effective Hamiltonians, we obtain the five equations:

2c 1 +v =0, (4.33a)
a1 + 2f1 + 2M(1 + 041(12) = O, (433b)
2y — a1 —AM + cra p® + 2f101,u2 + 2%

—2u(l 4+ ajay —¢19Q) =0, (4.33¢)
b1 — 2co + 4c1pg@Q + 2a101u2 + 401f1u2 —u

— pogag + ©Q =0, (4.33d)

M

MQafag + MQXQOzgﬁl + M2X10¢%52 — a9 — 2M2a1a2
20qQD  miq?

n q/f? e

2
maqy

1+ aay) + (1+ aas)

— 2a%(m1a1 + mgag) — 2f2 =0. (4336)

Solving these equations respectively for the coefficients
c1, f1, c2, b1, and fo yields

14
c = 7@ , (4.34a)
fi=-Mayaz, (4.34D)
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M 1
=20+ 220 Dryaa, - ‘1297”7 (4.34c)
by — 2M. (4.34d)
a aq1g2D
f2 _ _72 4 % _ aw (m1a1 + m2a2)

1 1
- M? [maz - §(a1a2)2 -3 (Xa203p1 + Xla%ﬁZ):|

M 2

2
+ = [3122(1 +aoq) + :Tll(l + aaz)} . (4.34¢)

2

Choosing ay = Q?, so that the effective metric agrees
with the EMd metric to 1PN order, the above solution
for f; leads to the mapping

Q2:M<q%_~_q§).

4.
my | g (4.35)

This is because, for the case of EM theory, when we take
the parameters « and  in the solution for fs to be zero,
we get fo = —as/2 + M(q3/m1 + ¢3/m2)/2. Hence, re-
quiring that fo = 0 in EM theory and that a; = Q2
naturally leads to the charge map (4.35).

Identifying the mass expansion in Eq. (4.29) with that
in Eq. (4.32), leads to the following mapping for o and 8

M

a=gaaz, (4.36)
M2

B = D2 (X20l§51 + Xla%BQ) ) (4.37)

which is the same mapping that was found in the previous
subsection. Further, taking the mapping of the dilaton
charge to also be given as in the previous subsection

D = mjaq + moao, (4.38)
leads to the astonishingly simple result
g2 =0. (4.39)

With that mapping for D and @, the relation between
them is given by Eq. (4.24).

Interestingly, the above mappings also lead to a ST
EOB Hamiltonian in Schwarzschild gauge at 1PN order.
A 2PN EOB Hamiltonian based on an exact analytic so-
lution for the metric and scalar field can be found in
Ref. [71]. The metric in that work also includes a poten-
tial C(R) # 1, Eq. (I1.3) in Ref. [71], and that metric is
unrelated to the EMd metric when the electric charges
are zero. The scalar field is given by

D s az —2Ma,
psT = o log |1 . + 5,3 , (4.40)
where a? = 4(M? + D?). The author of Ref. [71] found
the same mapping for « and 3 that we got, but used a dif-
ferent mapping for D (at 2PN order). When we approx-
imately transform the metric and the scalar field to the
Schwarzschild gauge, in which the potential C(R) = 1,



and repeat the same analysis in this section, we get an
EOB Hamiltonian with the same mapping for the scalar
charge given in Eq. (4.38), and with no deformation to
the metric or the scalar field to 1PN order. The point is
that the mapping of the scalar charge would be the same
in EMd theory and ST theory, which is another hint that
Eq. (4.38) is a good choice at 1PN order.

C. Comparison of two effective-one-body
Hamiltonians in Einstein-Maxwell-dilaton theory

In this subsection, we compare the two EMd-EOB
Hamiltonians with each other, and also with the EOB
Hamiltonian in GR, by calculating the binding energy
and the ISCO. The goal is to investigate the range of
parameter space where the two EMd-EOB Hamiltonians
agree.

The mappings of the electric charge, scalar charge, and
the parameters a and g are the same for the two EMd-
EOB Hamiltonians, i.e.,

Q= m71+m72 ; =mia1 + maag,

2
a = 50[1@2, B = % (X2a§ﬂ1 + Xla%ﬁg) . (441)
For the EOB Hamiltonian in the GHS gauge, the effec-
tive metric is the GHS metric for v = 0 [Egs. (4.5)—
(4.7) with by = 0]. For the EOB Hamiltonian in the
Schwarzschild gauge, the effective metric agrees with the
Reissner-Nordstrom metric for v = 0 [Eq. (4.26)]. Other
differences between the two Hamiltonians are in the pa-
rameters of the mass expansion (4.4), the canonical trans-
formation (4.14), and the correction to the scalar field
[Egs. (4.8) and (4.31)]. The parameters in those equa-

tions are shown in Table I.

TABLE I. Difference between the two EOB Hamiltonians in
terms of the effective metric and the parameters of the mass
expansion, the canonical transformation, and the scalar field.

EOB in GHS gauge EOB in Schw gauge

effective metric Eqgs. (4.5)—(4.7) Eq. (4.26)
c1 c1 = —1//2,u2
c2 Eq. (4.16¢) Eq. (4.34c)
f1 fi=—Maiaz
f2 Eq. (4.16e) Eq. (4.34e)
g2 Eq. (4.21) ga=0

To find the binding energy from the two EOB Hamil-
tonians, we start with the energy map in Eq. (4.1), which
gives the relation between the effective Hamiltonian and
the real Hamiltonian. Inverting that relation, we obtain
the resummed EOB Hamiltonian

H,
HgngM\/HQu( eff—1)—M.

m (4.42)
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To obtain the binding energy for circular orbits, we set
Pr =0, and solve Pr = —0H.g/0R = 0 for the angular
momentum Pg. However, that equation cannot be solved
analytically because of the non-linearity of the Hamilto-
nian. Hence, we solve the equation numerically for Pg at
specific values of R. Since we want to plot the binding
energy as a function of the orbital frequency 2, we need
to calculate the orbital frequency via

_ OHgos _ 9Hgos OH.n (4.43)

@ 0Py OHeg OPp

Then, we calculate the binding energy and orbital fre-
quency as R goes from 100M to the radius of the light
ring. The light ring (or photon orbit) of a (charged) BH
metric in GR is defined as the circular-orbit solution to
the geodesic equation of massless particles. This geodesic
equation is actually encoded by our effective Hamiltonian
if we set ¢ = 0 (geodesic motion) and p = 0 (massless
particle). To obtain the light-ring solution in EMd the-
ory, we hence take the effective Hamiltonian for the case
p# =0 = g, and impose the conditions for circular orbits
Pr =0 and Pr = 0. The latter condition means that we
look for an extremum of the effective Hamiltonian,

0H, eff

)
8R pn=q=Pr=0

0=Pp=— (4.44)

which is actually a maximum, 0?H.g/0R?> < 0, and
the light-ring solution is therefore unstable. For the
Schwarzschild metric in GR, solving this equation for R
gives the known value Rpg = 3M. For the EMd metric
in the GHS gauge

D 1 ,
Rup = %M + 25+ 5 [90*M? — 16aMD + 66 MD

+8D2 - 8a%D? + ¢*D?]"?, (4.45)
while for the approximate metric in the Schwarzschild

gauge

Rig = % [3M /O — 8@2] . (4.46)
which is the same as the Reissner-Nordstréom metric since
the potential A(R) is the same in both cases.

In Fig. 11, we plot the binding energy scaled by the
total mass, Fp/M, versus the orbital frequency M€ for
equal masses, v = 1/4, and for charge-to mass-ratios
q1/m1 = gz2/m2 = 0.99, 0.9, 0.5 and q1 /m1 = —g2/ms =
0.9. The binding energy diverges at the light ring; to
improve readability, we show the plots only up to the
frequency corresponding to R = 1.05Rpr or to energy
Eg/M = 0.015. We plot the binding energy for four
cases: (a) EMd-EOB Hamiltonian in the GHS gauge;
(b) EMd-EOB Hamiltonian in the Schwarzschild gauge;
(c) EMd-GHS Hamiltonian with a = 0, which is EM the-
ory; and (d) EMd-GHS Hamiltonian in the limit where
all charges are zero () = 0, which is the standard un-
charged GR case. [The effective Hamiltonian for case
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Binding energy E'p normalized by the total mass M as a function of M for equal masses, v = 1/4, and for charge-to

mass-ratios q1/mi1 = g2/m2 = 0.99, 0.9, 0.5, and ¢1/m1 = —g2/m2 = 0.9. To improve readability, we show the plots only up
to the frequency corresponding to R = 1.05RLr or to energy Ep/M = 0.015. The point on each curve indicates the location

of the ISCO.

(c) is that of a charge moving in the Reissner-Nordstrém
spacetime, and for (d) it is that of a reduced mass in
Schwarzschild spacetime.] The difference between the
EM case (@ = 0 curve) and the standard astrophysical
scenario of uncharged BHs (@ = 0 curve) quantifies the
effect of the electric charges, while the difference between
the EMd Hamiltonian(s) and the EM case quantifies the
effect of the scalar charges.

We see from Fig. 11 that the electric charges have a
larger effect on the binding energy than the additional
scalar charges in EMd theory (except for almost extreme
charges). For small electric charges < 0.5 (lower left
panel of Fig. 11), the difference in binding energy be-
tween EMd theory and EM theory at the ISCO is only
9% of the difference between EMd theory and GR with
no charges, i.e., the scalar charge has a very small effect.
The difference between the two EMd-EOB Hamiltonians
increases with increasing electric charge and frequency,
but they still agree well. The binding energy of the two
Hamiltonians at the ISCO differs by ~ 6% for charge-
to-mass ratio 0.99 and by ~ 0.1% for charge-to-mass

ratio 0.5. For charge-to-mass ratios larger than one, a
naked singularity appears in the effective metric in the
Schwarzschild gauge; this is an unphysical feature arising
from the choice of gauge, and thus the EOB Hamiltonian
should not be used for small separations (high frequen-
cies) approaching this singularity. Note that, if one is
only interested in the inspiral, then the comparison of
the Hamiltonians via the binding energy can be stopped
already at the ISCO frequency instead of the LR fre-
quency.

The ISCO marks the end of the inspiral phase of the
binary coalescence and the beginning of the plunge. To
find the value of the ISCO, we set both the first and
second derivatives of the effective Hamiltonian to zero
OHe/OR = 0 = 0?Ho/OR? and set Pr = 0. Then, we
solve the two equations numerically for the ISCO radius
and angular momentum. The orbital frequency at ISCO
can then be calculated from Eq. (4.43).

In Fig. 11, the location of the ISCO is indicated by the
point on each curve. In Fig. 12, we plot the orbital fre-
quency at ISCO, scaled by the mass, i.e., M Qisco, versus



0.068 *‘ 1
L ‘\ \\\
£ 0.066f I \ 1
] r ] . )
S | /i EOBEH !
0.064 ;- EOB i 1
| I s \
7 ’: ----- - EOBYIS a=0 4
0.062 P e EOBga, @ = 0 Voo
o . . oy 1l
-1.0 -0.5 0.0 0.5 1.0
Q1/m1 = Q2/m2
FIG. 12.

22

0.13p
0.12F
0.11F

0.10;

A{Qisco

0.09

0.08F

0.0
(I1/m1 = —QQ/mz

Angular frequency at ISCO as a function of the charge-to-mass ratio g1 /mi from -0.99 to 0.99. In the left panel,

g2/m2 = g1/ma, while in the right, g2/m2 = —g1/m1. An ISCO frequency of 0.062 corresponds to an ISCO radius ~ 6.4M,

and a frequency of 0.13 corresponds to radius ~ 3.9M.

the charge-to-mass ratio g; /m with ga/ms = ¢1/m; in
the left panel, and ¢a/mg = —¢1/m4 in the right. From
the left panel, we see that for high charge-to-mass ratios,
the two EOB Hamiltonians do not agree well at this high
frequency. For same-sign charges, the ISCO orbital fre-
quency is lower than the uncharged case, which means
the ISCO radius is greater than the Schwarzschild value
of 6M. This is because the binding energy of charged
BHs is higher (less bound) than the energy of uncharged
BHs, as can be seen from the binding energy in Fig. 11.
For opposite-sign charges, the ISCO orbital frequency is
higher than the uncharged case because the binding en-
ergy is lower than the energy of uncharged BHs.

V. CONCLUSIONS

In this paper, we analytically modeled the dynamics
of binary BHs in EMd theory. In this theory, electri-
cally charged BHs also carry a scalar charge, whereas in
GR (and many modified theories of gravity) the scalar
charge is zero. Thus, the identification of a BH with
scalar charge through GW observations could point to
modifications of gravity in the strong-field regime and
violations of the strong equivalence principle. Observa-
tion of a large electric charge on BHs could be a trace of
minicharged dark matter and/or dark photons.

We began by considering the case of a test BH in the
background of a more massive companion in EMd the-
ory, wherein the scalar charge of the test BH decreases
as it moves radially inwards. Consistent with the results
of Ref. [40], we found that the dimensionless charge a(y)
exhibits a sharp transition [see Figs. 1 and 2|. However,
we showed that in a binary system, the scalar charge
of the test BH will change dramatically only very close
to the horizon of the background BH and only if both
BHs are nearly-extremally charged. Thus, these features
can be observationally relevant only in minicharged dark

matter and dark photons models, but not in the Stan-
dard Model of particle physics. Our study also showed
that binary BHs in EMd theory will not exhibit non-
perturbative phenomena akin to induced or dynamical
scalarization that are found in certain ST theories [see
Fig. 3].

We then used the PN approximation in EMd theory
to study the dynamics of a two-body system with an
arbitrary mass ratio. We derived the two-body 1PN
Lagrangian and Hamiltonian, and investigated how the
bodies’ scalar charges decrease with their separation at
next-to-leading PN order. As in the test-BH case, we ex-
pect that dramatic changes could occur only for nearly-
extremal charged BHs on very compact orbits; this is
a regime most easily probed by systems with extreme
mass ratios and/or rapidly spinning BHs. We derived
the scalar, vector, and tensor energy fluxes at next-to-
leading PN order. From the energy flux and binding
energy, we calculated the Fourier-domain gravitational
waveform for binaries on quasi-circular orbits using the
stationary-phase approximation.

Using our PN result, we discussed the possibility of
constraining EMd theory with GWs. Given current and
projected constraints on dipole radiation, we examined
how the degeneracies between electric and scalar charges
limit the bounds that can be set on the EMd parameter
a — constraining this parameter requires one to measure
the electric charges of each BH independently, and the
strength of this bound improves for larger total electric
charge [see Fig. 8]. We also estimated the observational
deviations from GR predicted in EMd theory with two
measures: the dephasing between PN waveforms in the
stationary-phase approximation [Fig. 9], and the differ-
ence in the number of useful GW cycles [Fig. 10]. For
ground-based GW detectors, we found that the presence
of electric and scalar charges contributes < 1 radian to
the phase provided the black holes have charge-to-mass
ratios of ¢;/m; < 0.01. We showed that the relative dif-

~



ference in useful cycles between EMd theory and GR pro-
vides an estimate of the fractional correction to SNR by
non-GR corrections; for systems with ¢;/m; < 0.1, the

deviations from GR affect the total SNR by a few per-
cent.

Finally, we constructed two EOB Hamiltonians for bi-
nary BHs in EMd theory: an EOB Hamiltonian in the
GHS gauge, which is based on the exact BH solution, and
an EOB Hamiltonian in the Schwarzschild gauge, which
is based on an approximation to that solution. The EOB
Hamiltonian in the GHS gauge is more physical in the
strong-gravity regime, since it exactly reproduces the dy-
namics of a test body, and hence will be more accurate for
systems with a very asymmetric mass ratio. The EOB
Hamiltonian in Schwarzschild gauge is easier to imple-
ment by taking the existing EOB Hamiltonians in GR as
a starting point and adding to it corrections due to EMd
theory. We compared the two Hamiltonians by calculat-
ing the binding energy and the innermost stable circular
orbit, and found that they agree well, except for nearly-
extremal charges at high frequencies [see Figs. 11 and
12]. The binding energy of the two Hamiltonians at the
ISCO differs by ~ 6% for charge-to-mass ratio 0.99 and
by ~ 0.1% for charge-to-mass ratio 0.5.

An important goal in future continuations of our work
would be the construction of a full (inspiral-merger-
ringdown) EOB waveform model in EMd theory. For
accurate predictions in the late inspiral, one likely needs
PN results for the Hamiltonian, fluxes, and modes to the
same order as they are available in GR, next to a cali-
bration of the model to NR simulations in EMd theory.
Modeling the merger and ringdown requires predictions
for the parameters of the final black hole and its quasi-
normal modes as a function of the EMd coupling con-
stant a (see, e.g., Refs. [79, 80] for partial results). Since
EOB waveform models in existing data-analysis infras-
tructure are formulated in the Schwarzschild gauge, this
gauge is probably the best compromise for the purpose
of GW data analysis. This gauge is also better suited
for creating a single EOB waveform model covering var-
ious alternative theories; for example, we demonstrated
that our EOB Hamiltonian in the Schwarzschild gauge
can describe both ST and EMd theories. Ultimately, one
could aim to construct a generalized EOB framework that
uses a physically motivated parameterization to encode
a range of possible deviations from GR.
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Appendix A: The 1PN two-body Lagrangian in
Einstein-Maxwell-dilaton theory

In this appendix, we derive the 1PN two-body La-
grangian in EMd theory using the Fokker action method
[56] (see also Refs. [57-59]). To derive the Lagrangian,
we expand the EMd action in Eq. (2.2), together with
the matter action for point particles in Eq. (2.3) and the
mass expansion from Eq. (2.7). After that, we obtain the
field equations for the potentials, solve them, and plug
the solutions back into the action to get the Lagrangian.
Throughout, we work in the harmonic gauge g**T},, = 0
and the Lorenz gauge 0, A" = 0. Also, in this appendix
and the next, we explicitly write ¢ and G for bookkeep-
ing.

1. Expanding the metric and connection
coefficients

Before expanding the EMd action, we start by expand-
ing the metric in powers of v/c [81],
goo = —14+2V —2V2 4 .|
goi = —4Vi+...,

i = 5ij =+ 2V(5ij + ..., (Al)

where the potentials V' ~ O(1/c?), and V; ~ O(1/c3).
The inverse metric satisfies gh* gy, = o .

The connection coefficients in terms of the metric are
given by

1
FuuA = §gup (akgpu + avgpk - apguk) . (A2)

Plugging the metric expansion in terms of the potentials
yields the connection coefficients to O(1/c?)

I = -V,

% = -8,V

oo = —0;V 4+ 20;V? — 49,V

I =2(0;Vi — 0;V;) + 6,500V,

I =2(0;V; — 0;V;) + 61,00V,

[ = —(1+2V) (6;;0,V + 0.0,V — 6;0;V). (A3)

2. Expanding the action

The action of EMd theory is given by Eq. (2.2). We
can divide that action into four pieces

S =8y + S, + Sem + Sm (A4)
where S, is the gravitational action, S, is the dilaton
action, Sep is the electromagnetic action with the dilaton
coupling, and .S,, is the matter action.



In the Einstein frame, the gravitational action is the
same as in GR. The Einstein-Hilbert gravitational action
can be written in the Landau-Lifshitz form

3 v A
dtd3z \/—gg" (FZAF wam)

(A5)

S = 16G

Substituting the connection coefficients from Eq. (A3) in
terms of the potentials leads to

04 3

— 680V AV + 80, V;0;V; —

—20;,V0o;V —160;VoV;

80,V;0;Vi|. (A6)
Imposing the harmonic gauge condition g’“Tf;V = 0 gives
oV + 9;V; = 0. Applying that condition in the action
and integrating by parts yields

_ Bl — 929, .
So= 157 /dtd z| ~ 20,V O,V + 200V 0V
+80:V;0,V;]. (A7)
The dilaton action is given by

—— 3 —__uv

Sy e /dtd z/—99"" 00y . (A8)
Since ¢ is of order 1/c?, then to O(1/c?)

Sgo = _87rG /dtd393 (—80(,060@ + 8%,0(’)%,0) . (Ag)

The electromagnetic action including the dilaton cou-
pling is given by

Sem = dtd*xz/—ge 2" F,, F" (A10)
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with the electromagnetic field F,, = V,A4, — V, A, =
OuA, — 0, A, and the vector potential A, = (Ao, 4;).
The component Ay = O(1) + O(1/c?) + ..., while the
components A; = O(1/c) + Therefore, expanding
F,, F" to O(1/c*) leads to

F#VFP'V = —20;A00; A9 + 26'JA16JAZ + 409 A;0;Ag
20,4;0,A; (A11)

Because the last two terms in Eq. (All) are of order
1/c%, we can use integration by parts and the Lorentz
gauge condition (d,A* = 0) to replace these last two

J
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terms by 2094000 Ag. Since \/—¢g = 142V, and e~2%¥ ~
1 —2ap + ..., the action becomes

1

S = L / dtdPa[(1+ 2V — 2a0)0;Aod; A

8w
— 0;4,0;A; — 60A080A0]. (A12)
The matter action S,, for point particles at monopo-
lar order (dipole/spin and higher multipoles neglected)

is given by
\ G V4R /¢

(A13)

- ZA:/dt {mA(ap)c2

1 dz*
caadn=gr ]

where the field-dependent mass of each body has the ex-
pansion given by Eq. (2.7)

m(p) =m {1 +ap + %(oz2 + B)* + 0 (1/°) | . (A14)

Defining the mass density p, in terms of the constant
masses

pg =Y mad’(@—ma), (A15)
A
and defining the electric charge density by
(A16)

Pe = ZQA53($ - wA)v
A

then the matter action to O(1/c?) can be written as

1 1
Sm/dtdgm{pg<c +2’U +V +§%+ V2

1 . 1
— —V?%? — 4Vivlc> + pgoup (—62 + —0v? 4+ VC2)

2 2
L 2 2 L
—5¢ pg(a” + B)p” + pe | Ao+ EAiU )

(A17)
The parameters a and [ will be assigned a subscript

when multiplied by the delta functions in p,.

3. The field equations

Combining the expansion of the action from the pre-
vious subsection, the total action at 1PN order is given
by

4
C
§— /dtd3a: { (SO0 + 200V OV +80,V;0,V)



]. ].U
2 2 ‘7 2
+pg —C +7'U + C +7ci2

A

_87TG(

8

Varying the action with respect to the potentials V;,
A;, V', p, and Ay respectively yields the field equations

V2V, = _LLLTTGP,QU?: , (A19)
V24, = —%ﬂpevi, (A20)
v = -1, - T, (202 - V02>
T e~ S0, (A21)
Oy = _‘lzTGpg |:—04 + %av2 +aV —(a®+ 6)4
+ %&AO@AO : (A22)

OAg = 4mp. — 2VV2 Ay — 20,V 0; Ao + 2apV? Ay
+ 2a0;90; Ao , (A23)

where [0 = —93 + V? is the flat d’Alembertian.
The first two equations can be solved directly for V;,

?LIld Az
i i
V= G ([ miv L _Mmav , (A24)
A\ | —x1| |z — x|
1 i i
Ai P ( Q1vl + q2'U2 ) . (A25)
c\|x—x1| |x— 2

To solve the other three equations, we first rewrite the
terms 0;Ap0; Ag, 0;00;Ag, and 9;V 9; Ag using the iden-
tity

V2(x€) = XV + EV2x + 20;x0;:¢ (A26)

J

G mi mo G 82
V:2<| + )—1—264<m1&&2|$—w1+m2

c T — x| |T— X

+ i [(1 + 2V — 2a<p)8,-A08¢A0 - @Ai@in - 8014080/10} + Pe <A0 + cl2A1UZ> }
™
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1 ,
+ gVU2 — V32— 4%1}’0]

2

1 1
—AopBog + Bipdip) + pgarp (—02 +5v7+ Vc2> = 56pg(0” + B)i?

(A18)

(

where y and & are any scalar functions. Using that iden-
tity, Eqgs. (A21), (A22), and (A23) can be written as

4G G 3 5 9 4G
BV = =" Ps =~ rs (2” — Ve ) T P
G 2 2 G 2
~5aV (Ag)? + AV 4, (A27)
4 1
Op = —%Fpg |:—0204 + 50&12 +caV - (a? + ﬂ)cp}
Ga Ga
— CTonon + 27:4v2(A0)2 ) (A28)
OAg = dmp. — V3(VAg) — VVZAg + AgVV
+aV3(pAg) + apV?Ag — aAgV3p. (A29)

At this point, one could split the fields into separate
PN orders, followed by further simplifications of the ac-
tion through partial integrations and use of the field
equations. Eventually one would only need an explicit
expression for the leading order solution to the field equa-
tions here in order to obtain the 1PN Fokker action. This
is essentially the “n+2” method from Ref. [58]. However,
at this order this does overall not provide a big simplifi-
cation, and we need a solution for the 1PN scalar field for
Figs. 4 and 5. We therefore proceed by solving the 1PN
field equations and straightforwardly insert the solution
into the complete action.

To solve those three equations, we first solve for the
leading order terms of V| ¢, and Ap, and then insert that
solution back into the right hand side of the equations.
Equation (A27) yields

0? 3G [ myv?
_ £B2| + |

— |z o + mav3
ot? 2t \ |z —x1]  |x — o

G? 1 1 G? 1 1
— = mimy + — —Q1a2mima +
c rle — x|  rjx— x| c rle — x|  r|le— x|

G Q1 Qo e 1
- — — A30
2c4 (:n—w1| + B T ane r|lT — x| +r|w—m2| ’ (A30)
where r = |x1 — x2| and

2 2 2

(% (n1 "Ul)
L= —A g O A31
8t2|$ 2| | — a1 o |z — x| (A31)
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with ny = (¢ — x1)/|x — 21|, and a1 = dv; /dt is the acceleration.
Solving Eq. (A28) and using Eq. (A31), we get

G arm aam G ny - vy)? G o - Vg)2
oo ( L 22>+<nm(m-m+(1”)+cmm(mwm+(22”>

A \|xg—x1| | |x— x 2ct |z — 1] 2ct | — x2
G? ai + as(a? + as + ap (a2 +
+ & mamy 1+ ao(af 31)+ 2 +ai(az + f2)
c r|le — x| r|le — x|
Ga 1 1 a 2
— e + S (R LI . (A32)
c rle — x| 1T — x| 2 \|x—x1| |z — x|
The solution of Eq. (A29) for Ag is given by
2 . 2 2 . 2
VP (| S S S O . Vi N (. S (- )
e — x|  |x— a2 2¢2 \ |z — x| |z — x| 22 \ |z — xo | — x5
G m m
+2<(1+aa1)1+(1+aa2) 2 >( L — )
c |z — x| |z — s |l — x| |x— a2

G m m G m m
+ (4 aa) -2 4 (14 aa) 2 ) - 2 (14 aon) — 2 4 (1 4 aas)—2L ) (A33)
¢ rle — x| rle — xs c rle — x| rle — xs

4. The 1PN Lagrangian

The total action, after using the field equations and integrating by parts, can be written as

1 41 3 , 1 1 ,
S = /dtd3:c [pg (—02 + 02 4+ v + §V02 + ZV’U2 — 2\/;1)’0) ~+ pe (2A0 + 2142»1)2)
c

2 8c?
1 1 1 1 G
+ SPgp (—02 + 2v2> + iperV - iaperap + @pg(l + aa)A%] . (A34)

Substituting the potentials gives acceleration terms that can be eliminated using integration by parts in the action

/dt(n'al) :/dt (_Ug+ (n-v)?*  (n-vi)(n- vy Lo .vg)’ (A35)

r r r r

where n = (1 — x2) /|1 — x2|, and a1 = v;. Finally, integrating over space term by term and simplifying leads to
the 1PN Lagrangian

1
L= —m102 — m202 + Lo + fQLl R (A36)
c
with
L :lm v2+1m vs + G(1 + a1« )M,@
0 2 1Y% 2 2Ug 1662 r r )
1 1
L1 = —myv} + —movy + 092 [v1-v2 + (- v1)(n - va)]
8 8 2r
Gmim
+ 27;2 [(3 — 0410z2)(’0% + ’U%) — (7 — 0410[2)(’01 . ’02) — (1 + 0&1042)(’", . 'ul)(n . ’Uz)]
G?*mim
— % [(1 4 2a102)(my + m2) + miai(a3 + Bo) + maai(ad + $1)]
G G
4 7qn12q2 [mi1(1 4 aay) +ma(l + aag)] — 2,2 [m1g3(1 + ac1) + magi (1 + aas)] . (A37)
[
Appendix B: Energy flux to next-to-leading PN The derivation follows the one used in Ref. [43] in the
order in Einstein-Maxwell-dilaton theory context of ST theory.

In this appendix, we derive the next-to-leading order
scalar, vector, and tensor energy fluxes for general orbits.



1. Scalar energy flux

The scalar field in a radiative coordinate system can
be written as

1
PX) =0t UM +0( 7). (@B
where R = |X|, U =T — R/¢, N = X /R, and the
Einstein-frame radiative scalar multipole moments are

defined by

Y(U,N) =

L rg®
GZHCMN o). (B2)
>0

In this notation, an uppercase index denotes a multi-
index, such as N¥ = N“@N% .  N% A superscript
in parentheses denotes derivative, such as ¥ (U) =
d*W/dU*".

Next, to relate the radiative moments to the source
moments, one defines ‘algorithmic’ moments that serve
as functional parameters for a general external metric.
Based on the arguments in Refs. [43, 82|, the radiative
moments coincide with the algorithmic ones to O(1/c?),
and the algorithmic moments agree with the source mo-
ments K, to order O(1/c?)

v, =00 401/, (B3)
v — K+ 0(1/ch). (B4)

The source moments are defined by

1 98
K= | &Pz |28+ s @ T —
L / . {“ 2(20 + 3)c2
where the hat on z;, denotes a symmetric trace-free pro-
jection on the ¢ indices. The source function S is defined
by the field equation for ¢ as

4G
The scalar energy flux
Fs = —cR? f{ T N'dQ, (B7)

where the scalar part of the stress-energy tensor is given
by

Tiu = % [Vusovuso - ;QW(V‘PF} . (B8)
In the far zone,
A
T5i~ o= GaOQOaz(P ~ g i), (B9)

where, in the last step, we used the relation

0yp = —N; oo + O(r/RQ). (B10)
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The scalar flux becomes

B 3 oY 2
7= g | # (50)

dQ L AP (D) (g D)
_GZC%H i T NENPeTR ) et ().
£>0
(B11)

To integrate over the solid angle, we use the integration
formula given by Eq. (A 29a) in Ref. [83], which yields

1 (£+1) (+1)
Fs :G;—C%Hm(%“)”% (e ()
>0

2) 1, (2 (3) g (3)
W) . \115 Iy N v

c c3 cd

+ ...

)

(B12)

where the first term is the monopole flux, the second is
the dipole flux, and the third is the quadrupole flux. In
terms of the source function S, those multipole moments
needed for the calculation of the next-to-leading order
flux are given by

/d3 [S+ —zdi( 2S)} , (B13)
U, = /d% [mi5+ %%( 23&5)} 7 (B14)
U, = /d?’x (mﬂ - ;x%ij) S. (B15)

The 1PN field equation for ¢ is given by Eq. (A28)

4rG 1
D@:—1p9|: a+2—2av +aV — (ozz—l—ﬁ)tp]
GaA0V2A0+ @W(AO) . (B16)

The last term in that equation can be moved to the left
hand side by a redefinition of the field, and since A3 ~
1/R?, we can neglect that term to O(1/R). The other
terms are expressed in terms of delta functions. Hence,
we can write the source function S as

:ZaAé?’(:v—:L'A), (B17)
A
with

v? mims

o1 =—mioq (1 - 2012> +a, (a1 + ajas + frasz)
aqiqz

_ B18
(B15)

and similarly for oo, where » = &1 — 5. In the center-

of-mass coordinates, we define
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x, = ma . +0 For the monopole and quadrupole fluxes, the multi-
M 2 )’ pole moments in the center-of-mass coordinates can be
my 1 written as
ro=—>"1r+0(— (B19)
M c2 d 5 -
g = — - — ——, (B24
Thus, o1 can be written as dt (1 +02) 6c (maon +m1as) de3 ’ ( )
3
@ _ & (i Las
o1 =—mioy + 212 miagv? U, = —v(maan +m1a2)dt3 (7“ r—gr di; | . (B25)
v 2 aqiqz . L. . .
+ 2, | + ajag + frag — M| (B20) Differentiating, and using the relations
c
The multipole moments can now be written in terms of di _ G12M n+oO ( 1 )
o after integrating the delta functions dt?
dn v-—1rn
doq  miag d? - = ) (B26)
v = 142 B21 dt r
At 6c2 di? it ’ (B21)
2 4
@2 _d miay d where
v, =0 (zioy) — 102 dt4 iri 142, (B22)
3 d? _ Qg2
\I!Z(.j) =-—miai g (xlxl 513) +1+2, (B23) G2 =G (1 +araz My )’ (B27)
where, in the higher order terms, we used 0y = —mja;. we get
J
2G1oM My . 2a
\I/(l) = 3 2377“2# (XQO[l + X1a2) ﬁ?‘ |:Oél + oo + 04%052 + a%al + ﬁlag + ﬁgal — ]\31/:12:| s
G M o o o 2
\IJS’) = T2 2k (Xias + Xoaq) {67*71%3 —4(n'v? +n'v*) + 31*51-]-] . (B28)
72

Squaring leads to the monopole and quadrupole scalar fluxes

vOY® G (GaMp\? 1 2
Mon 12V [ .2 2 2 aqiqz
= Gi = — S —
s c cd ( 72 ) ' {1+a1a2 %\I/Iqj <a1+a2+a1a2+a2a1—1—61042—1—,62041 Muy )
9 2
+3 (Xoaq + X1012):| - (B29)
L S N e TN VA 88
uad ) 3 12M [ 2 .
fg =G Jc5 J - 3065 ( 7~2 > (XlOéQ + XQOél) <32'U2 — 37’2> . (B?)O)
[

For the dipole flux, we need to write &1 and x5 in the —M(X +X vo? B GiaMv ) i (B32)

center-of-mass coordinates to 1PN order. From the boost ! 2 2c2r )’

invariance of the Lagrangian, we obtain [43]
and similarly for py. This leads to the dipole moment ¥;

11 1 in the center-of-mass coordinates
T = r+ O ( 4) ,
p1 + pe2 o — & P2 & M1
i1 1 o mae \ e ) T G e 2
Ty = — r+0|(=], (B31) M1 T H2 M1 T M2
fu T po ct Jz 2 2 o,
+W(X1a2—X2a1)d4(r ). (B33)

) To calculate the dipole flux, we also need the 1PN accel-
p=m (14 v Giamy L0 1 eration, which can be derived from the 1PN Lagrangian,
N and we obtain
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d? Gi1aM 2 1-— 2M 3 GioM
ar G2 nlls v* 3+ aran + qige/2Mp _ 2 29,012
dt? r2 c? 1+ aras — qrq2/Mpu 2¢2 c2r
Gi1aM 1 @ g3
- 122 5 | 2v 1+a1a2—w +X2 (1+aa2)+X1—(1+ao¢1)
csr 7102 Mp Mp Mu
(1 + ajae — m)

— 2a % (X1a1 -+ XQQQ) — %(5 — 041042) =+ 4(1 + 0[102) -+ Xgﬁloé% -+ Xlﬂga%‘| }

Gi12M . 4—qq2/Mp 1
— v — ol—=|. B34
22 Y [ "1t aras —q1q2/Mp ct (B34)
Finally, we obtain the dipole scalar flux
i G (GuMp\’ G12M
fd P = 363 ( 7,2 (al - 042) + f'r‘2 2 f fis/r 3 (B35)
with the coefficients
-1
S 2 2
f7;2 = 1_1_041042_%;1:{8(0&1 — Oég) — 21/(Ot1 — QQ) (]. + 041052)
+ (Oél — ag)(l + 0110(2) [Xl(Oél + 3042) — XQ(OQ + 30&1)} + 2(041 — ag) (Xloélﬁg — XQO&QBl)
‘J’\}qj 201 = v)(a1 — a2)? + (X1 — X3) (a1 — @2)(2a + a1 + )] } (B36a)
2
S = — {5(041 — )} (1 — araz) + 5(aq — ag) (X101 82 — Xoasfi)
5 (1 + a1 — W)
25 11 35
+ (a1 — a2)(1 + aqan) {—2(1 —v)(og —ag) + — (X22a1 — X12a2) + 5 (X101 — Xoan)
+ qul\f (a1 — a2) [5(1 = 5v) (a1 — @) — 10a (X — X5) — 11 (X2a1 — X2as)]
_ 9G1G2
2M (Oé — OZQ) [2 (Xloq — XQOLQ) =+ 3 (Xloég — XQOél)] 5 (B36b)
2
fig/r = —5{51/(041 — 042)2 + 5( — O(Q) (Xl Xg) + 6(0&1 — (XQ) (XQQOQ — X12042)
+ Sl — ap)” —q1q2(5—aa +2aX 01 + 2aXs09) + X 2(1—|—aoz)—|—X 2(1—|—ao¢)
( q1q2)2 My 1002 10 2002 2Mﬂ 2 1MM 1
Mp
5(ay — 042)2 2 2
+ 5 [4(1 + 041042) + X20£261 + Xlalﬁg] . (B36C)
(1 —+ 10 — %)
This flux reduces to the ST dipole flux derived in Ref. [43] in the limit where the electric charges are zero.
[
2. Vector energy flux A(X,T) RZ i e{ I 1Q§? ()
>1
The calculation of the vector flux is similar to that of ¢ .
the scalar flux. The vector potential can be written in aiabNaL,lMéLl1 . (B37)

terms of radiative multipole moments as [84]

=32 eV o)

£>0

RE

As was done in the previous subsection, the radiative
moments can be related to the source moments using
algorithmic moments. At leading order, the three agree,



and we can express the electric and magnetic multipole
moments directly in terms of the source moments

N 1
QL(U) :/de |:pr+ m

- 2+1  _ dl,
C+1)20+ 1) " dt

ML (U) Z/d?’x |:E<L—1mie>+

1 s d
92(90 + 3)c2 >
2(20 + 3)c? P12 mm} ¢>1, (B39)

a:ZAL dQP
dt?

}, (>0, (B38)

where the magnetization density m = a x J. The source
functions p and J; are defined by

4
OAp = dnp,  OA;= -2, (B40)
C
The vector flux
Fy = —cR? 7{ NTEMAQ, (B41)

where the electromagnetic part of the stress-energy ten-
sor is given by

T = 8% —2a¢ <2F F,° ;QWFQ) . (B42)
In the far zone,
TEM — iFOjFij
4
= % (00A; — 0;A0) (0:A; — 0;A;) . (B43)

The vector flux becomes

R? OA; DA,
fv_m/dQ[aU ou

. OA; OA;
NﬂaUan}. (B44)

The vector potential A;, to the required order, has the
multipole expansion

1 1
A = |: Q(l) 6” NjM(l) N]Q(Q):|,

(B45)
which leads to

R? 0A;\°
— [ dS2
dme < ou >
3)
_QPQP | MPu®  QPQ7 | (1
c3 6¢cP 12¢5 c’

1 |:2€-|— 1 (ev1) ~041)
: : 20+1 ; ;
= ¢ o020+ 1)

Y4
n M£Z+1)M£€+1):| 7 (B46)

Al +1)
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and
/d 6A 0A;
oU oU
303 30c5 c?
_ 1 (1) A(04+1)
- Z 21020 + 1)HQ Qr (BA7)
>1
Hence, the vector flux
_ 1 L+ 1 (er1) A (04+1)
fV_Zc%He!(%H)u[ ¢ YL ¥
>1
! (e+1) (e+1)}
+ 55 Mp M B48
2(l+1) (B48)
00 @ M.(Q)M.( ) Z(?;) E?)
_ 204 CMT Q5@ )
3c3 6¢c° 20cb

The first two terms give the dipole flux, and the third
term is the quadrupole flux. There is no monopole flux
because of the conservation of the total electric charge.

The 1PN field equations are given by Egs. (A20) and
(A29), which are
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04, = ——pe', (B50)

OAg = 4mp. — VVZAg + AgV2V 4 apV3 A,

—aAgV?p — V2(VAp) +aV3(pAy). (B51)

The last two terms in the above equation are of order
1/R?, and hence do not contribute to the next-to-leading
order flux. The source functions p and J* are then given
by

(B52)
(B53)

p=pe=q0°(x — @1) + q20°(x — ),
J' = pev’ = 6 (x — 1) + g2050% (@ — x5).
The function p is simply the electric charge density be-
cause the higher order terms from the field equation can-

cel when summed over the two bodies.
For the dipole flux, we need Q; and M; to O(1/c?)

1 &2 , 3 d
R 3 . (20 (T
@ /d v [x”"" 0P qE )~ Tz (m“‘]J)}

:<CI1 = —q2 i )Ti
H1 + 2 M1+ 2

n 1 m3 m3\ d? ( i 2)
vy - — \T'T
102 qlM?’ CSVEN T

dt
3 m% m% d 9,7 2(5”
_ my _ Ll (e
10c2 M3 M3 dt 3 ’
(B54)
M; = Q1€ijkffj1‘71’f + Q2€ijkx%U§
m3 2 -
(ql VPR MQ) EijkT’v (B55)



Differentiating and using the 1PN acceleration from
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Eq. (B34), we obtain the next-to-leading order vector
dipole flux

; 2 (GoM Gi1aM
}-‘12p3< 12 M) [(% _ > +fv2 2+f +flv/r 12 ]7 (B56)
with the coefficients
v_2(x2q _ y20 q1_q72 v 2 o) (g1 o) (2 22
5 my msy 2 mp M2
1 ( Q1 )2 ( q192
| = - == 24 6v+ 201023y — 1) + —=(1 — 6v) (B57a)
1+ ajan — % Mu
2 4192
X, — X 8—4v(l + ajag) — 249L2(1 — 2v
v _ a1 g2 3V+( 1— Xo)(q1 + g2) ( 1az) M ) ’ (B57b)
" my Mg M(Ll_ﬁ) 1+a1a27%
ma ma
f‘? — 9 <q1 _ q2>2 o n g qul/ml X%QQ/’ITLQ . q1492 5 — (109 +2a (X10Z1 +X20[2)
1/r = — 2
mp Mo 5  qi/m1—q2/mo Mu (1 +ajas — %)
LX) (@ ta) 4(1 + 0n2) + Xo 7 (1 + acn) + X1 5% (1 + aon) + Xo0361 + X106 (B57¢)
M4 — 92 q192 2 . ¢
m1 e (14’&10&27 M,u)
For the quadrupole flux,
1 a1,
= /d% (a:ixj - 3:526”) = (XZq + XTe) =5 (Tw - 37“25”) ; (B58)
which leads to
33 2 2
Quad _ @iy Qi 1 (GiMp @ a2 2 88,

W= e = 300 ( 2 Xegp &) (B2 =357 ) (B39)

3. Tensor energy flux

The metric in radiative coordinates
1
G (XH) = Moy + RH,W(U N)+0 (R2> (B60)

where the radiative multipole moments M and Sy, are
defined by

HI"(U,N) _4GZ£‘ — [NL M), (U)
£>2

20 () T
- mNhL_2€hk(iSj)kL—2

( HTT>

Fy = 327rG

(

The radiative multipoles agree with the source multipoles
I;, and J up to order

My = I, +0(1/c%), Sy =Jp+0(1/c?), (B62)
where [43, 84]
1 0%c
_ 3.0~ 2~ 070
Ip(t) —/d {L‘|:SL'LO'+ 2(2£+3)62x zr 512
42¢+1) . Oo®
- ST, | B
C+1)20+3)2 " ot (B63)
t) :/d3$€hk<z‘ﬁL—1>h0k~ (B64)

In terms of the multipole moments, the tensor flux is
given by
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1 C+D)LH2) (e41) (e+1) 40(¢ + 2) 041 (+1)
=G M U)M U)+ -8 HU)S U
;c2@+1£!(2£+1)!! 0e—1) r (M) + (U —-1)(+1)F ()5 (0)
Cuey® G @ 166G o) 0
- @M] Mij + 189¢7 MijkMi]k 45¢ 7Sz] Sz] +0 (1/C ) ) (B65)
[
where the first term is the mass quadrupole flux, the . Wi _ | ik (B74)
second is the mass octopole, and the third is the current ik = # M2z M2 ’
quadrupole. m2  m2
, _ 2 1| hk(j,.i),.h,k
The source functions o and ¢! are given by Sij []\42 - ]\42} eEUpthphok, (B75)
TOO Tss ) TOi where
az%, o=, (B66) )
?’Zj = Ti’rj — §T25ij, (B76)
and from the 1PN field equations (A27) and (A19) 3 o P2 . -
Pk — pipiph _ (rléjk + 75tk rkél]) , (B7T7)
o1 |
UV = _47CTTG ) ovi = —4:736: Y (B67) eMlipiphyk = [25}*]7“1 + iEthT] - gahkmrm riok.
(B78)
with . . o .
Taking the time derivatives of the multipole moments
) 3 ;3 and squaring, we obtain the tensor flux
o' =myui0°(x — x1) + mavyd® (T — x2), (B68)

o Giramimg

a:{ml—i— myvy — }6(:13—:1:1)+1<—>2.

(B69)

2c2 cr

The multipole moments needed for the next-to-leading
order flux are M;;, M;;j, and S;;, which are given by

Ty

3 2 G12m1m2 Qi
M,]_(m1+22 ’U*T *J

Fr = 185(55 (Gliiw“ )2 [120% — 117?]
4;?07 <G1ié\4ﬂ> |:fT ot 1 fT a0
+ fR 4 L, LQM”
+ fE /TM flT/GQ”MQ] (B79)

2 9 d with the coefficients
’ITLl2 jx%‘/lej . 077121 k/\zgk +1o 2
14c¢? dt 21c dt . 785 4+ 11310 — 281 q1q2
(B70) T = SE—T'? —852v|, (B8&0a)
My = miZ7% 4 mozid®, (B71) T M
D o 1487 + 2551 g — 563 L2
Sij = mlE k(i 1>J}}1’U1 + 1<+ 2. (B72) 3;7.‘2 B [ 1 o 3\1/[(12 Mp 13921 ,
o
In the center-of-mass coordinates, this becomes (B8OD)
687 + 127y a9 — 267412
3 G12M =3 1 Oz 2 —6200| , (B8OC)
M;j = pu 1+ﬁ(1—3y) 2 (1-2@} Taree = Gy
Py 2 g fle =16(1 — 4v), (B80d)
1-3 7 = 28 (1 = gy) b7
T e 14c 2 (1= 3)gr 21 (LG
(BT73)
8
ZQ/T =— 5 120(1 + a102)(17 — v) + 4o s (1l + a1a2)(22 — 5v) + 84M Xo(1+ ans)
(1 + e — %}‘ﬁ)
812y, (1 G (67— 900) — 168712 (X0, 4 X NE 491 — 40
+ My 1( +aa1)+M2u2( —20v) — M( a1 + 2042)‘@( — 40v)
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o T =400 84 (S o) | (500
A i g
72 = 5 | (1 + a1a2)(367 — 15v) + 3agas (1 + ) (29 — 5v) + 84mX2(1 + aaw)
(1 + Q10 — %
2 2 2 a 9
+ 84]\%&(1 +aar) + ]\‘]412(1;2 (73 — 150) — 168 ;{}ZQ (Xiou + Xaaz) — ]‘f}ff (262 — 150/)
_ 2—3\1;; a102(38 — 150) + 84 (X10285 + X2025:) ] . (B8Of)

. o . 2 2
This flux reduces to the one derived in Ref. [85], in the n qile(l +aar) + q—ng(l n aag)} } (B82)

context of ST theory, when the electric charges are zero Mp My
and after converting the notation to the Jordan-Fierz
frame. Applying the Euler-Lagrange equation and using 7 = 0
and v = r() leads to
i i G12aM 1
4. Energy flux for circular orbits 02 — 123 [1 — 3£y +0 (4)] 7 (B83)
r c

In this section, we express the energy flux for circular )
orbits in terms of the gauge-independent parameter x, where the parameter v is defined by
which is defined by

G2 M
2/3 V= (B84)
7= <G12]3\49> ’ (B81)  and the the coefficient f, is defined by
c
1
where (2 is the orbital frequency. To do that, we need to fy= TR G3y(1 —2v) + G12(3 — aran)
find the relation between r and €2 to 1PN order (Kepler’s 6G1,
third law). We start by writing the Lagrangian (3.1) in +2(1 + a1a2)? + 2X003 81 + 2X,103 3,
the center-of-mass coordinates @ @
—+ 27X1(1 + aal) + 27X2(1 =+ aag)
1 G1aM M M
L:—Mc2+§m}2+ﬂ K s
" - 4% (14 aXio1 + aXzas) |. (BS5)

1(1 A
+ 62{8(1 — 3v)uv

Substituting « instead of 2 and inverting Eq. (B83), we

N G1aMp 3—aan I I S obtain
2r 1+ aja — %
Ao ymell+ferO ()], (B8)

|:(1 + a1a2)2 + X2a§ﬁ1 + Xla%BQ

2
2q7“q To express the flux for circular orbits in terms of ~, we
_9 ]\14 2 (1+ aon X1 + acs Xs) set 7 =0 and v = rQ) and then use Egs. (B83) to obtain
I
G 5 4 2, G 5 5 [.s s 16 2
Fs = @1/ Yo — az)® + 3G%2V V| for + fi)e + 5 (X1ag + Xoa1)™ |, (B87a)
]___2GC5V24 @ @ 2+QGC5V25§X‘171+X22+]¢V+]0V (B87b)
VT 362, m ma 3G2, 5\ my g R
32G° , 5 2GS 5 6 (. T T
7= 5e, " oseg,” (£ 4 £y + 1)+ 10081, ). (B8Te)

Using Eq. (B86) to express the energy flux in terms of = instead of v leads to Eq. (3.13a).
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