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H I G H L I G H T S

• Three eye-tracking experiments explored limits to prediction in language processing.• Speech rates, visual context preview time, and participant instructions were manipulated.

• A normal speech rate only afforded prediction if participants had an extensive preview.• Even explicit instructions to predict led only to a small anticipation effect with a normal speech rate and short preview.• These findings are problematic for theoretical proposals that assume that prediction pervades cognition.
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A B S T R A C T

There is a consensus among language researchers that people can predict upcoming language. But do people always
predict when comprehending language? Notions that “brains … are essentially prediction machines” certainly suggest
so. In three eye-tracking experiments we tested this view. Participants listened to simple Dutch sentences (‘Look at the
displayed bicycle’) while viewing four objects (a target, e.g. a bicycle, and three unrelated distractors). We used the
identical visual stimuli and the same spoken sentences but varied speech rates, preview time, and participant in-
structions. Target nouns were preceded by definite gender-marked determiners, which allowed participants to predict
the target object because only the targets but not the distractors agreed in gender with the determiner. In Experiment 1,
participants had four seconds preview and sentences were presented either in a slow or a normal speech rate.
Participants predicted the targets as soon as they heard the determiner in both conditions. Experiment 2 was identical
except that participants were given only a one second preview. Participants predicted the targets only in the slow
speech condition. Experiment 3 was identical to Experiment 2 except that participants were explicitly told to predict.
This led only to a small prediction effect in the normal speech condition. Thus, a normal speech rate only afforded
prediction if participants had an extensive preview. Even the explicit instruction to predict the target resulted in only a
small anticipation effect with a normal speech rate and a short preview. These findings are problematic for theoretical
proposals that assume that prediction pervades cognition.

1. Introduction

The notion that “brains … are essentially prediction machines”
(Clark, 2013; cf. Friston, 2010) is becoming more and more influential
in the cognitive and neurosciences. It is argued that prediction is a
fundamental principle of human information processing and offers a
“deeply unified account of perception, cognition, and action” (Clark,
2013). In the present study we test this hypothesis by focusing on the
prevalence of prediction in language processing. Indeed, if prediction is
the grand unifying principle of the human mind, then it must also be the

unifying principle of language processing.
A problematic issue in the literature is that the term prediction is often

ill-defined or defined differently by researchers within a particular field of
inquiry (e.g. psycholinguistics) or across fields (visual perception re-
searchers for instance tend to talk about quite different things than psy-
cholinguists when they talk about prediction). Perception researchers
working within the predictive coding framework, for example, often use a
statistical definition for prediction. Prediction according to this view is not
necessarily about the future but refers to the absence of sufficient data about
current but not yet fully observed events (De Lange et al., 2018). When we
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use the term prediction here, we refer to prediction in a psycholinguistic
sense, namely prediction being strictly and straightforwardly about the fu-
ture. We define prediction in language processing as any pre-activation of
up-coming input (Huettig, 2015, but see Ferreira and Chantavarin (2018);
Kuperberg and Jaeger, 2016, for a different view). This definition avoids
making a rather arbitrary decision about what constitutes prediction and
what does not.

People can predict up-coming language. To the best of our knowledge
there is no contemporary language researcher who believes otherwise. The
experimental evidence suggesting an important role for prediction in lan-
guage processing is overwhelming coming from a variety of experimental
methods such as EEG (e.g. DeLong et al., 2005; Van Berkum et al., 2005;
Wicha et al., 2004), MEG (e.g. Dikker and Pylkkänen, 2013; Dikker et al.,
2010; Fruchter et al., 2015; Gagnepain et al., 2012; Sohoglu et al., 2012),
rTMS (Lesage et al., 2012), ultrasound recordings (Drake and Corley, 2015),
fMRI (e.g. Boylan et al., 2014; Willems et al., 2015), eye-tracking during
reading (e.g. Boland et al., 1995; Staub and Clifton, 2006), and eye-tracking
during listening (i.e. visual world eye-tracking, e.g. Altmann and Kamide,
1999; Arai and Keller, 2013; Kaiser and Trueswell, 2004; Kamide et al.,
2003; Kukona et al., 2011; Lowder and Ferreira, 2016). Note that people do
not necessarily predict individual words but pre-activate information at
various levels of representations (e.g. semantic, syntactic, phonological, etc.)
and that there are considerable individual differences in people's tendencies
to pre-activate upcoming language (see Huettig, 2015; Pickering and
Gambi, 2018, for discussion).

This wealth of experimental evidence and a Zeitgeist of prediction
becoming increasingly important as a theoretical construct in the sci-
ences studying the mind have resulted in a large number of theories of
predictive language processing (e.g. Altmann and Mirković, 2009; Dell
and Chang, 2014; Federmeier, 2007; Ferreira and Chantavarin, 2018;
Hale, 2001; Hickok, 2012; Huettig 2015; Kuperberg and Jaeger, 2016;
Levy, 2008; Norris et al., 2016; Pickering and Garrod, 2013; Pickering
and Gambi, 2018; Van Petten and Luka, 2012). A comprehensive dis-
cussion of the various theories is beyond the remit of the current paper.
An important constraint for any theory of predictive language proces-
sing and one that we partly attempt to address in the current study is
how routinely people predict language.

Given the strong claims about prediction it is surprising that few
studies have actually investigated this directly. Whilst there are some
recent studies which suggest clear limits to prediction in language
processing (Frisson et al., 2017; Luke and Christianson, 2016), the
number of such studies is very small. One interpretation of the ex-
perimental evidence thus is that prediction during comprehension is
ubiquitous. However, considering the known problems with getting
'null results' published (e.g. van Assen et al., 2014) and the extent of
false positives and lack of replication in psychology and related sciences
(e.g. Kochari and Ostarek, 2018; Simmons et al., 2011; Zwaan et al.,
2018), such a conclusion may be unsafe.

What then is the evidence that people routinely predict when compre-
hending language? One reason why this question is surprisingly difficult to
answer is that most previous studies on predictive language processing have
used very high cloze probability sentences (i.e. sentences in which the target
word is very predictable). Research with low cloze probability items is re-
quired to answer the question of the importance of prediction for language
understanding (Staub, 2015). If prediction is pervasive in language pro-
cessing then we should find evidence for it even with less predictable sen-
tences. In our lab for example we have observed that practically every single
participant predicts that ‘cake’ will be the visual referent referred to next
when participants heard ‘The boy will eat a …’ (cf. Altmann and Kamide,
1999). In another study in which participants could use spoken gender-
marked determiners in Dutch as cue for predicting upcoming nouns (i.e. a
much less predictive cue than the association or semantic overlap between
‘eat’ and ‘cake’), however, we observed that individual differences in
working memory and processing speed had a large influence on whether or
to what extent participants predicted the visual target object (Huettig and
Janse, 2016).

A second problematic issue with the published research is that although
several methods have been used to investigate prediction (see above), the
majority of studies on predictive language comprehension have relied on
only two experimental methods, namely, electrophysiological studies pre-
senting printed words and visual world eye-tracking studies presenting vi-
sual objects. A look at the literature on prediction in language processing
should at least raise some questions about the ecological validity of the core
methods employed (see Huettig, 2015; Ito et al., 2017; Mani & Huettig,
2016; Nieuwland et al., 2018; for extensive discussion). Most electro-
physiological studies on prediction in language processing, for instance,
have presented written sentences word by word in a very slow manner far
removed from a normal reading scenario.

A third problematic (and related) issue is that most experiments on
prediction in language processing have interpreted effects as reflecting
prediction, even though this was not the only plausible interpretation of the
results. Arguably, a paradigm shift (Kuhn, 1970) has taken place in the field:
results of experiments are routinely interpreted as reflecting prediction even
if the experiments do not provide direct evidence for prediction and similar
results have previously been interpreted within a different theoretical fra-
mework (cf. Ferreira and Chantavarin, 2018). The vast majority of elec-
trophysiological studies for example have measured the electrophysiological
marker of anticipation, for example a reduced N400 ERP component, during
but not before the target word. Therefore it cannot be ruled out that many
studies were in fact measuring word integration difficulties rather than
prediction. In other words, readers may not have predicted proactively but
instead integrated the (bottom-up) activated word meaning with its context
post-lexically (cf. Ito et al., 2017). Only a very small number of EEG studies
have avoided this interpretation problem by using a clever experimental
manipulation measuring electrophysiological correlates of prediction before
the target word (DeLong et al., 2005; Van Berkum et al., 2005; Wicha et al.,
2004). Recent failed replications however also cast doubt on these studies as
presenting robust evidence for predictive language processing (e.g. DeLong
et al., 2005, see Nieuwland et al. (2018); and Otten and Van Berkum
(2009), see Kochari and Flecken (2018)). In Nieuwland et al. (2018), for
example, nine EEG labs (N=334) could not replicate the crucial electro-
physiological correlate of prediction before the target word. It is important
to emphasize here that the results of Nieuwland et al. should not be inter-
preted as suggesting that the phonological form of upcoming spoken words
(for instance) is never pre-activated. The high-powered studies of Nieuw-
land et al. and Kochari and Flecken do however indicate that the EEG
evidence for routine pre-activation is elusive at best.

Visual world eye-tracking studies, on the other hand, present spoken
language (typically a sentence) while participants concurrently view a set of
visual objects that are related to the speech input. Participants may hear for
instance a sentence such as ‘The boy will eat a cake’ while viewing a cake
and some other unrelated (and uneatable) objects. In this context, adults
(Altmann and Kamide, 1999) and even 2-year-olds (Mani and Huettig,
2012) show anticipatory eye movements to the cake on hearing ‘eat’ before
hearing ‘cake’. Visual world eye-tracking studies arguably therefore have
found the strongest evidence supporting the notion that prediction pervades
language processing. In the present study we test the pervasiveness of
predictive language processing using visual world eye-tracking.

Although visual world prediction studies have provided compelling
evidence for prediction, their interpretation is also not without problems.
When using predictive sentences such as ‘The boy will eat a cake’ for in-
stance it is hard to distinguish active forecasting mechanisms (Huettig,
2015; cf. Kukona et al., 2011) from other effects such as semantic priming
(EAT-CAKE, cf. Huettig and Altmann, 2005, Altmann and Mirković, 2009).
Moreover, experimenters tend to present well-articulated and fairly slow
speech rates to participants. Such an experimental setting could potentially
create an artificial sentence processing time lag, which could in turn be
exploited by listeners for prediction. Indeed, some research suggests that
listeners predict less when they are exposed to casual speech compared to
when they listen to the well-articulated speech typically presented in la-
boratory experiments (Brouwer et al., 2013). Another issue with visual
world eye-tracking studies is that the commonly-used picture previewmight
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provide critical scaffolding for the finding of prediction effects (Huettig,
2015; Huettig and Mani, 2016). Indeed, it has been demonstrated that
printed words and visual objects can prime the retrieval of related spoken
words (McQueen and Huettig, 2014). A final issue that remains unclear is to
what extent participants are influenced by the instructions given by the
experimenter. Previous studies strongly suggest that participants engage in
prediction without being explicitly instructed to predict. It is however
conceivable that not everybody engages in prediction all the time unless
they are specifically told to do so (i.e. that the task is crucial, cf. Salverda
et al., 2011; but see Salverda and Altmann, 2011).

In short, we identified a number of issues in the context of the in-
vestigation of prediction during sentence processing, which prevent
strong conclusions from being drawn about the prevalence of prediction
in language comprehension. Prediction experiments a) tend to use
highly predictable sentences (high-cloze probability) rather than less
predictable ones; b) produce results that are often interpreted as evi-
dence of prediction, a conclusion that is not always warranted; and c)
often use prediction-encouraging experimental set-ups (i.e., slow word
presentation/speech rates, picture-preview time, instructions).

2. The present study

In the present study we conducted three visual world eye-tracking ex-
periments to address these issues directly. We used the spoken and picture
stimuli from a previous eye-tracking study on predictive language proces-
sing that found clear prediction effects (Huettig and Janse, 2016). The same
spoken sentences and visual displays were used and we manipulated the
speech rate presentation of the sentences within trials. Importantly, these
sentences were simple instructions, without high-cloze probability scores. In
addition, we varied the visual context preview time and participant in-
structions across experiments. Participants listened to Dutch sentences such
as (translated to English) ‘Look at the displayed bicycle’ while viewing four
objects (a target, e.g. a bicycle, and three unrelated distractors). The Dutch
target nouns (e.g. bicycle) were preceded by definite gender-marked de-
terminers, which allowed participants to predict the target object because
only the targets but not the unrelated distractors agreed in gender with the
determiner. A benefit of using determiners as cue for prediction is that with
such an experimental manipulation we avoided the possibility that predic-
tion effects may reflect simply semantic priming.

In Experiment 1, the visual context preview was set to four seconds and
sentences were presented in a slow and a normal speech rate, pseudo-ran-
domly alternated between trials. Experiment 2 was identical to Experiment
1 except that participants were given only one second as preview.
Experiment 3 was identical to Experiment 2 except that participants were
explicitly told to try to predict the targets. We expect these contrasting
conditions within and between experiments to provide clear insights with
regard to the role of situational contingencies on predictive language

processing. Finding effects of prediction in all experiments and conditions
would suggest that indeed, even under adverse conditions language users
are constantly engaged in anticipating incoming linguistic stimuli. However,
if participants predict only under favorable (i.e. prediction-encouraging) set-
ups or when they are instructed to do so, the results will raise important
challenges to views of prediction as indispensable for language compre-
hension.

2.1. Experiment 1

2.1.1. Participants
Twenty-six native speakers of Dutch with normal or corrected-to-

normal vision from the MPI for Psycholinguistics participant pool took
part in the experiment. All of them gave informed consent and received
monetary compensation for participation.

2.1.2. Results
Fig. 1 shows the mean fixation proportion to the target objects, the

average distractors and their corresponding 95% confidence intervals in
time steps of 50ms for both speech rate conditions. Both plots are time-
locked to the onset of the critical noun (vertical black dashed line at time
zero). The vertical colored dashed lines mark the average onset of the de-
terminer in the spoken sentence (and not the exact onset of it). Fig. 1A and B
are presented at a different scale in the x-axis due to the large difference in
trial duration between experimental conditions (see the above Materials and
design section). The solid lines represent fixation proportion to the target
objects and dashed lines show fixation proportion to average distractors.
Grey shaded areas in the graphs represent the upper and lower bounds of
the (adjusted) 95% confidence intervals. Fig. 1 reveals that the target ob-
jects were anticipated well before the acoustic onset of the target noun in
both experimental conditions. In the slow speech rate and the normal
speech rate trials, anticipatory eye-movements occurred rapidly after the
average onset of the critical determiner (1993ms and 732ms before the
onset of the spoken target noun, respectively).

These result reflect that participants could predict the target objects as
soon as they heard the determiner in both the slow and the normal speech
rate condition. In Experiment 2 we tested whether these prediction effects
are contingent on the extensive preview of the visual display participants
were presented with. It is possible that a substantial preview is required for
participants to pre-activate possible target objects and that without such
extensive preprocessing of the visual referents prediction is challenging.
More so, it is also possible that both preview and speech rate play a role. In
Experiment 2 we reduced the preview to one second, otherwise the ex-
periment was identical to Experiment 1 (i.e., including again a slow and a
normal speech rate condition).

Fig. 1. Time-course plots of the proportion of fixations to target objects and average distractors in time steps of 50 in Experiment 1. Panel A. shows a 2400ms time
window from two seconds before the onset of the critical noun to 400ms after it on slow speech rate trials. Panel B shows a 1200ms time window, beginning from
800ms before critical noun onset to 400ms after it on normal speech rate trials.
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2.2. Experiment 2

In Experiment 2, the materials, design and data analysis were
identical to those in Experiment 1. The procedure was identical to
Experiment 1 except for the preview time, which was limited to
1000ms before the onset of the spoken sentence. All other aspects of
the procedure were kept the same.

2.2.1. Participants
A new sample of 27 native speakers of Dutch from the MPI for

Psycholinguistics participant pool took part in Experiment 2. All of them
had normal or corrected-to-normal vision, read and signed an informed
consent form and received monetary compensation for their participation.

2.2.2. Results
The results are presented in the same way as for Experiment 1. Fig. 2

reveals that target objects were anticipated well before the acoustic onset of
the critical noun in the slow speech condition (Panel B.). This effect
emerged at about a second before the onset of the critical noun (1000ms
after the onset of the determiner in the spoken sentence) and becomes
clearly significant 400ms before the critical is mentioned. By contrast, as
can be seen in Fig. 2A, such anticipatory gaze behavior was absent in the
normal speech condition. Target objects were only preferred to the average
distractor after 300ms from the acoustic onset of the target noun. In other
words, participants only looked preferentially at the target object once the
target noun was heard. See also Appendix A.

In Experiment 2 was identical to Experiment, except for the preview
time; participants were given only a one second preview. The results are
very clear. The eye-movement record reveals that with this shorter preview,
participants only predicted the target objects in the slow but not in the
normal speech condition. Though the difference to Experiment 1 is striking,
it is conceivable that participants, in principle, could predict the target also
in the normal speech condition if they were encouraged to do so.
Experiment 3 tested this hypothesis. After all, in line with previous visual
world prediction experiments participants were not explicitly asked to
predict. Although we believe that the present visual world set-up en-
courages prediction in a largely automatic fashion, it is possible that there
are individual differences in the extent to which participants engage spon-
taneously in prediction in the current task situation. In Experiment 3 we
instructed participants explicitly to predict the target object. An alternative
approach shown in Appendix A, lead to the same results.

2.3. Experiment 3

In Experiment 3, the materials, design and data analysis were identical
to those in the first two experiments. The preview time was set to 1000ms
as in Experiment 2. The instructions, however, differed from those given in

the previous two experiments. In Experiment 3, participants were explicitly
instructed to predict the object that was about to be mentioned. All other
aspects of the procedure were kept the same as in Experiment 2.

2.3.1. Participants
Twenty-six new participants took part in Experiment 3. They were

all native speakers of Dutch from the MPI for Psycholinguistics parti-
cipant pool. All of them had normal or corrected-to-normal vision, read
and signed an informed consent form and received monetary compen-
sation for their participation.

2.3.2. Results
The results are presented in the same way as in the previous experi-

ments. Given the 200ms generally assumed to be necessary for program-
ming and initiating a saccadic eye movement (e.g., Dahan et al., 2001;
Martin et al., 1993; Saslow, 1967), a bias in looks to the target (compared to
the averaged distractors) until approximately 200ms after word onset most
likely reflects prediction of the target (as fixation proportions until 200ms
after word onset were most likely triggered before the acoustic onset of the
spoken target word). Fig. 3A reveals that participants might have antici-
pated the target in the normal speech trials, yet, only at the onset of the
critical noun (around 200ms before the noun was fully-fledged and ac-
cessible for the listener). By contrast, Fig. 3B shows that, as in the previews
two experiments, the the slow speech condition allowed a large anticipation
effect of the incoming target. Inferential analysis corroborate the results (see
Appendix A).

In sum, the crucial finding from Experiment 3 is that even when
participants were explicitly instructed to predict the target object, we
observed at best a very small anticipation effect with a normal speech
rate and the short preview.

3. Discussion

In three visual world eye-tracking experiments, we examined the effects
of speech rates, preview time of the visual stimuli, and the instructions given
to participants on anticipatory eye movement behavior during online pro-
cessing of (low-cloze probability) spoken sentences. In these experiments,
target nouns (e.g. bicycle) were preceded by definite determiners, which
were gender-marked. Participants could use the gender cue to predict the
target object because only the targets but not the unrelated distractors
agreed in gender with the determiner. In Experiment 1, participants had a
four second preview of the visual display before the spoken sentence was
initiated. The results showed that participants predicted the target objects as
soon as they heard the determiner in both speech rate conditions.
Experiment 2 was identical except that participants were given a one second
preview of the visual display before the onset of the spoken sentence. A new
group of participants predicted the target objects in the slow speech but did

Fig. 2. Time-course plots of the proportion of fixations to target objects and average distractors in time steps of 50 in Experiment 2. Panel A. shows a 2400ms time
window from two seconds before the onset of the critical noun to 400ms after it on slow speech rate trials. Panel B shows a 1200ms time window, beginning from
800ms before critical noun onset to 400ms after it on normal speech rate trials.
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not in the normal speech condition. Experiment 3 was identical to
Experiment 2 except that participants were explicitly told to predict the
target objects. Participants again predicted the incoming target in the slow
speech condition, but explicit instructions led only to a small prediction
effect in the normal speech condition (see Appendix A for the results using
mixed models).

The present results suggest that whether a language user predicts or
not is contingent on the situation the comprehender finds herself in.
Slow speech resulted in prediction in all three experiments. A normal
speech rate however only afforded clear and substantial prediction
(using gender markers) if participants had an extensive preview of the
visual referents. Even the explicit instruction to predict the target object
resulted in only a small anticipation effect, when a normal speech rate
and a short preview were used.

We believe that these findings provide some important constraints
and challenges for theoretical proposals that assume that prediction
pervades language comprehension. Our results suggest that people do
not anticipate appropriate referents to a similar extent when these re-
ferents are not visually co-present for a substantial time. Similarly
problematic for such accounts is that the speech rate greatly influenced
participants’ tendency to predict. A slow speech rate (arguably a feature
of many visual world experiments, but rarely explicitly acknowledged)
led to prediction in all experiments but ‘normal speech prediction’ ap-
peared to rely on support from the visual surroundings and /or explicit
task instructions. Slow speech is of course a relatively rare occurrence
in real world environments. Prediction effects during sentence proces-
sing, in other words, appear to be scaffolded by certain kinds of (non-
linguistic) stimuli or certain kinds of tasks. Two important questions
therefore arise therefore from the present results. To what extent is such
scaffolding provided in natural conversation? How does language pro-
cessing in natural conversation proceed without such scaffolding? We
believe that future research must explore these questions seriously.

This leads us to possible objections to our conclusion. One may
argue that we tested a very specific prediction cue, namely, the an-
ticipation of target objects based on the gender of the determiner in the
spoken instruction. We acknowledge that prediction occurs with many
different prediction cues (see Huettig, 2015, for review), but as pointed
out in the introduction, we believe that to make progress, research
needs to move away from studying what happens when participants are
presented with sentences in which the target is very predictable. If we
want to test claims about the pervasiveness of prediction in language
processing, it is not useful to study sentence constructions in which
participant performance is at ceiling.

A second objection to our study may be that the present task situation is
an atypical example of predictive language processing. However, to re-
iterate, a large body of the experimental evidence for the importance of
prediction in language processing comes from similar set-ups. Moreover, we

do believe that exploring the nature of prediction with visual world eye-
tracking experiments is particularly ecologically valid. Note that the ‘pre-
diction benefit’ of the explicit task instruction was relatively modest (ap-
proximately 200ms). This suggests that the standard set up of visual world
prediction experiments taps into default processes involved in the integra-
tion of language with the visual world. Indeed, during every day interac-
tions, prediction in language processing is often akin to choosing among
several pre-activated referents and natural conversation is frequently about
things in the here and now. What our study clearly shows, however, is that
even with prediction-encouraging experimental set-ups such as the current
one, prediction often occurs only when scaffolded by certain visual en-
vironments or certain tasks the language user may be engaged in. Note that
we even inserted the word “afgebeelde”, displayed, as padding between
determiner and noun in the spoken instructions to ensure participants had
in principle ample time to anticipate the target object.

A final objection to our interpretation of our (and similar) results
may be to suggest that prediction always occurs but that sometimes (or
even often) we fail to measure it (i.e. the experimental method was not
sensitive enough to capture prediction). We acknowledge that this is a
theoretical possibility but at the same time believe that such a view is
not useful as it is unfalsifiable (Popper, 1959).

4. Conclusion

People often predict upcoming language. Here we have shown that
speech rate, preview time, and participant task instructions all have a
substantial influence on participants’ tendency to engage in prediction. Our
findings imply that there are many real-life situations in which people may
not predict language, or what concurrent language is referring to. This
contrasts with some influential accounts of human information processing
that assume that prediction pervades cognition (Clark, 2013; Friston, 2010).
We conjecture that it is premature to conclude that prediction is the fun-
damental characteristic of human cognition (cf. Frisson et al., 2017; Huettig,
2015; Huettig and Mani, 2016; Ito et al., 2017; Luke and Christianson,
2016). Further work is required to explore the how, why, what, and when of
predictive language processing.

5. Method

5.1. Materials and design

Materials consisted of 38 unique visual displays and 38 accompanying
spoken sentences. Each of the visual displays contained an array of four
spatially distinct objects: a target object and three unrelated distractors
objects. The object depictions were selected from a published set of line
drawings (Severens et al., 2005). Pictures on each subset of four objects (i.e.,
each visual display) were matched for word frequency, picture naming time,

Fig. 3. Time-course plots of the proportion of fixations to critical objects and average distractors in time steps of 50 in Experiment 3. Panel A. shows a 2400ms time
window from two seconds before the onset of the critical noun to 400ms after it on slow speech rate trials. Panel B shows a 1200ms time window, beginning from
800ms before critical noun onset to 400ms after it on normal speech rate trials.
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number of pictures, and h-statistics (see Huettig and Janse, 2016, for further
detail). The corresponding sentences were simple instructions in Dutch such
as “Kijk naar de afgebeelde fiets” (‘look at the displayed bicycle’). The in-
struction always referred to the target object (e.g., bicycle). Half of the in-
structions contained common gender words (“de”) and the other half neuter
gender words (“het”), depending on the gender of the target word (i.e., a
‘de-word’ or a ‘het-word’). For example, on one trial (Fig. 4A) the target
object bicycle had the common gender “de” but the three unrelated dis-
tractors (cookie, egg, ear) had neuter gender (“het”) words. Conversely, on
other trials (Fig. 4B) the target was a neuter gender (“het”) word (e.g.,
piggybank) but the three unrelated distractors (ant, axe, backpack) had the
common gender “de”. As the experiment included a speech rate manip-
ulation, the word “afgebeelde” (‘displayed’), was inserted between de-
terminer and noun in the spoken instructions to ensure participants had (in
principle) ample time to anticipate the target object. Dutch native speakers
judged the sentence constructions (e.g., “Kijk naar de afgebeelde fiets”, ‘look
at the displayed bicycle’) acceptable (i.e. inserting the word ‘displayed’ did
not make the sentences sound ‘strange’).

Each experimental spoken sentence had two versions; one read at a
normal speech rate (mean durationNORMAL=1815.58ms, SDNOR-
MAL=145.08ms) and another read at a slow speech rate (mean
durationSLOW=4170.05ms, SDSLOW=311.69ms; mean durationDIFFERE-
NCE=2354.47ms, SDDIFFERENCE=251.88ms). These sentences were re-
corded by two female native speakers of Dutch in a sound-proof room and
then stored on a computer for their presentation (sample rate 44.1 kHz, 16
bit sampling resolution). In the normal speech condition, the average onset
of the critical determiner occurred 732ms before the onset of the critical
noun, while in the slow speech condition the average onset of the critical
determiner occurred 1993ms before the onset of the critical noun. We
crossed the two speech rate levels by creating a 2×1 Latin square, resulting
in two experimental lists. Accordingly, each of these lists contained all cri-
tical items presented once and an equal number of trials in the slow and
normal speech condition (19 items per condition). Lists were pseudo-ran-
domized for each participant with a maximum of two consecutive trials in
the same experimental condition.

5.2. Procedure

Participants’ eye movements were recorded using an SR Research
Eyelink 1000 Tower mount system sampling at 1000Hz. Before the ex-
periment started a 9-points calibration procedure was carried out. The
system was recalibrated whenever necessary. Each trial started with a
fixation dot in the middle of the screen with which the experimenter could
evaluate the drift on the calibration. Once participants fixated this central
cue the trial was initiated by the experimenter. The visual display was
presented for 4000ms before sentence onset and throughout the sentence

until one second after the sentence offset. A central fixation dot marked the
beginning of the next trial. Spoken materials were presented via computer
speakers at a comfortable volume. Participants were instructed to listen to
the sentence carefully. They were told that they could move their eyes freely
around the visual display but were asked to not take their eyes off the
monitor. The experiment lasted about 20min.

5.3. Data analysis

Four areas of interest corresponding to location and size of each of the
four pictures on the display were defined using the Experiment Builder
software (SR research). A summary of participants’ fixations with their
duration and coordinates on the display was produced using the Data
Viewer software (SR research). Fixation proportions were calculated based
on the individualization of all fixations to the target picture and to the
distractor pictures. Fixation proportions were time-locked to the onset of the
critical noun in the spoken sentence. Every millisecond per participant and
trial was considered and a value of 1 was given to the area of interest that
participants were fixating at a given moment (and a value of 0 to all other
interest areas). If no fixation was detected by the eye tracker, all regions
were given a 0 value. The proportion of fixation (i.e., percentage of fixation
to a given object across trials) was calculated per participant and experi-
mental condition for the four areas of interest (the target and the three
distractors pictures on the display), and subsequently aggregated by object,
participant, and experimental condition, as well as into 50ms time win-
dows. The first aggregation allows us to calculate confidence intervals (by
participants), which were corrected for within-subject designs (see
Cousineau and O’Brien, 2014) and for multiple comparison (see Hsu, 1996).
The second aggregation help to lessen auto-correlation between fixation
proportions over time.

In order to assess the effects of the gender-marked determiners and
speech rates on anticipatory eye movements during sentence interpretation,
we used a statistical approach that focuses on quantifiable differences be-
tween proportion of fixation, confidence intervals, the time course and size
of prediction effects rather than a null hypothesis testing approach (see
Cumming, 2014; Cumming and Finch, 2005; Huettig and Janse, 2016). The
confidence intervals approach provides a detailed graphical description
across time of the exact gaze pattern for each experimental condition
showing a continuous evaluation (every 50ms) of the difference in the ef-
fect of interest (fixation proportions) between conditions. Thus, results can
be interpreted as a function of the timing of fixations towards the target
objects, and the magnitude and reliability of the effects observed. In Ap-
pendix A, on reviewer request, we additionally provide an inferential ana-
lysis using mixed models in which we compared two critical time 200ms
windows around the onset of the critical word. All our data and scripts are
available online at the Open Science Framework https://osf.io/grk94/.

Fig. 4. Visual displays examples for a “de” only object and “het” only object trials. On the left, the target “de fiets” (the bicycle) is accompanied by three “het”
distractor objects. On the right, the target “het spaarvarken” (the piggybank) is presented with three “de” distractor objects.
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Appendix A

Experiment 1

In Experiment 1 participants inspected the visual context for four seconds before the onset of the critical sentence. They were instructed to pay
attention to what they hear and see.

Linear mixed effects regression (LMER)
Contrasts in the LMER model are motivated by our research question: Can we observe anticipatory eye movements in the normal speech condition? First, the

normal speech rate condition is set as reference group. Thus, the intercept is informative with regards to the overall preference for the target or the average
distractors; if the intercept is significantly above or below zero, it means that there is reliable preference for the target object or the average distractor,
respectively. If the intercept is not different from zero, it means that there is no preferences between the target object and the average competitor. In addition,
the successive difference contrast of time blocks evaluates the changes over time (specifically comparing the 200ms before and after the onset of the critical
word) of the the empirical logit difference between target and average distractor for the normal speech condition alone.
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The results of the LMER model shows a significant intercept (Beta=2.19, se=0.51, t=4.30), a significant difference between the normal and
slow speech conditions (Beta=1.87, se=0.41, t=4.54) and a significant difference between the two time windows (Beta=0.53, se=0.21,
t=2.45). Since we use the normal condition as reference group, the intercept reflects that overall (i.e., between -200ms before, and 200ms after the
onset of the critical word) the empirical logit difference between target and average distractor is above zero, reflecting a preference for the target.
The difference between the intercept and the slow condition reflects that this preference is larger in the slow speech rate condition relative to the
normal speech rate condition. Finally, the reliable difference between time windows, suggest a relatively rapid increase in the normal speech
condition- These patterns can be observed in the bar graph below Fig. A1.

Experiment 2

In Experiment 2 participants inspected the visual context for one second before the onset of the critical sentence. They were instructed to pay
attention to what they hear and see. The same processing procedures described above apply to Experiment 2, however, we set the preview time to a
1000ms.

Linear mixed effects regression (LMER)
Same contrasts in the LMER model as in Experiment 1. The normal condition is set as reference group, and a successive difference contrast of time

Fig. A1. Mean empirical logit differences between target and average distractor aggregated into two time blocks (200ms before the onset of the critical noun to
onset, and critical word onset to 200ms after) in Experiment 1.
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blocks evaluates the changes over time of the the empirical logit difference between target and average distractor for the normal speech condition
alone.
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The results of the LMER model show an intercept not significantly different from zero (Beta=0.52, se=0.42, t=1.25) and a significant
difference between the normal and slow speech conditions (Beta=1.68, se=0.41, t=4.16). The difference between conditions reflect that, while
no preference is observed in the normal condition, an overall reliable preference for the target is observed in the in the slow speech condition.
Finally, no reliable effect of time window is observed (Beta=0.20, se=0.21, t=0.96), suggesting no increase in the normal speech condition
within the 200ms after critical word onset Fig. A2.

Experiment 3

In Experiment 3 participants inspected the visual context for one second before the onset of the critical sentence. By contrast to the previous two
experiment, they were instructed to attempt to anticipate the object that would be mentioned in the sentence. The same processing procedures
described for Experiment 2 apply to Experiment 3, with the preview time set to a 1000ms.

Linear mixed effects regression (LMER)
Same contrasts in the LMER model as in Experiment 1 and 2. The normal condition is set as reference group, and a successive difference contrast

of time blocks evaluates the changes over time of the the empirical logit difference between target and average distractor for the normal speech

Fig. A2. Mean empirical logit differences between target and average distractor aggregated into two time blocks (200ms before the onset of the critical noun to
onset, and critical word onset to 200ms after) in Experiment 2.
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condition alone.

The results of the LMER model show an intercept not significantly different from zero (Beta=0.84, se=0.58, t=1.44) and a significant
difference between the normal and slow speech conditions (Beta=3.13, se=0.53, t=5.86). The non-significant intercept reflects that overall there
is no preference for the target or the average distractor. However, we found a reliable main effect of time window (Beta=0.54, se=0.22, t=2.43),
suggesting that in the 200ms following the onset of the critical word, there is an increase in the preference for the target normal speech condition.
This pattern can be observed in the bar graph below Fig. A3.
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