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Preface to the printed issue

Since its founding in 2007, Biolinguistics has established itself as a community-run

platinum open-access online journal that provides a venue for interdisciplinary

research at the crossroads of linguistics, biology, and all other cognitive sciences

working on the biological basis of language and closely related questions. The key

word in the—admittedly very long—previous sentence is online. Up to now, all

issues of Biolinguistics have exclusively been published in electronic form.

While online-only publication is very much appropriate for any journal in the

year 2018, where a considerable part of (academic) life is happening on the internet

anyway, a project like the publication of this special issue celebrating the 50-year

anniversary of the publication of Eric Lenneberg’s monumental Biological Founda-
tions of Language nevertheless provided a special occasion warranting producing a

printed version of Biolinguistics for the very first time. Hence, when you are read-

ing this I am, first and foremost, surprised that people still bother reading prefaces

and, second, happy that the printed copies of our special issue are finally avail-

able. While I have since moved elsewhere, I am grateful to the local government

of Styria which has generously subsidised this project and made the production of

the printed version of this special issue in your hands possible.

This project started out as an informal proposal to Kleanthes Grohmann, editor-

in-chief of Biolinguistics, and quickly turned into something bigger than expected.

The result is a special issue with more than 20 contributions from eminent scholars

working in different parts of biolinguistics, dealing with a multitude of questions

raised and points made first by Eric Lenneberg more than 50 years ago. I am grate-

ful to Kleanthes for giving me the opportunity to guest edit this special issue and to

all contributors for writing, sending, and revising their papers. Lastly, I hope that

you, dear reader, will enjoy reading through this special issue in its printed form as

much as I have enjoyed putting it together.

Patrick C. Trettenbrein

Leipzig, 21
st

May 2018

Note to users

The page numbers in the online version of articles on the Biolinguistics web site and

in this printed version are identical. When referencing an article from this issue,

please cite the article as you usually would, no special reference to the fact that this

is a printed version is necessary.





Biolinguistics 
Volume 11.SI 

2017 

 
 
 

Biolinguistics 11.SI: 21–499, 2017 
ISSN 1450–3417       http://www.biolinguistics.eu 

 TABLE OF CONTENTS 

021 50 Years Later: A Tribute to Eric Lenneberg’s    Patrick C. Trettenbrein, guest editor 
 Biological Foundations of Language       University of Graz 

031 The Relationship Between Phoneme Production   Karin Stromsworld 
 And Perception in Speech-Impaired and Typically-  Rutgers University 
 Developing Children           Aliza Lichtenstein 
                 Rutgers University 

057 Linguistic and Nonverbal Abilities over Time in   Maria Kambanaros 
 a Child Case of 22q11 Deletion Syndrome     Cyprus University of Technology 
                 Kleanthes K. Grohmann 
                 University of Cyprus & CAT 

083 Lenneberg’s Contribution to the Biology of    Koji Hoshi 
 Language and Child Aphasiology: Resonation   Keio University 
 and Brain Rhythmicity as Key Mechanisms 

115 On the Biological Foundations of Language:    Barbara Lust 
 Recent Advances in Language Acquisition,    Cornell University 
 Deterioration, and Neuroscience Begin to     Suzanne Flynn 
 Converge              Massachusetts Institute of Technology 
                 Janet C. Sherman 
                 Massachusetts General Hospital 
                 Charles R. Henderson, Jr. 
                 Cornell University 
                 James Gair 
                 Cornell University 
                 Marc Harrison 
                 Cornell University 
                 Leah Shabo 
                 Cornell University 

139 What Lenneberg Got Right: A Homological    Sergio Balari 
 Program for the Study of Language Evolution   Universitat Autònoma de Barcelona 
                 Guillermo Lorenzo 
                 Universidad de Oviedo 

171 Justifications for a Discontinuity Theory of    Callum Hackett 
 Language Evolution           Newcastle University 

221 What’s in (a) Label? Neural Origins and     Evelina Leivada 
 Behavioral Manifestations of Identity      UiT-The Arctic University of Norway 
 Avoidance in Language and Cognition 

251 Cognitive Phonetics: The Transduction of     Veno Volenec 
 Distinctive Features at the Phonology-      University of Zagreb 
 Phonetics Interface            Charles Reiss 
                 Concordia University 

295 A Program for the Genetics of Grammar     Kenneth Wexler 
                 Massachusetts Institute of Technology 



Biolinguistics  «  TABLE OF CONTENTS  « 
 
 

« BRIEFS «     325 Neurobiology of Syntax as the Core of      Angela D. Friederici 
 Human Language            Max Planck Institute for Human 
                 Cognitive & Brain Sciences 

339 The Neurobiology of Language: Looking     Ellen Bialystok 
 Beyond Monolinguals           York University 
                 Judith F. Kroll 
                 University of California, Riverside 

353 Grammar as a Maturational Controlled Behavior:  Maria Garraffa 
 Minimality in Development and Impairment    Heriot-Watt University 

367 Can a Morphological Feature of Dentritic Structure  Harvey M. Sussman 
 be Linked to Language Acquisition       University of Texas at Austin 

381 Innate Mechanisms for Acquiring Syntactic    Misha K. Becker 
 Displacement             University of North Carolina 

395 Language, Reading, and Motor Control:     Maria Teresa Guasti 
 Get Rhythm!              Università di Milano-Bicocca 
                 Elena Pagliarini 
                 Universitat Pompeu Fabra 
                 Natale Stucchi 
                 Università di Milano-Bicocca 

407 Revisiting Lenneberg’s Hypotheses About Early   Elissa L. Newport 
 Developmental Plasticity: Language Organization  Georgetown University 
 After Left-Hemisphere Perinatal Stroke     Barbara Landau 
                 John Hopkins University 
                 Anna Seydell-Greenwald 
                 Georgetown University 
                 Peter E. Turkeltaub 
                 Georgetown University 
                 Catherine E. Chambers 
                 Georgetown University 
                 Alexander W. Dromerick 
                 MedStar National Rehabilitation 
                 Hospital & Georgetown University 
                 Jessica Carpenter 
                 Children’s National Medical Center 
                 Madison M. Berl 
                 Children’s National Medical Center 
                 William D. Gaillard 
                 Children’s National Medical Center 

« FORUM «   423 From Zero to Fifty: Considerations on Eric    Massimo Piattelli-Palmarini 
 Lenneberg’s Biological Foundations of Language    University of Arizona 
 and Updates 

445 What Would Lenneberg Think? Biolinguistics   W. Tecumseh Fitch 
 in the Third Millennium          University of Vienna 

463 “Language and Brain: Developmental Aspects:”   Michael A. Arbib 
 Eric Lenneberg at the Neurosciences Research   University of Southern California 
 Program in 1972 



Biolinguistics  «  TABLE OF CONTENTS« 
 
 
481 Eric Lenneberg and Motor Control       Avis H. Cohen 
                 University of Maryland 

487 50 Years Later: A Conversation about the Biological  Patrick C. Trettenbrein 
 Study of Language with Noam Chomsky     University of Graz 
 





50 Years Later: A Tribute to Eric Lenneberg’s
Biological Foundations of Language

Patrick C. Trettenbrein

Introduction

“The study of language is pertinent to many fields of inquiry,” reads the first sen-
tence of the preface to Biological Foundations of Language. The serious scientific study
of the biological foundations of the human capacity for language as one of the
youngest branches of linguistic inquiry, nowadays frequently referred to using the
label “biolinguistics,” began roughly half a century ago and was, in part, fuelled
by the so-called “cognitive revolution” (Miller 2003) of the 1950s. Eric Lenneberg’s
book Biological Foundations of Language, one of the field’s founding documents, was
first published in 1967, that is exactly 50 years ago. Today, though not as universally
known as it should be, Lenneberg’s book is regarded as a classic by most people in
the field. Consequently, this year’s anniversary provides an excellent occasion for
revisiting Lenneberg’s by now classic work and reassessing the scope, validity, and
foresight of the evidence presented and arguments put forward.

The purpose of this special issue thus is to reconsider and reflect on Eric
Lenneberg’s ideas and how they influenced (or actually didn’t influence, because
they were quickly forgotten) today’s field of biology of language. In his Biologi-
cal Foundations of Language, amongst other things, Lenneberg already outlined the
possibility of a genetics of language and wrote about language and the brain long
before any of the multitude and major technological advancement in both, genetics
and neuroimaging, that we have seen in the past decades were even looming on the
horizon. A whole lot has been learned since Biological Foundations of Language was
first published and there can be little doubt that Lenneberg would be amazed by

I would like to seize this opportunity to thank all those who contributed to this special issue
of Biolinguistics in one way or another, be it by submitting papers, reviewing manuscripts,
or assisting with various steps of the editorial process. A special thank-you is due to Klean-
thes K. Grohmann, editor of Biolinguistics, for providing me with the opportunity to organise
and guest-edit this special issue, as well as for his enduring support, advice, and assistance
throughout the editorial process. Similarly, I would like to thank Katie Gough, Lisa Miklaus-
chitsch, Valeriia Perepelytsia, Corina M. Sturm, and Michael C. Trettenbrein for volunteering
their time as editorial assistants. I am grateful to Koji Fujita for bringing the Japanese transla-
tion of Biological Foundations of Language to my attention as well as for generously providing
pictures and scans. On a related note, thanks is due to Maximilian Gorfer for translating the
preface of the Japanese edition. The production and publication of this special issue was sub-
sidised by the Referat für Wissenschaft & Forschung der Steiermärkischen Landesregierung.
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the technological and methodological progress in neuroimaging, neuroscience at
large, and genetics. The contributions collected in this special issue discuss various
aspects of these developments insofar as they revisit and/or update Lenneberg’s
interpretation of the data and especially their theoretical implications from a con-
temporary point of view.

About Eric Lenneberg

Figure 1: The late Eric H. Lenneberg
as portrayed in Lenneberg & Lenne-
berg (1975). c� Elsevier Inc.

Eric Heinz Lenneberg (* 19th September 1921 –
† 31st May 1975) was born in Germany in 1921
and attended grammar school in Düsseldorf be-
fore his family, being Jewish, had to flee from
the Nazis to Brazil. He lived in Brazil until 1945,
at which point he left for the United States in or-
der to study at the University of Chicago. After
obtaining his bachelor’s degree, Lenneberg con-
tinued his university education by studying lin-
guistics and, in 1956, received his Ph.D. in lin-
guistics and psychology from Harvard. How-
ever, Lenneberg was not done yet and went
on to study neuroscience at Harvard Medical
School. He was interested and tried to keep up
with the literature and latest developments in
embryology, neuroanatomy, motor control, and
evolution, to name just a few of his spheres of
interest. Throughout his life Lenneberg held ap-
pointments at a number of major universities in the United States and lectured all
over the world. He organised workshops in cooperation with the Neuroscience Re-
search Program (Arbib, this issue), UNESCO (Lenneberg & Lenneberg 1975), and
the Max Planck Society in Germany and published a number of volumes on a vari-
ety of issues in the study of mind, brain, and language.

This brief sketch of Lenneberg’s life and education already reveals why he
was probably uniquely suited to co-found what would later become biolinguistics
together with two other young students who were at Harvard at the same time,
the graduate student Morris Halle and the then even younger Harvard junior fel-
low Noam Chomsky. Their shared scepticism about the radical behaviourism that
dominated psychology in Cambridge at the time led them to read a lot of the now
classical ethological literature coming from Europe (e.g., Konrad Lorenz, Nikolaas
Tinbergen, Otto Koehler, etc.). Lenneberg and Halle could speak German and
would frequently read ethological publications in their original language. This
reading matter provided a basis for considering the human language capacity as
beeing rooted in the biological nature of the species, rather than a cultural or tech-
nological achievement (for a brief recap of these early days see the interview with
Noam Chomsky in this issue). Together, Lenneberg, Halle, and Chomsky spear-
head the cognitive revolution in linguistics and psychology by adopting a biologi-
cal approach to the study of the human language capacity. While Chomsky’s own
work focused on the formal analysis of natural language (also reflected in the ap-
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pendix he contributed to Biological Foundations of Language), Lenneberg was inter-
ested in the biological facts about language and its development—ontogenetically
as well as phylogenetically—his ultimate goal being to develop a biological theory
of language (Lenneberg 1964a). These efforts culminated in Biological Foundations of
Language.

About the Book

Figure 2: The cover of the Japanese
translation of Biological Foundations
of Language.

Biological Foundations of Language was first pub-
lished in 1967 and, somewhat surprisingly, has
never been reissued, neither in its original nor
as an updated version. However, a German
translation was published as Biologische Grund-
lagen der Sprache only in 1972 and, as Koji Fu-
jita brought to my attention, a Japanese transla-
tion of the book also exists (see figure 2). In-
terestingly, Lenneberg used the foreword for
the Japanese translation of the book to clarify
what he meant by discontinuity in the evolu-
tion of language, emphasising the qualitative
difference between human language and ani-
mal communication systems and pointing out
that such a discontinuous take on language evo-
lution does not imply that natural history it-
self is discontinous—a topic that is also taken
up in two contributions to this special issue by
Callum Hackett as well as Sergio Balari and
Guillermo Lorenzo.

The scope and depth of Lenneberg’s book is intimidating, even upon reread-
ing 50 years after it was first published: Chapter after chapter, the contemporary
reader will find ideas that they might think of as particularly “modern” or “new”
already discussed in varying depth but always with persuasive clarity. For exam-
ple, Lenneberg already noted that “speech and language are not confined to the
cerebral cortex” and warned us that there is no single brain region to which the
language capacity is confined, while there clearly are specific regions and networks
that are crucially involved in language processing. Despite this, Biological Founda-
tions of Language was by no means intended to serve as a textbook or survey of the
literature at the time; instead Lenneberg’s vision had been to write what he himself
called a “theoretical treatise.”

The body of issues in which Lenneberg was interested and on which he
would elaborate in his 1967 book is foreshadowed in a vast number of publications
preceding Biological Foundations of Language. For example, in Lenneberg (1964) we
read that

[. . . ] all these considerations serve to establish an hypothesis and to
stimulate new directions for research on the nature of man. However,
the facts presented [in this paper] do not constitute a theory. Let us hope
they will lead to one in the future. (Lenneberg 1964: 85)
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Biological Foundations of Language then was Eric Lenneberg’s attempt to get
at least a step closer to such a theory, as is evident from the concluding chapter, in
which he provides his attempt at such a biological theory of language. This explains
why, in many respects, Lenneberg’s book was kind of a latecomer to the party: Skin-
ner’s take on language had famously been debunked by Chomsky (1959) and many
a behavioural psychologist had been “converted” and was already advocating for
a more nativist take on the study of language solely on the basis of arguments and
analyses stemming from theoretical linguistics.

Therefore, Lenneberg’s Biological Foundations of Language was, at least in part,
also supposed

[. . . ] to provide a palpable biological plausibility for conclusions to
which a number of uncomfortable Empiricists [. . . ] [had] committed
themselves on the basis of formal argument alone.

(Bem & Bem 1968: 498–499)

Interestingly, as Bem & Bem also say in their review, Lenneberg’s line of argument
and the evidence on which he relies, more often than not, is indirect or negative.
Thus, it is not so clear as to whether Lenneberg succeeded in identifying the bi-
ological basis of linguistic competence in his book because this, of course, is still
an ongoing endeavour. The connection between theoretical linguistics and biology
remains indirect, even in neurolinguistics as the currently most promising point of
contact with recent interesting results (e.g., Ding et al. 2016, Nelson et al. 2017; for
a brief review see Zaccarella & Friederici, 2016).

In the famous debate on “bio-linguistics” in 1974, organised by Massimo Piat-
telli-Palmarini, in which Lenneberg unfortunately did not participate, the psychol-
ogist Hans-Lukas Teuber already pointed out that there are two different ways of
looking for a possible physiology of language: A crude and a fine one. Back then
Teuber was optimistic about both, whereas it now seems appropriate to say that
only the crude one has seen significant progress in the past decades (reviewed in
detail in Friederici 2017; with a focus on syntax in this issue), especially due to ad-
vent of neuroimaging. Yet, some very interesting results have also come from the
“fine” approach (e.g., Zilles et al. 2015), while (many) long-standing problems re-
main (see the contributions to this issue by Sussman and Piattelli-Palmarini; also,
more generally, see Gallistel & King 2009). In this context, it is interesting to see that
Lenneberg’s thinking was so modern in many respects as to indirectly anticipate
this development: In what basically amounts to a side note in the book’s chapter
on “Neurological aspects of speech and language,” Lenneberg reaches a conclusion
similar to the one reached by Gallistel & King (2009) on computational grounds:

[. . . ] we may conceive of molecular changes taking place within cells
that are located over wide areas in the brain and causing changes in the
interaction between cells. [. . . ] We are now merely postulating that the
restructuring may take place within cells instead of between them.

(Lenneberg 1967: 215)

This point of view has now received some tentative empirical support (e.g., Jiren-
hed et al. 2017; see Trettenbrein 2016 for a review), with far-reaching implications.
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Figure 3: Eric Lenneberg’s work and especially his Biological Foundations of Language stand
out in many respects. One is the illustration of “bracketing” in order to introduce the con-
cept of a phrase-marker (right), discussed in detail in an appendix by Noam Chomsky.

Writing in 2003, George Miller noted that he preferred to speak of the cog-
nitive sciences instead of cognitive science, because there still is no “unified sci-
ence that would discover the representational and computational capacities of the
human mind and their structural and functional realization in the human brain”
(Miller 2003: 144). In this greater context, the study of the biology of language is
just a select set of questions singled out from the whole of cognitive science so that
the same reservations apply. Similarly to the situation in the cognitive sciences in
general, there still is no unified science of language that would discover the repre-
sentational and computational capacities of the human language faculty and their
structural and functional realisation in the human brain. Otherwise put, despite
all technological advancements and progress in the study of language it is still not
clear whether the prospect of such a unified science, though incredibly attractive,
is realistic even in the very long run—be it for biolinguistics or cognitive science in
general.

What’s in this Issue?

Against this background, the contributions collected in this special issue come from
a variety of sub-fields that all ask and try to answer biolinguistic questions, each
attempting to provide a new piece in the puzzle and relying on a variety of different
methods—ranging from neuroimaging to grammaticality judgements.
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Keeping with Lenneberg’s developmentalist spirit, a vast number of contri-
butions discuss various aspects of language development in health and disease.
Insofar as necessary the contributions expand upon or (slightly) modify and revise
Lenneberg’s original theoretical considerations on the basis of the contemporary
abundance of developmental data that just was not available when Lenneberg was
writing. Famously, Lenneberg already recognised that

[e]ven if the maturational scale as a whole is distorted through retard-
ing disease, the order of developmental milestones, including onset of
speech, remains invariable. Onset and accomplishment of language
learning do not seem to be affected by cultural or linguistic variations.

(Lenneberg 1964b: 66–67)

Accordingly, Koji Hoshi evaluates Lenneberg’s legacy to the field of (child) aphasi-
ology, with a special focus on Landau-Kleffner syndrome, a child aphasia of epilep-
tic origin. Karin Stromsworld and Aliza Lichtenstein contrast the relationship be-
tween phoneme production and perception in speech-impaired and typically-de-
veloping children, and their conclusion offers support for Lenneberg’s observation
that children’s ability to perceive speech does not dependent on their ability to pro-
duce speech.

Keeping with Lenneberg’s focus on case studies that have the potential to
shed light on the biological basis of the human language capacity, Maria Kamba-
naros and Kleanthes K. Grohmann present a cast study of a child with 22q11 dele-
tion syndrome and argue for a language profile associated with the syndrome that
is distinct from specific language impairment, thereby relying on pathologies in
order to advance a comparative biolinguistic approach to uncovering the genetic
basis of language (i.e. Universal Grammar). Keeping with the genetic theme, Ken
Wexler reviews his and others’ work on language development and the genetic ba-
sis of human grammatical abilities, culminating in an outline of what he refers to
as “a program for the genetics of grammar”.

Very much in Lenneberg’s spirit of attempting to construct a biological the-
ory of language, a number of contributions seek to make theoretical advances in
many respects: Evelina Leivada takes Lenneberg’s conjecture that categories such
as noun phrase, noun, and verb are not absolute constructs but flexible and con-
textually defined (Lenneberg 1967, 1975) as a point of departure for her interdis-
ciplinary approach towards labels, Label, and the study of categories more gener-
ally. Also on a theoretical note, Veno Volenec and Charles Reiss draw upon some of
Lenneberg’s ideas to outline their theory of how phonology and phonetics interface
which they have termed ‘Cognitive Phonetics’. From the perspective of theoretical
syntax, Misha Becker reviews the question of how human children figure out that a
string of words was generated by displacement operations due to the transforma-
tional nature of natural language syntax. Maria Garraffa reconsiders Lenneberg’s
notion of language as a maturational controlled behaviour, using the emergence of
non-local syntactic dependencies and their impairment as an example.

Coming from the perspective of the cognitive neuroscience of language, Bar-
bara Lust and colleagues revisit the regression hypothesis of language develop-
ment, attempting to link language acquisition to language deterioration against the
background of a lot of independent work in neuroimaging and the cognitive neu-
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roscience of language more generally by linking behavioural findings to data from
structural Magnetic Resonance Imaging (MRI). Amongst ample other things, Eric
Lenneberg already recognised that a “general ‘grammatizing’ ability” is a consti-
tutional propensity that is “conspicuously absent in the parrot, and only develops
in crude rudiments in several retarded children” (Lenneberg 1960: 882). Against
this background, Angela Friederici presents an succinct overview of recent neu-
roimaging studies on the neural syntactic network and discusses these against the
background of non-human primates’ syntactic capabilities.

Any volume honouring Eric Lenneberg and his pioneering work would seem
incomplete if it did not mention his idea of a critical period for first language acqui-
sition in one way or another. Harvey Sussman approaches this question from the
micro-perspective of neural morphology (Teuber’s above-mentioned “fine” look),
discussing whether an anatomical feature of a neuron’s dendritic arborisation could
be a potential neural correlate for this time-sensitive development. Taking a more
macro or “cruder” look (in Teuber’s sense), Elissa Newport and colleagues revisit
Lenneberg’s ideas about early developmental plasticity by discussing data from
children after left-hemisphere perinatal stroke. Their data and review of the liter-
ature suggest “that there are very limited and patterned ways in which language
develops in the human brain.” Then, taking a lifespan-perspective, Ellen Bialystok
and Judith Kroll revisit the concept of a critical period for first language acquisi-
tion against the background of studies with bi- and multilingual subjects, showing
that “there is variation in how constrained or plastic different aspects of language
acquisition may be.”

As already mentioned above, Lenneberg was interested in many different bi-
ological subfields and tried to keep track of all of them. Needless to say, this is
a next to impossible undertaking (even 50 years ago), which is why he ended up
sending off graduate students to work on problems and in subfields that he found
interesting. One example is the study of motor control that repeatedly resurfaces
in workshops he organised and his edited volumes. The graduate student sent off
by Lennberg to focus on the study of motor control was Avis Cohen, who gener-
ously contributed a short personal piece in which she revisits her career and inter-
action with her advisor. The connection of motor control to writing and language is
also discussed in the contribution of Maria Teresa Guasti, Elena Pagliarini, and Na-
tale Stucchi who draw upon Lenneberg’s biological notion of language and related
ideas like rhythmicity and temporal structural regularities to argue that individu-
als with developmental dyslexia are less efficient than control individuals in using
structural regularities during handwriting and some language activities.

Given that Lenneberg was amongst the first who saw language as a biologi-
cal object, he was of course also profoundly interested in how the human language
faculty had evolved. Callum Hackett reviews justifications for a discontinuity the-
ory of language evolution—now a somewhat prominent position in biolinguistics
(Berwick & Chomsky 2016) that was first formulated by Lenneberg. Interestingly,
as mentioned above, Lenneberg sought it necessary to clarify the sense in which
he considered the evolution of language to be discontinuous in the foreword to the
Japanese translation of Biological Foundations of Language. Similarly, also building
upon Lenneberg’s ideas about the evolution of the language faculty, Sergio Balari
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and Guillermo Lorenzo propose a homological program for the study of language
phylogeny that rest upon a non-functional homology concept.

In the Forum section, Tecumseh Fitch invites us to ask the question “What
would Lenneberg think?” and, luckily, also attempts to provide an answer to said
question by discussing the advances in comparative study of cognition, neuroimag-
ing, and genetics in the past 50 years since Biological Foundations of Language was
first published, and especially in recent years. In a very similar spirit, Massimo
Piattelli-Palmarini also revisits Biological Foundations of Language from a contempo-
rary point of view, thereby reevaluating Lenneberg’s thought and original insights,
while updating and/or building on Lenneberg’s original ideas.

Lastly, it should be recalled that Lenneberg was an avid organiser of (interna-
tional) workshops all over the world. Unfortunately, the reports of these workshops
have frequently been forgotten by now because they are hardly (or not at all) ac-
cessible online. Luckily, Michael Arbib has managed to rescue from oblivion one of
these reports, more precisely, a report entitled “Language and Brain: Developmen-
tal Aspects” from a Neurosciences Research Program work session organised by
Lenneberg in 1972. Arbib’s reappraisal of the report as well as scans of the original
report are now available online as part of this special issue. Finally, in conversation
with myself, Noam Chomsky as one of Eric Lenneberg’s contemporaries back in
Harvard and one of the co-founders of the field has answered a number of ques-
tions about the early days, the importance of Lenneberg’s work, and the current
state of the field.

I end by thanking everyone who has made this special issue of Biolinguistics
possible, be it by submitting papers, reviewing manuscripts, or assisting with var-
ious steps of the editorial process and hope that you will enjoy reading it as much
as we have enjoyed putting it together. It seems to me that Tecumseh Fitch in his
contribution to this issue is on the right track when he concludes that, were he alive
today, Eric Lenneberg would be pleased to see the progress the field has made since
Biological Foundations of Language was published. The biolinguistic approach to the
study of language has aged well and Lenneberg would certainly be eager to find
out what the future may hold.
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The Relationship between Phoneme Production

and Perception in Speech-Impaired and

Typically-Developing Children

Karin Stromswold & Aliza Lichtenstein

One of the central questions that Eric Lenneberg raised in his seminal
book, Biological Foundations of Language is: What is the relationship be-
tween language comprehension and language production? This paper
reviews Lenneberg’s case study of a child with congenital anarthria and
then presents the results of two studies that investigate the relationship
between phoneme perception and production. The first study investigates
the phoneme identification skills of a child with developmental apraxia
who, like the anarthric child studied by Lenneberg, had essentially no
speech yet had no difficulty understanding speech. The second study in-
vestigates the extent to which 28 typically-developing children’s ability to
identify phonemes is related to their ability to produce phonemes. The
results of both studies support Lenneberg’s conclusion that children’s abil-
ity to perceive speech is not dependent on their ability to produce speech.
Thus, Lenneberg’s original case study and the two studies presented in
this paper argue against gestural theories of speech perception such as the
Motor Theory.

Keywords: developmental apraxia; phoneme; production; perception;
Motor Theory

1. Introduction

One of the hallmarks of much of Lenneberg’s work and especially his seminal book
Biological Foundations of Language is the importance he placed on the study of lan-
guage acquisition by special populations and the insights that such populations
can provide about the biological bases of language and language acquisition. A
case in point is the production and perception of speech. It is well established
that the articulatory gestures used to produce phonemes vary depending on the
speaker, the situation in which speech occurs, and the phonological environment in
which the phonemes appear. The result is that the acoustic realization of phonemes
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varies tremendously both within and across speakers. By studying children with
Down Syndrome, deafness and speech impairments, Lenneberg sought answers to
three related questions that continue to haunt developmental psycholinguists. The
first is how children learn to produce the articulatory gestures needed to produce
phonemes. The second is how children (and by extension adults) perceive speech
despite the acoustic variability associated with phonemes. The third question is,
what is the relationship between the development of speech production and speech
comprehension.

At the time Lenneberg was writing, behaviorist theories of language devel-
opment held sway, with many researchers positing that children learned to talk by
listening to their own babble and successively modulated their speech to match
that of the people around them. According to gestural theories of speech percep-
tion such as the Analysis by Synthesis theory (Halle & Stevens 1962) and the Motor
Theory (e.g., Liberman & Mattingly 1985, 1989), speech perception is to a greater or
lesser extent parasitic on speech production. Proponents of the Motor Theory, for
example, argue that there is a set of invariant motor commands (gestural scores)
that underlie phoneme production and perception, and identification of the ges-
tural scores associated with phonemes form the basis of speech perception (e.g.,
Liberman & Mattingly 1985, Liberman & Mattingly 1989, Liberman & Whalen 2000,
Galantucci, Fowler & Turvey 2006).

As Lenneberg (1967) succinctly put it:

It is a fundamental assumption [of such theories] that responding is
prior, in a sense, to understanding. However, there is a type of child-
hood abnormality that contradicts this assumption. These are children
with inborn disability to coordinate their muscles of the vocal tract suffi-
ciently to produce intelligible speech. The disturbance is seen in varying
degree ranging from mild impediment to congenital anarthria.

(Lenneberg 1967: 305)

Over the course of the 1960s, Lenneberg conducted an in-depth study of a
child with congenital anarthria who had no intelligible speech, yet had no difficulty
understanding language. The child was born at 38 weeks gestation and small for
gestational age. In addition to his expressive language disorder, the child had dys-
morphic features (bilateral club feet, a hair lip, bilateral simian palmar creases, stra-
bismus), “soft” neurological signs (e.g., difficulty distinguishing left from right),
and mildly depressed IQ (between 70–85), all suggestive of a syndromic disorder.
As an infant, the child reportedly cried normally, but never babbled. Throughout
childhood, his vocal productions were extremely limited with occasional grunts
that accompanied the gestures he used to communicate, and vocalizations that
sounded like “Swiss yodeling” when he played.

Despite having profoundly impaired speech, Lenneberg reported that the
child had no difficulty understanding what was said to him in either normal social
settings or in experimental contexts. Lenneberg argued that this child’s intact com-
prehension of language argued against theories that posited that children “learn”
to speak by listening to their own babble and modulating their speech. Lenneberg
further argued that,
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since his own sounds are demonstrated to be objectively very different
from those of the adults, the child must have some peculiar way of de-
termining or recognizing similarities in the presence of diversifications.

(Lenneberg 1962: 126)

Since Lenneberg’s landmark case study, a number of studies have investi-
gated the relationship between speech perception and production in children with
speech disorders. A study of children with cerebral palsy who were anarthric or
dysarthric (a less severe form of anarthria) revealed that such children were just
as good as control subjects at detecting whether the name of a picture was spo-
ken correctly or altered by a single phoneme, indicating that they had no difficulty
discriminating between phonemic contrasts that they could not produce (Bishop,
Brown & Robson 1990). Researchers have also investigated the speech percep-
tion of children with developmental verbal dyspraxia (which is also referred to
as childhood apraxia of speech, congenital apraxia or simply dyspraxia). As is the
case with anathria and dysarthria, dyspraxia affects all aspects of speech, with the
most severely dyspraxic children having no intelligible speech. However, whereas
dysarthria is a neuromotor disorder, dyspraxia is believed to be a motor-speech
planning disorder, the hallmark of which is difficulty coordinating and executing
the purposeful articulatory movements necessary for speech (see Hall, Jordan &
Robin 1993).

Some studies suggest that dyspraxic children have intact phoneme percep-
tion despite their profound speech impairments. For instance, Hoit-Dalgaard et
al. (1983) found no significant relationship between phoneme perception and pro-
duction of voice onset time (VOT) in dyspraxic children. Groenen et al. (1996)
conducted a study of Dutch-speaking dyspraxic children’s ability to perceive and
produce synthetically-produced minimal pairs of words that differed in place of ar-
ticulation. In an identification task, dyspraxic children’s identification function was
equally as sharp as typically-developing children’s, indicating that the phonetic
processing of the two groups was equally consistent. However, in a discrimination
task, the dyspraxic children had lower scores than the typically-developing chil-
dren. Furthermore, the frequency with which the dyspraxic children made place
of articulation errors was correlated with their scores on a place of articulation dis-
crimination task (Groenen et al. 1996).

In contrast with Groenen at al.’s findings that dyspraxic children performed
poorly on a phoneme discrimination task but not on a phoneme identification task,
Sussman, Marquardt, Doyle & Knapp (2002) reported that all of the three dyspraxic
children in their study performed aberrantly on a phoneme identification task.
Marion, Sussman & Marquardt (1993) assessed four dyspraxic children’s phonolog-
ical awareness through a series of tasks that assessed the children’s ability to pro-
duce and identify rhyming words. In striking contrast to age- and sex-matched con-
trols who performed at or near ceiling on all tasks, the dyspraxic children were not
only incapable of producing rhyming words, but they were at or near chance level
on all the identification tasks including a simple rhyme recognition task. However,
rather than attributing the dyspraxic children’s poor performance on the percep-
tual tasks as being caused by their inability to produce rhymes as a motor theorist
might, Marion et al. (1993) attributed the dyspraxic children’s poor performance on
both types of tasks as reflecting an underlying deficit in phoneme representation.
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In summary, although the results of studies of the speech perception abilities
of dyspraxic children are mixed, probably reflecting differences among studies in
the criteria used to diagnose dypraxia and the tests used to assess speech percep-
tion (Hall et al. 1993), at least some dyspraxic children appear to perceive speech
normally. Furthermore, it is possible that abstract phonological deficits underlie
both the production and the perceptual impairments exhibited by some dyspraxic
children (Marion et al. 1993), or that perceptual deficits are the cause of dyspraxic
children’s impaired speech production.

Other studies have investigated the speech perception abilities of children
with more circumspect articulatory impairments that affect the ability to produce
particular phonemes. Some of these studies have failed to find a relationship be-
tween the ability to produce phonemes and the ability to perceive them. For ex-
ample, Rvachew & Grawberg (2006) found that preschool children’ s articulatory
accuracy was not related to their phonological awareness. In another study of
preschool children with phonological impairments, Bird & Bishop (1992) found that
all 14 children were able to discriminate between phonemic contrasts that that they
could not produce, with 7 of the 14 children performing near perfectly on the dis-
crimination task. Similarly, Thyer & Dodd (1996) found no differences in auditory
processing in children with impaired speech. In a study comparing the categori-
cal perception abilities of children who did and did not have speech sound disor-
ders, Johnson et al. (2011) found no difference between the groups in the sharpness
or location of categorical boundary for synthetic stop-vowel (da/ta) syllables that
varied in voice onset time (da/ta), but they did find marginally significant group
differences for synthetic fricative-vowel (su/Su) syllables that varied in frequency
of the friction noise.

In contrast with the studies mentioned above, some studies have found a
correlation between phoneme perception and production in children with speech
sound disorders. For example, Marquart & Saxman (1972) found a significant cor-
relation between how often children with speech sound disorders misarticulated
words and how often they misperceived words. Rvachew et al. (2003) found that
misarticulating children have poorer phonemic perception of both correctly artic-
ulated words (e.g., lake) and incorrectly articulated words (e.g., lake as wake). In
categorical speech perception studies with synthetically produced /r/ and /w/
tokens, children who frequently mispronounced /r/ as /w/ (e.g., saying rabbit
as wabbit) had less clear categorical boundaries for /r/ and /w/ than children
who did not mispronounce /r/ (Monnin & Huntington 1974, Hoffman et al. 1985,
Ohde & Sharfe 1988). Less sharp categorical boundaries during perception tasks
have also been found for other contrasts, such as /s-ts/ contrast in coda position
(Raaymakers & Crul 1988) and fricatives (Rvachew & Jamieson 1989), a finding that
Rvachew & Jamieson attributed to some misarticulating children having an under-
lying deficit in speech perception.

Given that impairments in speech perception are likely to result in impair-
ments in speech production (e.g., as is evident in the impaired speech of most chil-
dren with substantial hearing impairments), the mere correlation of speech pro-
duction and speech perception abilities does not provide evidence for gestural the-
ories of speech perception that posit that speech perception is parasitic on speech
production. On the other hand, if even some children with impaired speech pro-
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duction nonetheless have normal speech perception abilities, this argues against the
primacy of speech production. We sought to further elucidate the relationship be-
tween speech perception and speech production in two studies.

2. Study 1—Case Study of Phoneme Identification in a Profoundly Dyspraxic

Child

The first study investigated the speech perception abilities of a profoundly dys-
praxic child who – like Lenneberg’s anarthric child – had no intelligible speech,
yet appeared to understand everything that was said to him. In a phoneme iden-
tification task, we found that despite being unable to speak, the child had no dif-
ficulty understanding and discriminating among words that differed in phonemi-
cally minimal ways (e.g., wake, lake and rake), even when these words were said out
of context.

2.1. Case History

2.1.1. Medical History

Review of the child’s medical records revealed that his prenatal course was unre-
markable except for a mild case of polyhydramnios (a condition sometimes seen
with oral motor problems) and a cesarean section delivery for breech presentation
at 41.5 weeks gestation. Notably, he had no history of seizures, head injury, anoxic
insult, or otitis media. All developmental milestones were reportedly achieved at
the normal age, with the exception of an expressive language disorder first noted
by his parents at 12 months of age and his pediatrician at 18 months of age. In
contrast to the child Lenneberg studied, the child had no other delays or abnor-
mal findings aside from his expressive language disorder. Specifically, he had no
dysmorphic features, exhibited none of the ”soft” neurological signs frequently
observed in children with mild developmental disabilities, had no sign of cranial
nerve damage, and had no difficulty producing simple rapid voluntary movements
of the mouth or hands. He also had no history of excessive drooling or the sorts of
feeding problems often associated with oral motor problems. Brainstem auditory
evoked response potentials and audiometric examination revealed normal hearing
bilaterally. Electroencephalography (EEG) and computed tomography (CT) scans
(performed without contrast agent) were also reportedly normal.

2.1.2. Psychological Testing

At age 2;4 (years;months), the child’s performance on the Bayley Scales of Infant
Development (Bayley 1969) was reportedly age-appropriate for all areas except for
delays noted in language and fine motor skills. At 2;8, his performance on the
Stanford-Binet Scale IV (Terman & Merrill 1960) and the Merrill-Palmer Psychomo-
tor Scale (Stutsman 1981) were age appropriate and his performance on concrete
problem solving were at the late 4-year-old level, suggesting average or above av-
erage intelligence and normal fine motor skills. The clinical psychologist who eval-
uated him at that time described him as a ”pleasant, well-organized and indepen-
dent little boy.”
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2.1.3. Language History

The child’s mother reported that his speech and expressive language development
was markedly different from that of her five older children. He never babbled or
cooed, but began to use points and gestures to communicate at or before a year
of age. Despite having no expressive speech, his parents, therapists and doctors
reported that he had no difficulty understanding what was said to him.

The child’s language was formally evaluated for the first time when he was
2;4. According to the speech pathologist’s report, he made no linguistic sounds,
and communicated through points and gestures with an occasional grunt and high
pitch squeal. His receptive language was at the early 2-year level and his expressive
language was at the 6- to 12-month level on the Reynell Developmental Language
Scales (RDLS, Reynell & Huntley 1971). Based on his history, vocalizations (or lack
thereof) and RDLS scores, he was given the clinical diagnosis of developmental
verbal dyspraxia.

The RLDS was repeated when the child was 2;8 at which time he scored at the
2;3 level on receptive section and at the 12-month level on the expressive section.
At 2;8, AS phonological development was formally evaluated. According to the
speech pathologist’s report, his speech was grossly impaired at both the segmental
and suprasegmental level: his vocal repertoire consisted of three sounds that were
“consonant-like” (most closely resembling [d], [r] and [m]) and 2 or 3 sounds that
were “vowel-like” ([u], [o] and possibly [i]), and these sounds were only used as
isolated vowels and in simple consonant-vowel combinations. During the course
of the evaluation, he produced only a handful of linguistic or nonlinguistic vocal-
izations, and he did not produce any vocalizations more complex than a single
syllable, nor did he produce any intelligible words.

2.2. Phoneme Identification Task

2.2.1. Stimuli

At age 3;5, the child’s ability to identify phonemes was assessed by having him
point to pictures that depicted words that differed from one another in phonemi-
cally minimal ways (e.g., van and fan; coat and goat; deer and tear). Forty-four words
were chosen because they were easy to depict, frequent, and were phonologically
minimally distinct from other words on the list (see Appendix A). Of the 44 words,
9 had one phonological foil (e.g., van only had the foil fan), 15 had two phonological
foils (e.g., wake had lake and rake), 9 had three phonological foils (e.g., door had four,
sore and shore), 8 had four phonological foils (e.g., wrap had cap, lap, map, and rat),
two words had 5 phonological foils (e.g., mat had bat, cat, hat, map and rat), and one
word had 6 phonological foils (cat had bat, cap, coat, hat, mat, and rat). All of the
words had at least one phonological foil that differed only in onset position (e.g.,
fan and van), 5 had at least one phonological foil that differed only in the vowel
(e.g., coat and cat), and 8 had at least one phonological foil that differed only in
coda position (e.g., map and mat). Some words differed from their phonological
foils by only a single articulatory feature. For example, goat and coat differed only
in voicing, feet, seat and sheet differed only in place of articulation, and sea and tea
differed only in manner of articulation, whereas other words differed from one an-
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other in more than one phonetic feature (e.g., cat, hat, rat, mat), or by the addition of
a phoneme (e.g., sea and seat, sore and store, ear and tear).

2.2.2. Procedure

Forty-four colored pictures were placed in random order in front of the child. As
each picture was laid out, the experimenter said the word depicted by the picture.
Once all of the pictures were displayed, the child was told. “See these cards. We’re
going to play a game – I’m going to say a word and I want you to look very care-
fully and find the picture that matches what I say.” The words were then read in
random order. Words were said live, and if the child did not respond, the word was
repeated up to two times. Each trial took approximately 1 minute, and the entire
task took approximately 1 hour to complete. During the task, the child gestured,
but made no attempt to say any of the words.

2.2.3. Results

For 42 of the 44 trials (93%), the child correctly chose the picture that matched the
word. Even if we assume that, for each trial, the child selected randomly from
the target word and a single phonological foil word (i.e., p = .5 for each trial), it
is extremely unlikely that the child did this well by chance alone (cumulative bi-
nomial p < .000001).1 Successful performance on a phoneme identification task re-
quires not just the ability to perceive relatively subtle phonemic differences, but also
knowledge of the meanings of words being tested and the ability to interpret the
pictures correctly. Consider the child’s two mistakes: for hall he chose the “door”
picture (of a partially opened door) and for sore he pointed to the “tear” picture (of
an eye with a tear). The semantic similarity – and the lack of phonological simi-
larity – between the target words and the words he chose suggest that these errors
reflect limitations in his picture identification skills or vocabulary, rather than his
phoneme perception skills.

3. Study 2—Phoneme Identification and Production in Typically-Developing

Children

Lenneberg’s original study of an anarthric child and the case study of a dyspraxic
child presented in the first study demonstrate that normal phoneme comprehen-
sion is possible even when phoneme production is profoundly impaired. In a sec-
ond study, we investigated the relationship between phoneme comprehension and
phoneme production in preschool-aged children who were typically developing.
In a phoneme identification task, the children chose the picture that matched tar-
get words from among four pictures, and in a phoneme production task, the same
group of children said the target words used in the phoneme identification task.

1 Arguably, a more realistic hypothesis is that, the child selected randomly from among the
target word and the foil words that differed for the target word by a single phoneme. Because
each word had on average 2.6 phonologically minimal foils, on average, the probability of
guessing correctly on a trial is .278 (1/3.6). Thus, selecting the correct picture for even 19
target words by chance alone is unlikely (binomial cumulative p < .05).
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3.1. Methods

3.1.1. Participants

Twenty-eight (16 males and 12 females) monolingual, English-speaking children
(mean age = 4.15; range 3.0–5.25) participated. All children were typically develop-
ing, with no history of speech, hearing, language or other impairment that might
influence language development or interfere with their ability to perform the tasks.
In addition, all of the children performed at age-appropriate levels on the Denver
Articulation Screening Examination (DASE; Drumwright 1971, Drumwright et al.
1973).

3.1.2. Stimuli

There were 45 target words in the phoneme identification task (see Appendix B).
Each target word was grouped with three distractor words that differed minimally
from the target word to form a phonological minimal quartet. Quartets were de-
signed to assess consonants in both onset and coda position because the acoustic
features that distinguish between phonemes often differ depending on whether the
consonants are onsets or codas (e.g., voice onset time affects perception of voicing
for oral stops in onset position, whereas the duration of the preceding vowel af-
fects perception of voicing for oral stops in coda position), and because children
sometimes mispronounce the same phoneme differently in onset and coda posi-
tion. For example, children tend to voice unvoiced consonants in onset position
(e.g., mispronouncing park as bark) and de-voice consonants in coda position (e.g.
mispronouncing pig as pick). Quartets were also designed to assess consonants in
both consonant clusters and non-consonant clusters because the acoustics and ar-
ticulation of consonants differ in clusters and non-clusters.

Of the 45 quartets, 30 assessed phoneme perception in onset position (e.g.,
target rip and distractors lip, whip, zip) and 15 assessed phoneme perception in coda
position (e.g., target pig and distractors pick, pin, pit). In 30 quartets, the target
word’s onset or coda was a consonant cluster (target snail and distractors sail, nail,
and mail) and in 15 quartets the target word was a non-cluster (e.g., target buzz
and distractors bug, bus, bud). All target and distractor words were depictable, high
frequency, monosyllabic words that are acquired at a young age.

Taken as a group, the 45 target words and their distractors assessed children’s
perception and production of consonants that differed in voicing, manner of artic-
ulation and place of articulation. We selected and grouped target and distractor
words to maximize our ability to assess children’s phoneme production and per-
ception for common childhood speech errors (Sanders, 1972; Grunwell 1987) such
as consonant cluster reduction (saying snail as sail), fronting errors in which the
place of articulaton of a phoneme is substituted (e.g., saying crash as trash), voicing
errors (e.g., saying park as bark), stopping errors in which a fricative is said as an
oral stop (saying toe for sew), gliding errors in which liquids are produced or per-
ceived as glides (e.g., saying wake for rake) and /r/–/l/ substitutions (e.g., saying
rip for lip or vice versa).

Phonological quartets were designed so that a single quartet targeted mul-
tiple aspects of phoneme perception and production. Consider the phonological
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quartet tree, tea, dee (the letter “D”), and three. Tree and tea differ in that tree has a
complex onset, tea and dee differ in that tea has an unvoiced onset, and tree and three
differ in that tree begins with a stop consonant rather than a fricative. Thus, this
one quartet potentially provides information about the production and perception
of consonant clusters, voicing, and stopping. Because we used phonological quar-
tets rather than phonological pairs in the phoneme identification task, there are 3
target-distractor word pairs and 2 distractor-distractor pairs for each trial, for a total
of 225 word pairs (45 items ⇥ 5 word pairs per item). Sixty-five word pairs differed
in a way that targeted consonant cluster reduction, 28 word pairs targeted fronting
errors, 25 word pairs targeted voicing errors, 16 word pairs targeted stopping er-
rors,7 word pairs targeted gliding, and 7 word pairs targeted /r/–/l/ substitution
(see Appendix C).

3.1.3. Recordings

A native monolingual English-speaking woman who was naı̈ve to the nature of the
experiment and received no guidance regarding the pronunciation of the words
said the instructions and target words used in the phoneme identification and per-
ception tasks and in the DASE. Two experimental phonologists deemed that she
had a typical New Jersey accent with no evidence of articulatory problems, and that
she spoke clearly, but did not hyper-articulate. Words were recorded in a sound at-
tenuated booth using a head-mounted Shure Microphone attached to a Roland Edirol
R09 Solid State Recorder that recorded stimuli in 16 bit, 44.1kHz.wav format.

To avoid list intonation, each target word was inserted in the carrier sentence
say the word [ ], twice. The carrier sentence ended with the word twice in order to
avoid phrase-final lengthening or creakiness in the target word. Target words were
extracted from the carrier sentences using Praat (version 5.0.4, Boersma & Weenink,
2008). Each target word was recorded 9 times, and the best example of each target
word was chosen using the criteria of naturalness, clarity, least background noise,
and least aspiration. The amplitude of each word was then adjusted to a mean of
70 dB. Five monolingual English speakers with no background in linguistics and
no knowledge of the experiment judged the target words to be natural sounding,
clear, and similar to one another.

3.1.4. Experimental Apparatus

Visual stimuli were presented on a 15” Macbook Pro computer screen and audio
stimuli were presented via Sennheiser HD 202 headphones. Psyscope was used to
control presentation of stimuli and record data, with the experimenter initiating
trials and marking selections via an external keypad attached to the laptop. Chil-
dren’s eye movements were recorded with the laptop’s built-in camera and the
entire session was video-recorded.

3.1.5. Phoneme Identification Task

In a phoneme identification task, children listened to target words and selected
the picture that matched each target word from among four pictures that depicted
the target word and its phonological foils. For example, in one experimental trial,
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children heard the target word snail and viewed pictures of a snail, a nail, a sail
and mail (see figure 1). Prior to doing the experimental trials, children were given
practice trials with phonologically distinct words (e.g., star, bird, fork, and cheese).
If a child got a practice trial wrong or pointed to more than one picture, s/he was
corrected. For the experimental trials, no feedback was given and, if a child pointed
to more than one picture, his or her first selection was counted.

Figure 1: Sample Trial in Phoneme Identification Task. (Written words are presented for explanatory
purposes only and did not appear in the task presentation.)

All trials began with a cartoon character appearing at the center of the screen
for 2500 msec. After the cartoon fixation target disappeared, the screen went blank
and the experimenter asked the child if s/he was ready. When the child was fo-
cused on the screen, the experimenter initiated a trial and the target word was
played simultaneously with the four pictures. Stimuli were presented in pseudo-
random order. The target picture did not appear in same quadrant more than 2
times in a row, the target segment was in onset position no more than 4 times in a
row, and the target segment was a consonant cluster no more than 4 times in a row.
In addition, onset and coda target segments and consonant cluster and non-cluster
target segments occurred equally often in the first and second half of the list. Half
of the participants received the items in the original order, and half received the
items in the reverse order.

3.1.6. Standardized Articulation Assessment

After the children finished the phoneme identification task, we assessed their artic-
ulatory abilities using the DASE (Drumwright 1971; Drumwright et al. 1973), a test
in which children repeat 22 words that contain 30 target phonemes. We used the
same equipment and procedures for the DASE as we did for the phoneme produc-
tion task.
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3.1.7. Phoneme Production Task

Once children had completed the DASE and taken a short break, they repeated the
45 target words from the phoneme identification task. For each of the 45 target
words, children viewed a picture of the target word while listening to the instruc-
tion “say the word [ ].” (In order to ensure that the target words were acoustically
identical in the identification and production tasks, the production task audio in-
structions were extracted from the same recordings that were used in the phoneme
identification task.) Using pictures in the production task helped ensure that chil-
dren’s errors were true mispronunciations and not the result of misunderstanding
the target word (e.g., mistakenly saying wake rather than lake because they misper-
ceived the target word as wake), and using a repetition task rather than a picture-
labeling task ensured that children said the same words that were used in the iden-
tification task (e.g., they didn’t call a lake a pond).

For each trial, the audio instruction began at the same time that the matching
picture appeared in the center of the computer screen. The picture remained on the
screen until the child said the word. When the child finished saying the word, the
experimenter pressed a key and the screen went blank. When the child indicated
s/he was ready for the next trial, the experimenter pressed a key and the next trial
began. Items were presented in the same order in the phoneme production task as
they were in the phoneme identification task, and the apparatus that was used in
the phoneme production task was the same as in the phoneme identification task
except that, in addition to wearing headphones, children wore a head-mounted
microphone that was attached to an Edirol recorder.

3.2. Results

3.2.1. Phoneme Identification

Because each target word had three phonological distractors, chance performance
rate is 25%. Overall, children correctly identified the target word 63% of the time,
and all children performed at significantly better than chance level. As expected,
children’s performance was significantly correlated with their age (r = .52, p = .005).
Accuracy and reaction times were analyzed using ANOVAs with subject as a ran-
dom variable. There was no significant main effect of sex on either accuracy or
reaction time (RT) regardless of whether incorrect trials were included or excluded
(both F ’s < 1) and, thus, sex was excluded from all subsequent analyses.

Because there were no liquids in coda position, in this and subsequent on-
set/coda analyses, items in which the target segment contained a liquid were elim-
inated. When these items were excluded, children correctly identified significantly
more onset target words than coda target words (73% and 54% respectively) by both
non-parametric tests (�2 = 34.57, p < .00005) and parametric tests with subject as a
random variable (F (1, 27) = 28.96, p < .0005, ⌘2p = .518). Children were also signifi-
cantly more accurate for target words without consonant clusters than target words
with consonant clusters (67% and 61%, respectively) by both non-parametric tests
(�2 = 5.52, p = .019) and parametric tests with subject as a random variable (F (1, 27)
= 8.355, p = 0.008, ⌘2p = .236).
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Consistent with onset/coda accuracy results, when all trials were included,
children were faster on onset target words than coda target words (2680 ms and
2991 ms respectively, F (1, 27) = 8.52, p = 0.007, ⌘2p = .240), but this difference was
not significant when incorrect trials were eliminated (2489 and 2634 respectively,
F (1, 27) = 2.795, p = 0.11). Also consistent with accuracy results, children were
faster for target words that lacked consonant clusters compared to those that had
consonant clusters, regardless of whether incorrect trials were included (2655 ms
and 2985 ms respectively, F (1, 27) = 25.89, p < .0005, ⌘2p = .490) or excluded (2409
ms and 2766 ms respectively, F (1, 27) = 18.64, p = .003, ⌘2p = .408) from the analyses.

3.2.2. Phoneme Production

For the production task, if children said the target segment correctly, the item was
scored correct even if they mispronounced other parts of the target word (e.g., if
a child said late for lake and the onset was the target segment, the child received
credit for having said the item correctly). Overall, children said the target segment
correctly 85% of the time. As was the case for the phoneme identification task,
children’s accuracy rates on the phoneme production task were significantly corre-
lated with their age (r = .47, p = .01). There was no significant difference in accu-
racy rate for boys and girls (83% and 88% correct respectively, F < 1), and sex was
eliminated from all subsequent analyses. When trials with target words containing
a liquid were excluded, children were not significantly worse at producing onset
versus coda targets (87% accuracy for both) by either non-parametric or parametric
tests (�2 = 0.43; F (1, 27) < 1). Children were, however, significantly less accurate at
producing consonant cluster targets than non-cluster targets (82% and 91%, respec-
tively) by both non-parametric tests (�2 = 15.15, p < .00005) and parametric tests
(F (1, 27) = 7.35, p = .01, ⌘2p = .214).

3.2.3. The Relationship between Phoneme Identification and Phoneme Production

A multiple regression analysis of children’s phoneme identification accuracy rates
was conducted with age and phoneme production accuracy as predictors. This
analysis revealed that children’s age was a significant predictor of identification
accuracy (b = .428, t(25) = 2.25, p = .033), but their phoneme production accuracy
rate was not (b = .185, t(25) = 0.97, p = .340), with the overall fit of the model being
fairly good (R2 = .292). We next analyzed each child’s data separately to determine
whether individual children tended to misidentify and mispronounce the same tar-
get items. These analyses revealed Spearman’s r of between –.16 and .31 (mean r
= .04), with only one child’s correlation coefficient being significant at the p = .05
level (r = .31, p = .038).

The above analyses simply address the question of whether children misiden-
tify and mispronounce the same target items. A more precise question is whether
children misperceived items in the same way that they mispronounce them. Col-
lapsing across children, of the 1,260 trials (28 participants ⇥ 45 target words), there
were only 87 cases in which a child misidentifying and mispronounced the same
target word. Of these 87 instances, in 78 cases children misidentified and mis-
pronounced a target word in different ways (e.g., misidentifying the target word
flight as being light and mispronouncing flight as fight). There were only 9 cases
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in which a child misidentified and mispronounced a target word in the same way
(e.g., misidentifying and mispronouncing the target word robe as rope).

Even though the children very rarely mispronounced and misidentified tar-
get words in the same way, it is possible that the same types of phonological pro-
cesses underlie both their misidentification and mispronunciation errors. For ex-
ample, a child who reduces fricative consonant clusters might misidentify skis as
keys and mispronounce spark as park, yet correctly pronounce skis and correctly
identify spark. To investigate whether the same phonological processes underlie
children’s misidentification and mispronunciation errors, we divided target seg-
ment phonemes into three groups based on their manner of articulation (oral stops,
approximates and fricatives).2

For every phoneme in target onsets and codas that children either misiden-
tified or mispronounced, we compared the place of articulation (POA), manner of
articulation (MOA) and voicing of that target phoneme with the child’s erroneous
phoneme. In addition to tallying the children’s POA, MOA and voicing errors, we
also tallied their phoneme deletions and additions. Additions were very rare, with
most cases of epenthesis involving the insertion of a vowel within a consonant clus-
ter.3 In most cases, target phonemes and erroneous phonemes differed by a single
feature (e.g., POA /s/ ) /f/, MOA /s/ ) /t/, voicing /s/ ) /z/), but occasion-
ally target and erroneous phonemes differed by more than one feature (e.g., /s/
and /d/ differ in both MOA and voicing). In all cases we assumed that children’s
errors differed minimally from the target segment. For consonant cluster targets,
we considered each consonant separately. So, for example, if a child said /tr/ as
/w/, we assumed that the child deleted the stop /t/ and said the approximate with
the wrong POA. Table 2 provides an example of how errors were coded.

Stop Errors Approximate Errors

POA: tr ) pr POA: tr ) tw, tl
MOA: tr ) sr MOA: tr ) ts
Voicing error: tr ) dr Deletion: tr ) t
POA + voicing: tr ) br
POA + MOA: tr ) fr
MOA + voicing: tr ) zr
Deletion: tr ) r
Addition: tr ) t@r

Table 1: Sample error classification for the target cluster /tr/.

Using this coding pro-
cedure, we tallied the types
of errors each child made on
approximates, fricatives and
stops in the identification and
production tasks (see Appendix
D). Inspection of these tallies
suggests that the pattern of er-
rors differed from child to child
and that individual children
had different patterns of errors
on identification and pronunci-
ation tasks. To test statistically
whether children misidentified and mispronounced the same types of phonemes,
for each child we determined the type of phoneme (approximate, fricative or stop)
the child got wrong most often on the identification task and on the production
task. Of the 28 children, two children were eliminated from the analysis because

2 For the purposes of the error analyses, affricates were treated as being composed of a stop
followed by a fricative (tS = t+S, dZ = d+Z). Although there were 3 target segments that con-
tained nasals (snail, smell, crunch), because children only made a handful of mistakes involving
nasals, we chose to exclude them from our error analyses.

3 For the purposes of the analyses, epenthetic phonemes were classified with the phoneme that
preceded them.
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they had no production errors and 6 children were eliminated because, for one or
both of the tasks, two phoneme types were tied for most common. Of the remain-
ing 20 children, for 6 children the phoneme type that was most frequently mispro-
nounced was also the phoneme type that was most often misidentified. Given that
there were 3 types of phonemes, the probability that a child would make the most
errors on the same phoneme type in both tasks is .33 by chance alone. Thus, we can-
not reject the hypothesis that it was a chance occurrence that, for 6 of 20 children,
the same phoneme type was the most commonly misidentified and mispronounced
(cumulative binomial p = .69).

We next investigated whether children made the same types of errors on the
identification and production tasks. The vast majority of children’s errors were
POA, MOA, voicing or deletion errors, so, for each child, we determined which of
these 4 error processes was the most common for each of the two tasks. Two chil-
dren were eliminated from the analysis because they had no production errors and
4 children were eliminated because for one or both of the tasks, two error processes
were tied for most common. Of the remaining 22 children, for 8 children the most
common error process on the identification task was the same as the most common
error process on the production task. Given that there were 4 possible error pro-
cesses, the probability by chance alone that the same error process would be the
most common on both tasks is 0.25 (1 in 4) for each child. Thus, we cannot reject
the hypothesis that it was a chance occurrence that the most common error process
in the identification task was the same as the most common error process in the
production task for 8 of 22 children (cumulative binomial p = .16).

4. Discussion

In 1962, Lenneberg wrote:

Our understanding of human behavior is often greatly enlightened by
careful investigations of clinical aberrations and in many instances dis-
ease or congenital abnormalities provide conditions that may replace
the crucial experiments on children that our superego forbids us to plan
and perform. (Lenneberg 1962: 419)

Five years later, in Biological Foundations of Language, Lenneberg (1967) went one
step further, arguing not just that special populations can provide important in-
sights about language and language acquisition, but that

to ignore or overlook [such cases] is inexcusable as it may result in the-
ories that are flatly contradicted by pertinent facts in pathology.

(Lenneberg 1967: 304)

The intact language comprehension abilities of Lenneberg’s anarthric child and the
dyspraxic child reported in this paper underscore the importance of studying how
special populations use and acquire language. As Lenneberg so elegantly wrote:

The theoretical importance of extreme dissociation between perceptive
and productive ability lies in the demonstration that the particular abil-
ity which we may properly call “having knowledge of a language” is
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not identical with speaking. Since knowledge of a language may be es-
tablished in the absence of speaking skills, the former must be prior,
and, in a sense, simpler than the latter. (Lenneberg 1967: 308)

Contrary to Lenneberg’s position, proponents of gestural theories of speech
perception such as the Motor Theory argue that speech production is primary, that

the phonetic elements of speech, the true primitives that underlie lin-
guistic communication, are not sounds but rather the articulatory ges-
tures that generate those sounds. (Liberman & Whalen 2000: 188)

The discovery of mirror neurons in nonhuman primates has led to a resurgence of
interest in gestural theories of speech perception such as the Motor Theory. Indeed,
the results of some neuroimaging studies that show activation of motor areas dur-
ing speech perception tasks appear to provide support for the Motor Theory. (For
a critical review of such studies, see Hickok 2010). However, the fact that adults
are able to perceive speech normally despite temporarily-induced impairments of
speech production (e.g., Hickok et al. 2008) or acquired neurological insults that
permanently impair speech production (e.g., Hickok et al. 2011) puts into question
the Motor Theory’s claim that articulatory gestures form the basis of adults speech
perception (for a review see Stasenko, Garcea & Mahon 2013).4

It is logically possible that articulatory gestures/motor areas play a critical
role in the development of speech perception, even if they no longer play such a role
in speech perception in adults. Lenneberg (1964) argued that the linguistic abilities
of children who are profoundly deaf, have Down Syndrome or have anarthria show
that

motor skills are neither necessary nor sufficient prerequisites for the de-
velopment of those psychological skills which seem to be an essential
substrate for mature language. (Lenneberg 1964: 127)

Indeed Lenneberg (1962: 423) argued that, for children, “the vocal production of
language is dependent upon the understanding of language but not vice versa.”
Furthermore, the fact that developmental impairments in speech perception almost
always result in impairments in speech production means that studies that show
children with speech impairments often have impaired speech production are not
evidence for gestural theories of speech perception. In contrast, the existence of
even a handful of children like Lenneberg’s anarthric child and the dyspraxic child
presented in the first study who have grossly impaired speech yet intact speech
perception argues strongly against gestural theories of speech perception. Consis-
tent with the primacy of speech perception abilities, Rvachew, Nowak & Cloutier
(2004) found that training children with phonological expressive delays to attend
to phonemic contrasts (by providing them feedback on a task very much like the
experimental task used in the second experiment) improved the children’s ability
to produce these contrasts.

4 One might argue, however, that some weaker version of the Motor Theory could accommo-
date these findings. Perhaps, for example, the gestural scores could be encoded in an abstract
manner that does not involve the motor regions per se. However, as noted by Hickok and oth-
ers, this leaves open the possibility that the underlying encoding is fundamentally perceptual
rather than motoric.
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According to Liberman & Whalen (2000),

co-articulation creates a complex relationship between the acoustic sig-
nal and the phonetic structure [. . . ]. Unraveling that complex relation-
ship between signal and message is the business of the same phonetic
module that produced it, for that module incorporates the constraints
necessary to process the signal so as to recover the very gestures that
were, by their co-articulation, responsible for its apparent complications.

(Liberman & Whalen 2000: 189)

If this were true, not only would we fail to find cases like Lenneberg’s anarthric
child and the dyspraxic child presented in the first study, we would predict a causal
link between speech production and speech perception in typically-developing chil-
dren. Contrary to this prediction, in the second study, we failed to find any evi-
dence of a relationship between typically-developing children’s ability to identify
and produce phonemes. A multiple regression analysis revealed that children’s
accuracy on the phoneme production task was not a significant predictor of their
accuracy on the phoneme identification task independent of their age, and analyses
of individual children’s performance on the items in the identification and produc-
tion tasks revealed a significant correlation for only one of the 28 children.

Consistent with the results of these regression analyses, error analyses re-
vealed that the children in the second study rarely got the same items wrong on
the identification and pronunciation tasks and, when they did, they almost always
did so in different ways (e.g., misidentifying the target word lake as rake and pro-
nouncing it as wake). Furthermore, when we analyzed each children’s patterns of
errors in the two tasks, we found they diverged considerably. First, we found no
evidence that children typically made mistakes on the same class of phonemes (ap-
proximates, fricatives and stops) in the identification task and the production task.
Second, we found no evidence that children made the same types of errors (e.g.,
voicing errors, POA errors, MOA errors, deletion errors etc.) in the two tasks.

Taken as a whole, many of the developmental studies reviewed in this pa-
per and the results of the two studies presented provide strong evidence against
the claim that speech production serves as the developmental backbone of speech
perception and against gestural theories of speech perception more generally.
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Appendix A: Study 1—Target Words and Phonological Foils

Target

Word

Onset

substitution

Vowel

substitution

Coda

substitution

Phoneme addition

or deletion

ball doll, hall, wall
bat cat, hat, mat, rat boat
boat coat, goat
cap lap, map, wrap cat
cat bat, hat, mat, rat coat cap
cheese knees
coat boat, goat cat
deer tear ear
dish fish
dog log doll
doll ball, hall, wall dog
door four, shore, sore
ear deer, tear
fan van
feet seat, sheet
fish dish
floor four
four door, shore, sore floor
goat boat, coat
hall ball, doll, wall
hat bat, cat, mat, rat
lake rake, wake
lap cap, map, wrap
log dog
mat bat, cat, hat, rat map
map cap, lap, wrap mat
knees cheese nose
nose toes knees
rake lake, wake
rat bat, cat, hat, mat wrap
sea tea seat
seat feet, sheet sea
sheet feet, seat
shore door, four, sore
sore door, four, shore store
store sore
tea sea tree
tear dear ear, tea
toes nose
tree sea tea
van fan
wake lake, rake
wall ball, doll, hall
wrap cap, lap, map rat
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Appendix B: Study 2—Phoneme Identification Stimuli Quartets

The target segment is in bold, followed by the three distractor words.

ONSETS CODAS

SIMPLE C (N = 7) SIMPLE C (N = 8)

Fricative Fricative
s-eat sheet street eat ri-ce write ride rise
s-ing string sting wing bu-zz bug bus bud
f-at flat rat sat Stop

Stop pi-g pick pin pit
t-oe sew row throw co-ke cone coat comb
g-as grass class glass ba-d bat bag badge

Approximate k-id kick kit king
l-ake rake wake ache wro-te road rope robe
r-ip lip whip zip ro-be wrote road rope

CC CLUSTER (N = 18) CC CLUSTER (N = 6)

Fricative-Stop Fricative-Stop
sp-ark bark park shark bea-st bees beat beach
sk-is keys seas squeeze cru-st crushed crunch crutch

Fricative-Nasal fi-st fish fin fizz
sn-ail sail mail nail Nasal-Stop
sm-ell shell sell bell pa-nt pats pans pants

Fricative-Approximate Affricate (Stop-Fricative)
sl-eep leap weep sweep ca-tch cash cat cap
fr-y lie tie fly ba-dge bad bat bag
fl-ight light white write

Stop-Approximate
bl-ed red bread bed
gr-ab crab cab stab
br-eak bake rake wake
cr-ash trash cash rash
tr-ail tail rail whale
tr-ee tea dee three
cl-ock block lock rock

Affricate (Stop-Fricative)
ch-ase face lace vase
ch-ew shoe zoo two
ch-ick sick tick trick
ch-ip sip tip ship

CCC CLUSTER (N = 5) CCC CLUSTER (N = 1)

Fricative-Stop-Approximate Nasal-Stop-Fricative
scr-eam cream steam stream cru-nch crust crutch crush
str-ip trip rip tip
spr-ing swing sing wing
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Appendix C: Study 2—Common Phonological Error Processes Assessed in Phoneme

Identification Target-Distractor Word Pairs

Error Type Onset Distractors Coda Distractors Distractors

Fronting 17 (e.g., crash > trash) 11 (e.g., coke > coat) 28
Voicing 12 (e.g., grab > crab) 13 (e.g., rice > rise) 25
Stopping 5 (e.g., fry > tie) 11 (e.g., rice > write) 16
Gliding 7 (e.g., lake > wake) 0 7
/r/–/l/ substitution 7 (e.g., rip > lip) 0 7
Simple C Deletion 2 (e.g., seat > eat) 0 2
Cluster Reduction 51 (e.g., snail > nail) 14 (e.g., beast > beat) 65
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Appendix D: Study 2—Classification of Identification and Pronunciation Errors

Participants are listed in order according to the combined number of errors they
made in the two tasks, with the child who made the most errors given first.

Age 
 

# Shared Errors  
(# identical) 

Identification Errorsi Pronunciation Errors  

3.33 12 shared errors 
(2 identical) 

8 stops (4 delete, 2 voice, 1 MOA, 1 
POA+voice) 
8 fricative (5 delete, 1 POA, 1 voice, 1 
POA+MOA) 
5 approximates (4 POA, 1 POA+MOA) 

23 fricatives (19 delete, 3 
MOA, 1 POA) 
8 approximates (8 POA) 
8 stops (7 delete, 1 voice) 

3.75 10 shared errors 
(1 identical) 

13 stops (6 delete, 3 voice, 2 POA, 1 
POA+voice, 1 other) 
11 fricatives (5 delete, 3 POA, 1 
POA+voice, 1 POA+MOA, 1 
POA+MOA+voice 
3 approximates (2 POA, 1 delete) 

17 approximates (15 delete, 
2 POA) 
7 fricatives (3 POA+voice, 
2 POA, 1 delete, 1 
POA+MOA) 
4 stops (3 delete, 1 MOA,  

3.00 14 shared errors 
(1 identical) 

10 stops (5 delete, 2 MOA, 2 voice, 1 
POA+voice) 
10 fricatives (4 POA, 4 delete, 2 voice) 
6 approximates (5 delete, 1 POA) 

9 approximates (8 POA, 1 
delete) 
8 stops (3 POA, 2 add, 2 
voice, 1 delete) 
7 fricatives (5 add, 2 delete) 

3.33 6 shared errors 
(0 identical) 

10 stops (4 delete, 2 POA+voice, 1 voice, 
1 MOA, 1 POA+MOA) 
8 fricatives (6 delete, 1 POA, 1 
POA+MOA) 
5 approximates (3 delete, 1 POA, 1 
POA+MOA)  

6 approximates (6 POA) 
4 fricatives (3 POA, 1 add) 
4 stops (2 voice, 1 add, 1 
delete) 

4.75 4 shared errors 
(0 identical) 

13 stops (6 delete, 2 voice, 2 POA, 1 
MOA, 1 POA+voice, 1 POA+MOA) 
9 fricatives (6 delete, 2 POA+MOA, 1 
POA) 
7 approximates (5 POA, 2 delete) 

4 fricatives (4 POA) 
3 stops (1 delete, 1 MOA, 1 
add) 

3.42 6 shared errors 
(0 identical) 

12 stops (6 delete, 3 voice, 2 POA, 1 add)  
10 fricatives (7 delete, 2 POA, 1 
POA+MOA, 1 add) 
8 approximates (4 POA, 3 delete, 1 
POA+MOA 

7 fricatives (4 POA, 2 add, 
1 delete) 
2 stops (1 delete, 1 add) 

3.50 3 shared errors 
(0 identical) 

14 stops (7 delete, 2 POA, 1 MOA, 1 
voice, 1 POA+MOA, 1 add, 1 POA+voice) 
14 fricatives (9 delete, 4 POA, 1 voice) 
8 approximates (7 POA, 1 POA+MOA) 

3 fricative (3 add) 
2 stops (2 add) 

4.08 4 shared errors 
(0 identical) 

11 stops (6 delete, 3 voice, 1 POA+voice, 
1 add,  
8 fricatives (3 delete, 2 voice, 2 POA, 1 
POA+MOA) 
6 approximates (3 delete, 3 POA) 

3 fricatives (3 POA) 
2 approximates (2 POA) 
2 stops (1 delete, 1 add)  

3.42 1 shared errors 
(0 identical) 

12 fricatives (8 delete, 3 POA, 1 
POA+MOA) 
9 stops (6 delete, 1 voice, 1 POA, 1 
POA+voice) 
4 approximates (4 POA) 

3 approximates (POA)  
1 fricative (delete) 

4.83 4 shared errors 
(1 identical) 

10 stops (3 voice, 3 delete, 1 POA, 1 
MOA, 1 POA+voice, 1 add) 
7 fricatives (4 delete, 1 voice, 1 POA, 1 
POA+MOA) 
1 approximates (POA) 

9 stops (4 add, 3 delete, 2 
voice) 
5 fricatives (3 POA, 2 add) 
2 approximates (2 POA) 

3.75 3 shared errors 11 stops (5 voice, 3 POA, 2 delete, 2 add) 4 fricatives (4 add) 



(0 identical) 10 fricatives (5 delete, 2 POA, 2 
POA+MOA, 1 voice) 
2 approximates (1 delete, 1 POA) 

1 stops (1 add) 
1 approximates (1 delete) 
 

3.17 1 shared error 
(0 identical) 

12 fricatives (8 delete, 2 POA+voice, 1 
POA, 1 voice)  
8 stops (5 delete, 2 POA, 1 POA+MOA, 1 
add) 
5 Approximate (4 POA, 1 delete) 

2 stops (1 voice, 1 delete) 
1 Approximate (1 delete)  

3.42 3 shared errors 
(0 identical) 

9 fricatives (6 delete, 2 POA, 1 
POA+MOA) 
7 stops (2 delete, 2 voice, 1 POA, 1 MOA, 
1 POA+MOA) 
2 approximates (1 delete, 1 POA) 

5 fricatives (3 POA, 2 
POA+voice) 
4 approximates  (4 POA) 
2 stops (2 add) 

4.92 3 shared errors 
(0 identical) 

8 stops (4 delete, 2 voice, 2 POA) 
7 fricatives (4 POA, 1 delete, 1 
POA+MOA, 1 MOA+voice) 
3 approximates (2 delete, 1 POA) 

4 approximates (4 POA) 
2 stops (add) 
 

4.50 2 shared errors 
(1 identical) 

13 fricatives (9 delete, 3 POA, 1 
POA+MOA) 
7 stops (6 delete, 1  POA) 
6 approximates (3 POA, 1 delete, 1 
POA+MOA, 1 POA+MOA+voice) 

1 fricative (delete) 
1 stops (voice) 

3.17 1 shared error 
(0 identical) 

7 stops (4 delete, 2 voice, 1 POA) 
5 fricatives (2 delete, 2 POA, 1 
POA+MOA) 
2 approximates (2 POA) 

6 Fricative (6 POA) 
1 stops (add) 

3.50 2 shared errors 
(1 identical) 

12 stops (5 delete, 4 voice, 2 POA,  1 
MOA) 
5 fricatives (2 delete, 3 POA) 
2 approximates (2 POA) 

1 stops (voice) 
1 fricative (POA) 

5.17 2 shared errors 
(0 identical) 

9 approximates (4 delete, 3 POA, 1 
POA+MOA, 1 POA+MOA+voice 
7 fricatives (4 delete, 1 POA, 1 voice, 1 
MOA) 
6 stops (3 delete, 1 voice 1 POA, other) 

2 approximates (2 POA) 

3.75 2 shared errors 
(1 identical) 

11 stops (5 voice, 4 delete, 1 POA, 1 
MOA) 
8 fricatives (6 delete, 1 POA, 1 MOA) 
2 Approximate (1 POA, 1 delete) 

2 stops (2 delete, 1 voice) 
1 fricative (POA) 
1 approximates (delete) 

4.83 1 shared error 
(0 identical) 

8 stops (3 voice, 3 delete, 2 POA, 1 add) 
4 fricatives (3 deleted, 1 POA+MOA) 
3 approximates ( 3 POA) 

1 stops (delete) 

3.97 0 shared errors 
(0 identical) 

9 stops (3 POA, 3 delete, 2 voice, 1 MOA) 
6 fricatives (6 delete) 
6 approximates   5 POA, 1 delete) 

1 stops (delete) 

4.00 2 shared errors 
(0 identical) 

7 stops (3 delete, 2 voice, 2 MOA) 
4 fricatives (2 reduc, 1 POA+MOA, 1 add 
1 approximate (POA) 

4 approximates (4 POA) 

5.25 0 shared errors 
(0 identical) 

7 fricatives (4 delete, 2 POA, 1 
POA+MOA) 
5 stops (2 delete, 2 voice, 1 MOA) 
3 approximates (2 POA, 1 MOA) 

1 stops (add) 

4.25 0 shared errors 
(0 identical) 

7 fricatives (4 delete, 1 voice, 1 POA, 1 
POA+MOA) 

2 stops (1 voice, 1 
POA+MOA) 
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4 stops (2 voice, 1 delete, 1 POA+MOA) 
2 approximates (2 POA) 

 

4.42 1 shared error 
(1 identical) 

6 fricative (4 delete, 1 POA, 1 MOA) 
5 stops (2 delete, 2 voice, 1 POA+MOA) 
1 approximate (1 POA) 

1 stops (1 delete) 
1 Fricative (1 delete) 
1 Approximate (1 add) 

5.17 0 shared errors 
(0 identical) 

7 stops (4 delete, 2 voice, 1 add) 
4 fricatives (3 delete, 1 POA) 
3 approximates (2 delete, 1 POA) 

No errors 

4.83 0 shared errors 
(0 identical) 

4 fricative (2 delete, 1 voice, 1 MOA) 
4 stops (2 delete, 1 POA, 1 add) 
1 approximate (1 POA) 

1 stops (1 voice) 
 

5.17 0 shared errors 
(0 identical) 

5 stops (2 voice, 1 delete, 1 POA, 1 MOA) 
1 fricative (1 POA) 
1 approximate (1 POA) 

No errors 

 

i Error code: 
Voice = voicing error (e.g., robe => rope; pig=> big) 
POA = Place of Articulation error (e.g., crash => trash, catch => cats) 
MOA = Manner of Articulation error (e.g., sing => ting, trail => srail) 
Delete = deletion error (e.g., seat => eat; break => rake; strip => rip) 
Add = epenthesis error (e.g., skis => səkis) 
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The aim of this study is to profile the cognitive–linguistic performance of a 
male child (P.I.) with 22q11 deletion syndrome (22q11DS). Specifically, 
receptive and expressive language performance and nonverbal IQ (NVIQ) 
are described at two different time points—when P.I. was 6 and 10 years of 
age, respectively. Using case-based methodology, P.I.’s NVIQ and perform-
ance on global and structured language tasks are compared to typically 
developing children of the same chronological age and school-aged children 
with specific language impairment (SLI). The results show no improvement 
in NVIQ or vocabulary, but his morphosyntactic abilities did improve over 
time. The findings are discussed in relation to two hypotheses, either that 
the profile of language impairment in children with 22q11DS is distinctive to 
the syndrome or that there is co-morbidity with SLI. This is particularly 
important for speech–language therapists who have a primary role in 
diagnosing communication deficits and providing treatment. 
 
 
Keywords: 22q11 deletion syndrome; co-morbidity; cognitive–linguistic 

profile; complex syntax; faculty of language; language develop-
ment; specific language impairment 

 
 
 
 
1. Introduction 
 
In chapter 6 of Biological Foundations of Language, Eric Lenneberg included a short 
section on types of “evidence for inheritance of language potential” (Lenneberg 
1967: 248ff.). Since there was not much research available at the time, it stressed 
the importance of family histories for establishing a genetic base of language 
impairments and arguably laid the foundations for a long series of twin studies 
research on language (see e.g. Stromswold 1998, 2001, 2006, and the relevant 
literature cited). The present paper can be seen as a contribution to the endeavor 
of detailing language and cognition under special genetic circumstances (22q11 
deletion syndrome), also providing further evidence that a “pathologically low-
ered IQ […] does not result in bizarre use of language” (Lenneberg 1967: 326).  

																																																								
   We would like to thank Loukia Taxitari for statistical analysis, Eleni Theodorou for data 

collection, and Marina Varnava for further assistance. An earlier version of parts of this 
paper reporting the participant P.I.’s single-time performance at age 6 appeared with these 
researchers as co-authors (Kambanaros et al. 2018). 
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The importance of genomics in speech pathology (or speech and language 
therapy) practice is highly recognized (ASHA 2015), yet cross-linguistic research 
describing language and communication abilities of children with genetically 
linked disorders is still in its infancy. This has a negative impact on speech 
pathologists’ ability to provide diagnosis and guide interventions, which in turn 
influences educational, behavioral, and psychological outcomes for children with 
genetic syndromes. Likewise, there is yet a lot to be learned concerning the 
biological underpinnings of language informing multidisciplinary linguistics 
research. 

This study reports on the nonverbal and language abilities of a school-aged 
boy genetically confirmed with 22q11 deletion syndrome (22q11DS), at two 
different time points in his life: at 6 and at 10 years of age. Historically 22q11DS, a 
neurogenetic condition, has been known by many names, including DiGeorge 
syndrome (DGS), Shprintzen syndrome, velocardiofacial syndrome (VCFS), 
conotruncalanomaly face syndrome, and CATCH22 (cardiac abnormality, 
abnormal face, T cell deficits, cleft palate, and hypocalcemia). The present 
research is the first to describe the linguistic manifestations of a language deficit 
associated with 22q11DS for Greek, a highly inflected, morphologically complex 
language. A core area of investigation will be our participant’s abilities in 
structural language, that is, his morphosyntactic abilities and performance on 
more complex language tasks.  

Our testing battery contains several measures for probing structural 
language, ranging from the comprehension of complex structures, morpho-
syntactic properties, and other phenomena to the production of structurally 
complex clauses on a narrative retell task. But the entire testing battery goes well 
beyond structural language. As the first research on language abilities in 
22q11DS for (Cypriot) Greek, we take a broader angle and also investigate global 
language and cognitive abilities, including receptive vocabulary, expressive 
vocabulary, and nonverbal intelligence. 

Furthermore, to decipher the issue of co-morbidity with specific language 
impairment (SLI) reviewed below, our participant’s performance on all measures 
is compared to two groups of children, namely a group of children with typical 
language development and a group with a clinical diagnosis of SLI. Taking the 
lead from Rice (2016), we will present the outcome of our detailed testing in a 
comparative conceptual framework, that is, 22q11DS vs. SLI. 
 
 
2. Background on 22q11DS  
 
22q11DS results from a submicroscopic hemizygous deletion at chromosome 
22q11.2 specifically at the long arm (q) 11.2 band (Woodin et al. 2001). It is an 
increasingly common genetic disorder affecting at least 1 in 2,000–7,000 live 
births (Shprintzen 2008) and represents one of the most common known 
recurrent copy number condition variants (Squarcione et al., 2013). It follows an 
autosomal dominant inheritance pattern (a child only needs to get the abnormal 
gene from one parent in order to inherit the disease). However, only around 10% 
of cases are inherited; the majority of 22q11DS occurrences are due to random 
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mutation (Shprintzen 2008). The phenotype is quite varied, with close to 200 
clinical features identified so far as related to abnormalities of the heart, palate, 
velopharyngeal mechanism, immune system, central nervous system, and brain 
morphology (Woodin et al. 2001).  

Being a highly variable disorder, much is still not known about the 
contributing factors to this variability. One speculation is that variation is related 
to how environmental factors interact with structural and sequence variation in 
the genome (Squarcione et al. 2013). Consequently, each child is affected 
differently and the symptoms vary widely, ranging from less severe to severely 
affected. Due to the many different body systems that can be involved in the 
phenotype, a multidisciplinary approach is recommended by best practice 
guidelines involving fetal medicine specialists, neonatologists, pediatricians, 
cardiologists or cardiothoracic surgeons, immunologists, cleft surgeons, speech 
and language therapists, endocrinologists, clinical geneticists, and general 
practitioners (Allgrove et al. 2012).  

Furthermore, approximately 30% of individuals with 22q11DS develop 
schizophrenia during adolescence/early adulthood, making this syndrome a 
model for the disorder (Squarcione et al. 2013). Physically, children with 22q11DS 
tend to have similar facial features, which may include a long and narrow face, 
wide-set almond-shaped eyes, a broad nasal bridge and bulbous nose tip, a small 
mouth, small and low set ears that are folded over at the top, and an irregular 
skull shape (http://www.nhs.uk/conditions/digeorge-syndrome).  

In contrast with the large body of literature on the behavioral and 
psychiatric profiles of individuals with 22q11DS (see Scandurra et al. 2013 and 
relevant references within), information on the pediatric population is limited. In 
fact, there is evidence that 22q11DS remains largely undiagnosed in many 
children as an isolated speech and language disorder, or a developmental delay, 
in the presence of few or no physical abnormalities because the large phenotypic 
variation renders diagnosis more difficult (Niklasson et al. 2001). Accordingly, 
the median age of diagnosis is reported to be as late as six and a half years (Solot 
et al. 2000).  

The majority of individuals with 22q11DS shows relatively mild cognitive 
deficits, with verbal IQ often significantly higher than performance and/or 
nonverbal IQ. However, there are reports of individuals with low normal 
intelligence (IQ 71–85) and some with an IQ in excess of 85 (Niklasson et al. 
2001). Individuals with 22q11DS show relative strengths in verbal ability, rote 
processing, verbal memory, reading, and spelling. In contrast, weaknesses have 
been reported in language abilities, attention, working memory, executive 
functions, visuospatial memory, and psychosocial functioning (see Woodin et al. 
2001 for both points). 

Most significantly, research on the manifestations of speech and language 
disorders in children with 22q11DS is not prominent, despite communication 
impairment hailed as the hallmark deficit, with an estimated 90% of children 
having some type of speech–language deficit (Persson et al. 2006). A detailed 
summary of available studies describing language impairment in children with 
22q11DS is presented in the Appendix. 
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Preschool children with 22q11DS often show smaller vocabularies, word 
finding deficits, reduced length of sentences, delayed use of grammatical 
structures, and difficulties with discourse (Persson et al. 2006). Moreover, 
expressive language delays are often more severe than receptive language delays. 
By school age, there are persistent difficulties in syntax, word finding deficits, 
and problems with discourse organization (Solot et al. 2000, Persson et al. 2006).  

Of clinical interest is the co-morbidity of SLI reported so far in a large 
22q11DS cohort from the USA, where 36% of children were classified as having 
SLI on top of 22q11DS (Solot et al. 2000). A similar finding was reported in 
smaller case studies involving four Dutch children with 22q11DS and SLI 
(Goorhuis-Brouwer et al. 2003). SLI is a term applied to children whose speech 
and language is substantially below age level for no apparent reason, in the 
absence of neurological damage, impaired sensorimotor abilities, and so on (i.e., 
with normal intelligence levels, hearing, vision, etc.). The reader is referred to 
Bishop (2014) for a more recent definition of SLI.  

Directly relevant to our research is the study from Sweden involving 
preschoolers and school-aged children with 22q11DS (Persson et al. 2006). Here, 
19 children between 5 and 8 years of age genetically diagnosed with 22q11DS (10 
girls) were assessed on receptive vocabulary knowledge using the Swedish 
version of the Peabody Picture Vocabulary Test (PPVT; Dunn & Dunn 1981), and 
on narrative retell performance using the Bus Story Test (BST; Renfrew 1997). The 
mean full-scale IQ of the group was 78 and six children had an additional autism 
spectrum disorder, attention deficit/hyperactivity disorder, or a combination of 
the two. For the PPVT, results revealed that the majority of children (n=14) 
scored moderately low on receptive vocabulary, revealing more difficulties with 
understanding single words/concepts beyond that expected for performance or 
nonverbal IQ.  

With regard to the BST, the majority of the 22q11DS children (n=19) scored 
below the mean on the information score of the task. Of clinical interest was the 
finding of a negative correlation between age and the information score: The 
older the children were, the more difficulties they had recalling information on 
the BST. Furthermore, all but one participant had a shorter average sentence 
length than expected according to chronological age norms. In contrast, five 
participants produced subordinate clauses within normal limits, while 14 had a 
lower number of subordinate clauses according to chronological age norms, 
revealing low grammatical abilities. The type of qualitative errors analyzed from 
the 22q11DS group on the BST included grammatical errors (e.g., errors of 
prepositions, gender, definite articles) and incomplete utterances. Based on their 
findings, Persson et al. (2006) concluded that the majority of the 22q11DS 
participants had language impairments, and difficulties were found in all 
language areas investigated. The authors did not classify any member of the 
22q11DS group as also having SLI due to the diverse non-linguistic characteris-
tics of the group (e.g., behavioral difficulties, including both autism spectrum 
and attention deficit/hyperactivity disorders). The notion of ‘specific’ language 
impairment is commonly used in the context of otherwise normal development 
(see Bishop 2014). 
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The purpose of the present study is to profile the language abilities of one 
male child with 22q11DS (P.I.) and compare his performance to that reported for 
children with typical language development (TLD) and children with a history of 
SLI across a battery of linguistic measures. The aims of the study are four-fold: 

 
1. to compare P.I.’s nonverbal and language performance across all measures 

with pre- and primary school-aged children with TLD for each time point; 
2. to compare P.I.’s nonverbal and language performance across all measures 

with that of children diagnosed with SLI for each time point; 
3. to investigate P.I.’s morphosyntactic abilities over time; 
4. to shed light on the 22q11DS±SLI debate based on the findings. 
 
 
3. Methodology 
 
3.1. Participant 
 
Our participant, P.I., was diagnosed with 22q11DS by the head geneticist of the 
Makarios Hospital Genetics Clinic in Nicosia, Cyprus, using the fluorescence in 
situ hybridization test (FISH) after his fifth birthday (though it was not reported 
to us how much genetic information was lost exactly). The FISH is specially 
designed to look for small groups of genes that are deleted and in the case of 
22q11DS shows whether the region of chromosome 22 is present. If only one copy 
of chromosome 22 ‘lights up’ with fluorescent DNA dye, rather than both copies, 
the test is positive for 22q11 deletion.  

P.I. was born from healthy, unrelated parents who are both highly 
educated, with university degrees in an allied health profession (mother) and 
information technology (father). He also has a healthy brother who is older by 
three years. At diagnosis, P.I. presented with no cardiac malformation but with 
autoimmune disorder (thyroid disorder) and growth hormone deficiency. 
Hearing was tested by the Makarios Hospital Audiology Clinic and reported to 
be within normal limits. Also, the hospital reported no positive assessment of 
autism spectrum disorder symptoms or any other psychiatric condition.  

When first assessed by a certified speech–language pathologist (first 
author) at the age of 6 years, he showed facial dysmorphia in line with 22q11DS 
characteristics (long narrow face, almond shaped eyes, bulbous nose, small 
mouth, and overfolded ear helix). The oral-peripheral motor examination 
revealed no structural abnormalities of the speech mechanism, including the 
palate, but P.I. required weekly speech therapy sessions for treatment of voice 
quality (e.g., hypernasality) and mild misarticulations because of velopharyngeal 
incompetence (VPI). He also had hypocalcaemia evidenced by poor dentition and 
several tooth cavities. In addition, P.I. presented with motor hypotonia and a 
delay in development of gross motor skills. Occupational therapy was 
recommended to the parents to assist with gross and fine motor skills. P.I. was 
enrolled in the preschool education program of a public school in Nicosia and 
was not receiving special education services.  
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At the age of 10 years, he was enrolled in grade 4 in a public school in 
Nicosia. He was receiving special education services predominantly for 
mathematics. He presented with hoarseness and reduced vocal volume, typical 
of VPI, but generally intelligible speech. He was also receiving regular dental 
care. His annual medical treatment at the Cyprus Institute of Neurology and 
Genetics involved full blood count for cytopaenias, serum calcium, and thyroid 
function. He was also being monitored yearly for autoimmune disease, height, 
and weight. At the time of the second testing, he was undergoing psychological 
evaluation for aggressive behavior.  

Language testing across all measures was conducted over a three-month 
period at age 6 years and later at age 10 years. The reader is referred to 
Kambanaros et al. (2018) for a full description of P.I.’s language performance at 6 
years of age. 
 
3.2. Comparative Groups 
 
A total of 38 Greek Cypriot bilectal pre- and primary school-aged children 
divided into two groups served as the comparative groups, one group with TLD 
and one group with a clinical diagnosis of SLI. Both groups are described in 
detail in the original research article on diagnosing SLI in the context of Cyprus 
(Theodorou et al. 2016). In line with Rowe & Grohmann (2013), we consider 
bilectal children those whose parents are both Greek Cypriots, who were born 
and raised in Cyprus, and who did not spend any large amount of time outside 
the country, including Greece. We did not control any more specifically for 
balanced input or age of exposure to Cypriot Greek and Standard Modern Greek 
but assumed the standard path of language development laid out in our previous 
research, summarized most recently in Grohmann & Kambanaros (2016).  

Children in the comparative groups had (i) no known history of 
neurological, emotional, developmental, or behavioral problems; (ii) hearing and 
vision adequate for test purposes after school screening at the beginning of the 
school year; (iii) nonverbal performance in the broad range of normal; (iv) no 
gross motor difficulties; (v) normal articulation; and (vi) medium–high socio-
economic status. All information was obtained from the speech–language 
pathologists and teachers or from the children’s parents. The study was 
approved by the Cyprus Ministry of Education and Culture through the 
Pedagogical Institute. 
 
3.2.1. Typically Developing Children (5- to 6- and 7- to 8-Year-Old TLD Groups) 
 
Ten children (4 girls) with TLD aged between 4;5 and 6;6 with a mean age of 5;8 
(SD 0.6) served as the younger TLD comparative group for time point 1, when 
P.I. was 6 years old, and 12 children (6 girls) aged between 6;7 and 8;7 with a 
mean age of 7;9 (SD 0.4) served as the older TLD comparative group for time 
point 2, when P.I. was 10 years old. According to the classroom teacher and 
parent reports, all participants in the control groups were typically developing in 
all respects. No child was previously referred to or had received treatment by a 
speech pathologist.  
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3.2.2. Language-Impaired Children (5- to 6- and 7- to 8-Year-Old SLI Groups) 
 
Nine children with SLI (2 girls) aged between 4;11 and 5;11 with a mean age of 
5;6 (SD 0.3) served as the language-impaired younger SLI comparative group for 
time point 1, when P.I. was 6 years old, and seven children with SLI (4 girls) aged 
between 6;2 and 8;6 with a mean age of 7;6 (SD 0.9) served as the language-
impaired older SLI comparative group for time point 2, when P.I. was 10 years 
old. Children were diagnosed with SLI by certified speech–language pathologists 
based on case history information, informal testing of comprehension and 
production abilities, analysis of spontaneous language samples, and clinical 
observation. SLI diagnosis was confirmed by further testing on tools used for 
diagnostic purposes in Cyprus (Theodorou 2013, Theodorou et al. 2014, 2016). 
Children with SLI were receiving speech–language therapy services by practi-
tioners in private settings. 
 
3.3. Socio-Economic Status 
 
All children came from families with a medium to high socio-economic status, as 
measured by mothers’ education level using the European Social Survey (2010) 
database. We compared P.I.’s mother’s education level (undergraduate univer-
sity degree) to the education levels of the children’s mothers in all control groups. 
No difference was observed in her education level compared to the younger TLD 
group mothers’ (t(9) = 0.55, p = 0.60), the older TLD group mothers’ (t(11) = 1.73, p 
= 0.11), or the older SLI groups mothers’ (t(6) = 1.93, p = 0.10), but the education 
level did differ from the younger SLI group mothers’ (t(8) = 2.52, p < 0.05), who 
had a lower mean than P.I.’s mother.  
 
3.4. Materials and Procedures	
 
3.4.1. Nonverbal IQ (NVIQ) 
 
P.I. was tested on the Raven’s Coloured Progressive Matrices (RCPM; Raven et 
al. 2000), following the Greek norms of Sideridis et al. (2015), at the age of 6 years 
and later when he was 10 years old. Children from both the TLD and the SLI 
groups were tested on the RCPM separately (Theodorou et al. 2016).  
 
3.4.2. Language Measures 
 
All language measures administered to P.I. and the comparative groups are 
described in Table 1. The reader is referred to Theodorou et al. (2016) for a 
detailed description of the overall testing aims, methodology, and results for the 
TLD and SLI groups serving as the comparative groups in this research.  
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Measure Domain Source 
Linguistic 

Diagnostic Verbal 
Intelligence Quotient 
(DVIQ)* 
[5 subtests] 

• vocabulary (naming single 
concepts) 

• comprehension of 
morphosyntax 

• production of morphosyntax 
• sentence repetition 
• comprehension of 

metalinguistic concepts 

Stavrakaki & Tsimpli (2000) 

Peabody Picture 
Vocabulary Test 
(PPVT)* 

receptive vocabulary (single 
words) 

Simos et al. (2010) 

Phonetic and 
Phonological 
Articulation Test* 

articulation and phonological 
processing 

Panhellenic Association of 
Logopedists (1995) 

Expressive 
Vocabulary Test 
(EVT)* 

expressive vocabulary (single 
words) 

Vogindroukas et al. (2009) 

Clitics-in-Islands Tool 
(CIT) 

clitic production Varlokosta et al. (2016) 

Relative Clause Task comprehension and production 
of relative clauses 

Theodorou & Grohmann 
(2013), modified from 
Friedmann & Novogrodsky 
(2004) and Novogrodsky & 
Friedmann (2006) 

Bus Story Test (BST) 
[4 measurements] 

• Information score 
• Number of subordinate clauses 

produced 
• Number of t-units (sentences) 

produced 
• MLU–word 

Theodorou & Grohmann 
(2010) for research purposes 
in Greek, based on Renfrew 
(1997) 

Cognition 
Raven’s Coloured 
Progressive Matrices 
(RCPM)* 

non-verbal performance Raven et al. (2000) 

 
* = the measure is norm-referenced for Greek 
 
Table 1:  A description of the cognitive and linguistic measures administered to P.I. and all compa-

rative groups. 
 

3.4.3. Structural Language Probes 
 
Structural language probes are those considered to tap into morphosyntactic 
abilities and language complexity. For this study, the comprehension and 
production of morphosyntax subtests of the Diagnostic Verbal Intelligence 
Quotient (DVIQ), the sentence repetition subtest of the DVIQ, the number of 
subordinate clauses produced on the Bus Story Test (BST), performance on the 
Clitics-in-Islands Tool (CIT), and performance on the production and compre-
hension of restrictive relatives are reported in the Results section. 
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3.5. Scoring and Analysis 
 
For all measures, an accuracy score was calculated by summing up the number of 
correct responses. For all sub-categories of the DVIQ (apart from sentence 
repetition), a single point was given for each correct response, and no point for 
each incorrect one. For sentence repetition, 3 points were given for each correct 
response, 2 points for each response with one error, 1 point for each response 
with 2 errors, and no points for responses with 3 or more errors. The main 
statistical analysis used was the Crawford–Howell t-test (Crawford & Howell 
1998), a method developed in neuropsychology for the comparison of single 
cases with control groups (with small sample numbers). Using this method, P.I.’s 
accuracy scores on the different measures were compared to the TLD and SLI 
groups using a two-tailed t-test. 
 

 

4. Results 
 
The raw scores across all measures for P.I. and both comparative groups are 
reported in Table 2. 
 
4.1. Cognition 
 
At 6 years of age, no difference was observed between P.I.’s NVIQ and the TLD 
group’s (t(9) = –1.61, p = 0.14), and P.I. had marginally lower NVIQ than the SLI 
group (t(8) = –2.33, p = 0.05). At 10 years of age, P.I. had lower NVIQ than the TLD 
(t(11) = –2.85, p < 0.05) but not the SLI group (t(6) = –1.57, p = 0.17). The results from 
the RCPM are presented in Figure 1. 
 
Figure 1:  Non-verbal IQ results (RCPM) separately for P.I. (22q11DS), TLD groups, and SLI 

groups at Time 1 and Time 2.		
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 Time 1 Time 2 
Measure Subtest 

(maximum 
score) 

Score (SD) Cut-
off 

Score (SD) Cut-
off 

P.I. TLD–
Y 

SLI–
Y 

 P.I. TLD–
O 

SLI–O  

Age  6 5;8 
(0;6) 

5;6 
(0;3) 

 10 7;9 
(0;6) 

7;6 
(0;3) 

 

DVIQ Vocabulary (27) 19 22.9 
(2.2) 

16.8 
(2.8) 

19.90 20 24.7 
(1.6) 

20.6 
(1.8) 

22.35 

Production: 
Morphosyntax 
(24) 

9 19.8 
(2.1) 

13.9 
(2.7) 

17.04 14 21.3 
(1.4) 

14.6 
(1.9) 

18.53 

Comprehension: 
Metalinguistic 
concepts (25) 

17 19.9 
(1.8) 

18 
(3.9) 

18.73 20 22.6 
(1.9) 

19 
(1.7) 

20.14 

Comprehension: 
Morphosyntax 
(31) 

16 25.4 
(2.6) 

24.6 
(3.8) 

23.85 26 28.6 
(1.4) 

26.4 
(2.2) 

26.84 

Sentence 
repetition (48) 

35 45.5 
(2.5) 

40.9 
(2.5) 

43.18 46 47.3 
(1.0) 

42.3 
(2.4) 

44.91 

Total DVIQ 
Score (155) 

96 133.5 
(7.6) 

114.1 
(10.5) 

124.5 126 144.5 
(4.2) 

122.9 
(6.3) 

135.0 

PPVT (212) 
 
(51) 

34 63.8 
(11.7) 

54.8 
(16.6) 

56.74  
23† 

 

93.7 
(25.9) 

72.9 
(16.7) 

70.29 

EVT (50) 25 33.3 
(5.1) 

21.7 
(2.7) 

26.00 25 38.3 
(3.7) 

27.7 
(4.8) 

32.43 

CIT (12) 9 11.6 
(1.3) 

11 
(1) 

N/A 12 11.83 
(0.4) 

11.71 
(0.5) 

N/A 

BST Information 21 35.8 
(11.8) 

21.8 
(8.9) 

N/A 42 46.4 
(8.9) 

29.0 
(8.2) 

N/A 

No. of 
subordinate 
clauses 
produced 

2 7.8 
(4.1) 

1.7 
(1.5) 

N/A 9 9 
(3.0) 

5.6 
(1.9) 

N/A 

No. of t-units 
(sentences) 
produced 

10 20.6 
(3.9) 

15.6 
(3.8) 

N/A 26 20.5 
(3.3) 

20.1 
(4.0) 

N/A 

 MLU–word 5.7 4.7 
(1.2) 

3.4 
(0.7) 

N/A 4.8 5.2 
(1.3) 

4.6 
(1.1) 

N/A 

 
Key: DVIQ=Diagnostic Verbal IQ Test; PPVT=Peabody Picture Vocabulary Test; 
EVT=Expressive Vocabulary Test; CIT=Clitics-in-Islands Test; BST=Bus Story Test; 
No.=number; MLU–word=word-based mean length of utterance; 22q11DS=22q11 
deletion syndrome; TLD=typical language development; Y=younger; O=older; 
SLI=specific language impairment; SD=standard deviation 
 
†P.I. was tested on the shortened version of the PPVT (Simos et al., 2010) which has a 
maximum score of 51. 
 
Table 2:  Raw scores and standard deviations across language measures for P.I. and for all compa-

rative groups (mean raw scores). 
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4.2. Global Language 
 
4.2.1. Receptive Abilities 
 
(i) Vocabulary (PPVT): At 6 years of age, P.I. performed similarly to both the TLD 
group (t(9) = –0.55, p = 0.59) and the SLI group (t(8) = –0.13, p = 0.90) for receptive 
vocabulary on the PPVT. P.I.’s performance at age 10 cannot be statistically 
compared to the comparative groups, as the shortened version of the PPVT was 
administered (Simos et al. 2010) and not the full battery that was used for the SLI 
and TLD children. 
 
(ii) Comprehension of metalinguistic concepts (DVIQ): At 6 years of age, P.I. 
showed a similar performance to both the TLD group (t(9) = –1.54, p = 0.16) and 
the SLI group (t(8) = –0.24, p = 0.81) on the comprehension of metalinguistic 
concepts. At 10 years of age, P.I. again showed a similar performance to the TLD 
(t(11) = –1.32, p = 0.22) and the SLI groups (t(6) = 0.55, p = 0.60) on this subtest.  
 
(iii) Information (BST): At age 6, there was a non-significant difference for this 
measure between P.I. and both the TLD (t(9) = –1.22, p = 0.25) and the SLI groups 
(t(8) = –0.08, p = 0.94). At 10 years of age, P.I. showed non-significant differences 
compared to the TLD (t(11) = –0.48, p = 0.64) and SLI groups (t(6) = 1.48, p = 0.19). 
 
4.2.2. Expressive Abilities 
 
(i) Vocabulary (EVT and DVIQ): At 6 years of age, P.I. showed a non-significant 
difference on the EVT compared to both groups of children, those with TLD (t(9) = 
–1.54, p = 0.16) and those with SLI (t(8) = 1.15, p = 0.28), and the same goes for the 
vocabulary production subtest of the DVIQ (TLD: t(9) = –1.71, p = 0.12; SLI: t(8) = 
0.75, p = 0.48). At 10 years of age, P.I. performed significantly lower than the TLD 
children on the EVT (t(11) = –3.44, p < 0.01) and on the DVIQ (t(11) = –2.82, p < 0.05) 
but similarly to the SLI children for both the EVT (t(6) = –0.53, p = 0.62) and the 
DVIQ (t(6) = –0.31, p = 0.77).  
 
(ii) MLU–word (BST): At 6 years of age, there was a non-significant difference 
between P.I. and the TLD group for MLU–word (t(9) = –0.77, p = 0.46). When 
compared to the SLI group, P.I. showed higher performance (t(8) = 3.09, p < 0.05). 
At 10 years of age, however, no significant difference was observed for MLU–
word between P.I. and both the TLD group (t(11) = –0.32, p = 0.75) and the SLI 
group (t(6) = 0.13, p = 0.90).  
 
(iii) Number of sentences (BST): At 6 years of age, P.I. showed a significantly 
lower performance on the number of sentences produced measured in t-units 
compared to the TLD group (t(9) = –2.60, p < 0.05) but a non-significant perform-
ance to the SLI group (t(8) = –1.41, p = 0.20). At 10 years of age, P.I.’s performance 
was statistically similar to both the TLD group (t(11) = 1.59, p = 0.14) and the SLI 
group (t(6) = 1.36, p = 0.22). 
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4.2.3. Total DVIQ Language Score 
 
P.I.’s total DVIQ language quotient score was significantly lower from the TLD 
groups at both ages (age 6: t(9) = –4.71, p < 0.01; age 10: t(11) = –4.23, p < 0.01). In 
contrast, his language performance did not differ from the SLI groups at either 
age (age 6: t(8) = –1.64, p = 0.14; age 10: t(6) = 0.46, p = 0.66). The results from the 
DVIQ battery are reported in Figure 2. 
 
Figure 2:  Total global language abilities (total DVIQ score) for P.I. (22q11DS), TLD groups, and 

SLI groups at Time 1 and Time 2.  

4.3. Structural Language 
 
(i) Morphosyntax (DVIQ subtests): At 6 years of age, P.I. differed significantly 
from the TLD group on the production (t(9) = –4.9, p < 0.001) and comprehension 
of morphosyntax (t(9) = –3.46, p < 0.01). On the other hand, no statistically signifi-
cant difference was observed between P.I. and the SLI group (t(8) = –2.12, p = 0.07 
and t(8) = –1.71, p = 0.13, respectively). At 10 years of age, P.I. did differ signifi-
cantly from the TLD group on the production (t(11) = –5.14, p < 0.001) but not on 
the comprehension of morphosyntax (t(11) = –1.76, p = 0.10). Once more, no signi-
ficant difference was observed between P.I. and the SLI group either (t(6) = –0.28, 
p = 0.79 and t(6) = –0.18, p = 0.86, respectively).  
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(ii) Sentence repetition (DVIQ subtest): At 6 years of age, P.I. differed signifi-
cantly from the TLD (t(9) = –3.99, p < 0.01) but only marginally from the SLI group 
(t(8) = –2.26, p = 0.05). In contrast, at 10 years of age, he performed similarly to 
both the TLD group (t(11) = –1.29, p = 0.22) and SLI group (t(6) = 1.47, p = 0.19). 
 
(iii) Number of subordinate clauses produced (BST): At 6 years of age, there was 
a non-significant difference for number of subordinate clauses produced between 
P.I. and the TLD group (t(9) = –1.35, p = 0.21) and between P.I. and the SLI group 
(t(8) = –0.12, p = 0.84). Also at 10 years of age, no significant difference could be 
observed for number of subordinate clauses produced between P.I. and the TLD 
group (t(11) = 0.00, p = 1.00) or between P.I. and the SLI group (t(6) = 1.69, p = 0.14).  
 
(iv) Clitic production (CIT): At 6 years of age, P.I. showed similar performance on 
this task to both children with TLD (t(9) = –1.98, p = 0.08) and those with SLI (t(8) = 
–1.90, p = 0.09). At 10 years of age, P.I. showed similar performance on this task 
to both children with TLD (t(11) = 0.46, p = 0.66) and those with SLI (t(6) = 0.08, p = 
0.94).  
 
(v) Relative clauses: Comprehension and production of relative clauses was 
tested only when P.I. was 10 years old, given the known difficulty of the task 
with younger TLD children (for Cypriot Greek, using the same tool, see Theo-
dorou & Grohmann 2013). For comprehension, P.I. performed significantly lower 
than both the TLD group (t(11) = –2.82, p < 0.05) and the SLI group (t(6) = –4.28, p < 
0.01) on subject relative clauses, but similarly to both groups on object relatives 
(TLD: t(11) = –1.00, p = 0.34; SLI: t(6) = –1.34, p = 0.21). For production, no differ-
ence was observed for P.I. compared to both the TLD and the SLI groups, neither 
for subject (TLD: t(11) = 0.23, p = 0.24; SLI: t(6) = 1.50, p = 0.19) nor for object rela-
tive clauses (TLD: t(11) = 0.53, p = 0.61; SLI: t(6) = 1.15, p = 0.29). 
 
4.4. Performance on Morphosyntax over Time  
 
In total, P.I. was tested on five subtests tapping into morphosyntax (three DVIQ 
subtests, the CIT, and one measure from the BST narrative retell) at 6 years of age 
(Time 1) and at 10 years of age (Time 2). The results of the two different time 
points are presented in Table 3. 
 
Structural language measure age 6 age 10 sign test 
DVIQ – Morphosyntax Production 9 15 + 
DVIQ – Morphosyntax Comprehension 16 25 + 
DVIQ – Sentence Repetition 35 46 + 
CIT (production of object clitics) 9 12 + 
Number of subordinate clauses produced 
(BST narrative retell) 2 9 + 
 
Key: DVIQ=Diagnostic Verbal Intelligence Quotient; CIT=Clitics-in-Island-Test; BST=Bus 
Story Test; +=increase in scores between the two ages. 
 
Table 3:  P.I.’s performance on the structural language probes at 6 and 10 years of age, and signifi-

cance reported by the sign test. 
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Calculations were based on the assumption that each subtest is 
independent of the other. The sign test, which is equivalent to the binomial test 
when the success probability equals 0.5, is used to explain the results. This test 
uses the binomial distribution to count the number of pairs (xi, yi) with the 
property yi–xi>0 (positive sign), where xi denotes the score of P.I. for test i at 
Time 1 and yi the corresponding score at Time 2. If for a given subtest the 
difference is positive, this indicates improvement; if it is negative, this shows a 
reduction in performance. The number of morphosyntactic subtests that showed 
improvement at Time 2 follows the binomial distribution with five trials and 
success probability of 0.5. The null hypothesis—that is, no improvement in 
morphosyntactic ability—was tested against the alternative hypothesis, that there 
is indeed improvement (i.e., success probability greater than 0.5). Overall, P.I. 
scored higher on all morphosyntactic subtests at 10 years of age. This reveals that 
morphosyntactic abilities significantly improved over time (p = 0.031, < 0.05). 
 
 
5. Discussion 
 
The purpose of the present study was to profile, for the first time, the longi-
tudinal trajectory of language abilities of a Greek-speaking child with 22q11DS 
across a number of linguistic tools used for research purposes in Cyprus. This 
allowed a comparison to two groups of children: one group of children with 
typical language development (TLD) and another with clinically diagnosed 
specific language impairment (SLI). Of clinical significance was the finding that 
for P.I., nonverbal intelligence remained stable over time.  

As such, and 50 years after Lenneberg’s (1967) groundbreaking work, this 
study may pave the way for more linguistically informed research using a devel-
opmental approach in order to understand the connection between genetically-
based immuno-deficiency and cognitive–linguistic performance in 22q11DS lang-
uage. The larger picture this study may allows us to paint and thereby possibly 
extend concerns the direction suggested by Leivada (2015). The overarching idea, 
most recently expanded in Leivada et al. (2017), highlights the nature and limits 
of language variation across child and adult populations as well as pathologies, 
which we address briefly below. The ultimate question underlying this approach 
has to do with no less than possible variation or lack thereof in the human lang-
uage faculty (Tsimpli et al. 2017), a concern already detectable in Lenneberg (1967). 
 
5.1. P.I. Compared to TLD 
 
P.I.’s global language performance was impaired compared to TLD peers at both 
6 (Time 1) and 10 years of age (Time 2), respectively, as probed by the DVIQ bat-
tery (five subtests) used for language diagnostic practice in Cyprus (Theodorou 
2013, Theodorou et al. 2014, 2016). This finding lends support to the claim that 
language impairment is evident during both the preschool and primary school 
years in 22q11DS (Persson et al. 2006). In contrast, receptive language abilities 
(PPVT, comprehension of metalinguistic concepts, and Information score on the 
BST) did not significantly differentiate P.I. from TLD groups.  
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One possible explanation is that receptive abilities are an area of strength 
for P.I. (as suggested for 22q11DS by Persson et al. 2006), but this is not a 
commonly reported finding in 22q11DS (Glaser et al. 2002). Similarly, expressive 
language abilities as measured for spoken vocabulary (EVT and DVIQ Vocabu-
lary subtest) at Time 1 were comparable to TLD peers (6 years of age) but not at 
Time 2, where P.I. performed significantly lower than TLD (10 years of age). In 
fact, P.I.’s performance on expressive vocabulary remained identical over time 
revealing a plateau effect. 

This finding is consistent with past reports that vocabulary is a vulnerable 
domain in 22q11DS, and school-aged children with 22q11DS continue to struggle 
with word learning (Solot et al. 2000, Persson et al. 2006). Moreover, on the BST 
only the number of sentences produced was significantly lower for P.I. compared 
to TLD peers, and only at 6 years of age (Time 1), while MLU–word remained on 
par with TLD peers. Regarding morphosyntactic abilities as measured by the 
number of subordinate clauses produced on the BST, there were no significant 
differences between P.I. and TLD children. The BST findings in this study are not 
in line with what was reported for the Swedish 22q11DS cohort (Persson et al. 
2006): The majority of children showed a low information score, lower number of 
subordinate clauses, and shorter sentence length than expected according to the 
Swedish BST norms.  

Furthermore, in relation to structural language as measured by abilities in 
morphosyntax, comprehension was significantly lower for P.I. compared to TLD 
children at 6 years of age (Time 1) but comparable by 10 years of age (Time 2). In 
contrast, compared to TLD peers, production of morphosyntax was significantly 
impaired at 6 years of age and remained so at 10 years of age. Finally, the only 
other morphosyntactic measures that differentiated P.I. from TLD children were 
the sentence repetition subtest of the DVIQ at 6 years of age only and the 
comprehension of subject relative clauses in which he performed significantly 
worse. 

The above findings corroborate earlier clinical reports that impairments in 
morphosyntax and complex language are robust, non-language specific features 
of 22q11DS (Solot et al. 2000, Goorhuis-Brower et al. 2003, Persson et al. 2006). 
 
5.2. P.I. Compared to SLI  
 
By comparing our participant to a group of children with SLI, that is, children 
with known profiles of speech and language difficulties, allows us to decipher 
whether the profile of 22q11DS is distinctive to the syndrome or not. Global or 
core language abilities (total DVIQ score) did not differentiate P.I. from the SLI 
groups, neither at 6 (Time 1) nor at 10 years of age (Time 2). This was also the 
case for receptive language abilities and for all expressive language measures—
with the exception of MLU–word, where P.I. produced significantly more words 
than his SLI peers only at 6 years of age. In a similar vein, for structural language, 
P.I. performed significantly worse compared to the SLI group on sentence repeti-
tion (DVIQ subtest)—but only at 6 years of age, and only on the comprehension 
of subject relative clauses.  
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5.3. 22q11DS Morphosyntax over Time  
 
Putting together the results of both comparative group (TLD and SLI), P.I. did 
perform significantly worse on two subtests from the DVIQ, production of 
morphosyntax and sentence repetition, and on comprehension of subject relative 
clauses. Unfortunately, we do not have a solid analytical knowledge base for the 
relevance of complex language stemming from the DVIQ subtests as markers of 
language difficulties. This is to say that we can describe the performance by 
individuals and groups, but we cannot yet pinpoint the source of deviations from 
the norm. Nevertheless, P.I.’s performance on the structural language probes 
revealed statistically significant differences over time (cf. Table 2), suggesting 
improvement in morphosyntactic abilities with increasing age.  

This is a most encouraging finding. We can only speculate that the kind of 
language impairment found in 22q11DS is qualitatively different from SLI (see 
also right below). If so, parental language input coupled with regular schooling 
and specialist services do make a difference. The results suggest continued 
maturation of certain aspects of the language acquisition process with improve-
ments in the 22q11DS child’s language performance, even if language compe-
tence remains low.  

22q11DS presents an interesting syndrome for further probing the 
biological underpinnings of language. One central issue concerns the invariance 
of the human language faculty (for recent discussion, see Tsimpli et al. 2017). 
According to the Locus Preservation Hypothesis (Leivada et al. 2017), operations 
in the computational system are not expected to be subject to impairment. This 
means that a ‘small UG’ in the sense of Hauser et al. (2002) is compatible with 
both invariance of the language faculty and the Locus Preservation Hypothesis, 
and it can address particular morphosyntactic problems in syndromes such as 
22q11DS as well (see also below). This is very much work in progress, as can be 
witnessed from the very recent talks by Grohmann (2017) and Hinzen (2017). 

 
5.4. The Interesting Case of Early Clitic Production 
 
Qualitatively, there were differences between P.I., the TLD groups, and the SLI 
groups with clitic use probed by the CIT, a sentence completion task developed 
to prompt production of object clitics. The relevance of clitic production and their 
placement in the context of first language acquisition of Cypriot Greek has been 
highlighted in recent research (summarized in Grohmann 2014). P.I. behaved 
differently from both children with TLD and children with SLI by producing 
fewer clitics at 6 years of age, but this was statistically non-significant. However, 
he showed more omissions than either group, a phenomenon which is rare even 
for children with SLI (Theodorou & Grohmann 2015). Clitic production vis-à-vis 
omission has been taken as a clinical marker for SLI in other languages, though it 
is unlikely to be a clinical marker for SLI in Cypriot Greek (see Theodorou & 
Grohmann 2015)—and, if Leivada et al. (2017) are right, it does not tell us much 
about an underlying deficiency in children’s language capacity either. However, 
at the age of 10 years, clitic production was within normal limits for P.I. 
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5.5. 22q11DS vs. SLI Debate  
 
Our final aim is to tentatively use our findings to shed light on the 22q11DS±SLI 
debate as reported in the 22q11DS literature and outlined in the introduction. 
One informative approach for a more general notion of language impairment is 
to compare NVIQ and the linguistic performance outcomes of children with SLI 
to our participant with 22q11DS.  

Implementing the intriguing conceptualization suggested by Rice (2016), a 
first comparison can be summarized as a 2×2 design with four cells of interest 
identified as ‘A’, ‘B’, ‘C’, or ‘D’ (as in Table 4). If P.I. has concurrent SLI (cell A), 
he could be compared to children with SLI who do not have 22q11DS (cell B), to 
children with 22q11DS who do not have SLI (cell C), and to children with TLD 
without either condition (cell D). 

 
  22q11DS 
  + – 

SLI 
+ A B 
– C D 

Table 4:  2−2 design comparison for 22q11DS and SLI (22q11DS±SLI). 
 

At this point, we can only speculate that if A=C and A≠B, it would suggest 
a distinctive linguistic profile contributing to 22q11DS but not SLI. In our view, 
P.I.’s language-specific symptoms suggest that it is the 22q11DS variant which is 
the common element and that this variant is not diagnostic of SLI (cell C). This 
would be in line with the conclusion reached by Persson et al. (2006). Within the 
larger context of Lenneberg (1967), it might also contribute to a better under-
standing of the above-mentioned connection between genetically-based immuno-
deficiency and cognitive–linguistic performance in 22q11DS language. 

 
5.6. Study Limitations 
 
This study was a preliminary investigation of the language profile of 22q11DS 
compared to children with SLI (as well as typically developing control groups). 
While the study presents data that support further research using a comparison 
group of children with SLI, several limitations were apparent based on the small 
number of participants. Furthermore, we had no SLI child in our database with 
P.I.’s chronological age and home background for Time 2. This precludes big 
generalizations for the different populations as a whole.  

However, the results of this study indicate the potential benefits of research 
with larger numbers of children with 22q11DS and SLI in order to tease apart the 
cognitive and linguistic profiles of each group. Future work will also need to 
focus on investigating higher-order cognitive skills like executive functions, a 
proven area of relative weakness according to new research in 22q11DS (Maeder 
et al. 2016). 
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5.7. Study Implications 
 
Seen from the perspective of a larger research agenda, further exploring the exact 
deficits in language and cognition presented by pathologies like 22q11DS 
contributes to the growing research interest in comparative biolinguistics (Wildgen 
2008, Benítez-Burraco & Boeckx 2014, Kambanaros & Grohmann 2015, among 
others). This program of research investigates similarities and, especially, differ-
ences in specific tasks and abilities across different pathologies, from develop-
mental language impairments and acquired language disorders to apparently 
non-linguistic pathologies, that is, those that are not primarily connected to 
language. By so doing, we may be able to shed light on the assumed invariance 
of the human language faculty (cf. Grohmann 2017, Hinzen 2017, Tsimpli et al. 
2017), perhaps even “uncover the locus of variation (and its constraints) across 
genotypes, pathologies, or across species” (Leivada 2014: 54; see the more recent 
Leivada et al. 2017). The present research contributes to this endeavor. 

What this means is that the question of how language pathologies may 
inform the human language faculty in the light of Universal Grammar (UG) and 
vice versa receives a new twist—and it gives rise to interesting new questions 
(Tsimpli et al. 2017). Regardless of the outcome of these developments, UG 
viewed from the perspective of language pathology may open new windows into 
the human faculty of language as conceived today, independently of whether we 
assume a full-fledged faculty of language in the traditional sense (‘big UG’), a 
highly reduced one (‘small UG’), or the distinction between the faculty of 
language in the broad vs. narrow sense (Hauser et al. 2002)—windows that may 
not have been available in earlier stages of theoretically informed language re-
search. As Tsimpli et al. (2017) put it (see also Grohmann 2017), one primary aim 
would be to obtain distinctive linguistic profiles regarding, say, lexical and gram-
matical abilities and at the same time develop cognitive profiles across a range of 
genetically and non-genetically different populations who are monolingual, 
multilingual, or somewhere in between as well as populations with or without 
co-morbid linguistic and/or cognitive impairments as part of their genotype.  

While individual variability is clinically crucial, population-based research 
can advance further (cognitive–)linguistic theorizing through behavioral testing 
that acknowledges the brain bases involved. This will offer a unique opportunity 
to researchers to collaborate in fields as different as (but not restricted to) genetic 
biology, neurobiology of the brain, cognitive neuroscience, cognitive and 
developmental psychology, speech–language pathology, psycho-, neuro-, and 
clinical linguistics, and language development—as well as theoretical linguistics.  

In addition, it may inform better about the underlying faculty(s) involved, 
of particular concern, of course, the role of UG in pathology. Some recent work 
goes in this direction, if only partially, such as emergent perspectives on autism 
phenotypes (Bourguignon et al. 2012), the biological nature of human language 
and the underlying genetic programs (Di Sciullo et al. 2010), or the idea that 
syntactic networks may constitute an endo-phenotype of developmental lang-
uage disorders (Barceló-Coblijn et al. 2015). And if the limited research on 
cognitive–linguistic performance in 22q11DS reported here is on the right track, 
this syndrome may be very fruitful for future insights as well. 
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Finally, there is clinical relevance for speech pathologists to recognize the 
communication and language symptoms of children with 22q11DS, and to be 
aware of differentiating characteristics between 22q11DS, SLI, and TLD. This will 
facilitate improved clinical guidelines for identification and treatment of children 
with 22q11DS. Given the limited research regarding language function in 
22q11DS to date, this is not only a first case study for (Cypriot) Greek; it also 
addresses larger issues of language ability in 22q11DS with respect to adaptive 
functioning. Overall, the findings are relevant to clinical practice by demons-
trating the value of language profiling in characterizing the pattern of language 
impairment, with the ultimate aim of developing appropriate treatment plans.  
 
 
6. Conclusion 
 
The purpose of the present study was to provide evidence for the language 
profile of 22q11DS. Based on the findings of a single case, we opt for a distinctive 
language profile of 22q11DS in comparison to specific language impairment. 
However, further research is needed to decide on the final outcome. In that 
respect, we do hope that our findings provide awareness of 22q11DS. They 
surely constitute a first contribution to the knowledge base of the behavioral 
language phenotype for (Cypriot) Greek, even if only based on a single case. 

There is no doubt that care of children with 22q11DS is multidisciplinary 
and a lifelong requirement. Early recognition is of paramount importance to 
improve cognitive communication skills and ultimately quality of life. Beyond 
that, it is very well possible that the language-based multidisciplinary research 
activities suggested here for the future might shed more light on the underlying 
questions concerning the invariance of the human language faculty across popu-
lations and syndromes (Tsimpli et al. 2017), the purported preservation of the 
computational system (Leivada et al. 2017), and the biological underpinnings of 
language today, in the 50th anniversary year of the first concrete proposals 
(Lenneberg 1967). 
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Appendix: Summary of published research on language impairment in children with 22q11DS. 

Study Solot et al. (2000) Solot et al. (2001) Gerdes et al. (2001) Scherer et al. (2001) 
No. of 
participants 

305 79 112 4 

Language of 
investigation 

English English English English 

Age range ≤ 5 0;7–16;7 0;4–6;0 2;0–4;6 

IQ range 

not provided For preschool 
children: Bayley 
Scales of Infant 
Development 
(BSID; mental scale 
score) 68.6 ± 13.3 
and WIPSI: 84.5 ± 
10.4 
For school-aged 
children: WISC-III, 
VIQ: 77.8 ± 13.6, 
PIQ: 71.7 ± 12.8, 
FSIQ: 73.0 ± 12.6 

For children ≥4 
WPPSI-R (mean 
Full-scale IQ: 78 ± 
12, mean 
Performance IQ 78 ± 
12, mean Verbal IQ 
81 ± 13) 

BSID–2 (mental scale 
score) for VCFS (range: 
50–81) and DS (range: 
45–62) 

Language 
testing 

a. Preschool Language 
Scales–3 (PLS–3) 

b. Clinical Evaluation of 
Language Fundamentals–
Revised (CELF–R) 

c. Goldman–Fristoe Test of 
Articulation 

d. Peabody Picture 
Vocabulary Test–Revised 

e. Expressive One Word 
Vocabulary Test–Revised 

a. PLS–3 
b. CELF–R 

PLS–3, two subtests: 
1. Auditory 

Comprehension 
2. Expressive 

Communication 

a. Sequenced Inventory 
of Communicative 
Development–
Revised 

b. 30-minute language 
samples (SALT) 

c. CDI completed by 
the parents 

d. Speech sound 
analyses (MBL 
calculated) 

Linguistic 
deficit 

1. severe delays in expressive 
language in 53% of the 
children 

2. receptive language delays 
in 25% of the children 

3. difficulties in a variety of 
linguistic domains (syntax, 
vocabulary, concepts, 
word-finding, discourse 
organization)  

1. expressive 
language skills 
significantly 
worse than 
receptive 
language 

2. SLI pattern in 
36% of the 
school-aged 
children 

3. speech 
abnormalities of 
varying kinds in 
75.9 % of the 
school-aged 
children 

1. delayed language 
emergence 

2. voice quality 
disturbances 

3. low facial tone 
4. articulation errors 
5. dysarthria 

1. fewer different words 
and sounds used by 
children with VCFS 
than children with 
DS 

2. a number of different 
sound classes used 
by children with DS 
vs. limited sound 
categories used by 
children with VCFS 

3. smaller vocabulary 
size for VCFS vs. DS 
(CDI) 

Conclusion 

In children with the 22q11.2 
microdeletion, the 
emergence of language is 
delayed until the age of 2–3 
years of age. Some children 
present persistent 
developmental delays (into 
school-years): These delays 
cannot be explained by 
cognitive factors, but as the 
presence of specific speech 
and language impairment. 
Presence/absence of cardiac 
or palatal abnormalities: no 
effect on development 
outcome. 

An SLI pattern of 
disorder: Children 
with 22q11.2 
microdeletion 
syndrome present 
(a) delayed 
emergence of 
language and (b) 
persistent speech 
and language 
disorders. 

Speech and language 
delays become 
obvious from the 
first year of life in 
almost all children 
with the deletion of 
the 22q11.2 
chromosome. These 
children present a 
very complex 
developmental 
disorder (including, 
cognitive, and 
language delays, as 
well as behaviour 
abnormalities).  

The communicative 
profiles of children 
with VCFS vs. age-
matched children with 
DS are different. The 
overall performance of 
children with DS is 
analogous to their 
mental-matched peers, 
whereas overall 
children with VCFS 
present severe deficits 
in early vocabulary 
acquisition and speech 
sound production. 
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Study Glaser et al. (2002) Goorhuis-Brouwer et al. 
(2003) 

Persson et al. (2006) 

No. of 
participants 

27 4 19 

Language of 
investigation 

English Dutch Swedish 

Age range 6;0–19;0 5;0–6;8 4;11–8;5 
IQ range Mean full scale IQ of 69.4 (SD 

16.4), range: 40–105 
Nonverbal IQ (normal range: 
90–112) 

Mean full scale IQ of 78 (range: 57–
102) 

Language 
testing 

a. Receptive Vocabulary 
(Concept and Directions, 
Word Classes, Sentence 
Structure (6–8y.o.) or 
Semantic Relationships 
(≥9y.o.)) 

b. Expressive Language 
(Formulated Sentences, 
Recalling Sentences, Word 
Structure (6–8y.o.) or 
Sentence Assembly (≥9y.o.)) 

c. Oral Test of Word 
Association (letter-naming 
and semantic trials) 

a. Language Comprehension 
(Dutch version of the 
Reynell Test of Language 
Development) 

b. Language production (Test 
for Sentence Development) 

c. Spontaneous speech sample 
d. Articulation and DDK rates 

a. Receptive vocabulary (Swedish 
version of the PPVT) 

b. Narrative retell abilities (Swedish 
version of the BST) 

c. Articulation 

Linguistic 
deficit 

1. receptive vocabulary scores 
significantly lower than 
expressive language scores 
in children with VCFS, the 
exact opposite in the DD 
group 

2. similar performance in the 
WA test for VCFS, DD, and 
TD groups, with semantic 
sores lower than the letter-
naming scores 

1. long sentences produced or 
2. two- and three-word 

utterances produced only or 
3. primarily nonverbal 

communication 

1. lower scores on receptive 
vocabulary than expected 
according to NVIQ 

2. difficulties in retelling a narrative 
(information, sentence length, 
number of subordinate clauses 
produced) 

Conclusion Unique Developmental 
Patterns: As children with 
VCFS get older, their 
expressive language skills 
continue to improve. MRI 
supports the evidence for 
better receptive language than 
expressive language skills. The 
weakness of both VCFS and 
DD is interpreted as an 
outcome of the general 
cognitive impairment.  

Children were characterized 
as SLI: phonological 
programming deficit 
syndrome (2/4) or verbal 
dyspraxia (2/4) 

Non-SLI: Language impairment is 
neutral to the issue of delay vs. 
disorder. The 22q11DS group had a 
history of recurrent otitis media 
and hearing loss, behavioural 
difficulties including ASD and 
ADHD, a specific behavioural 
phenotype, and 
palatal/velopharyngeal anomalies. 
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Lenneberg’s Contributions to the Biology of
Language and Child Aphasiology: Resonation and

Brain Rhythmicity as Key Mechanisms

Koji Hoshi

This paper aims to re-evaluate the legacy of Eric Lenneberg’s monumental
Biological Foundations of Language, with special reference to his biolinguistic
framework and view on (child) aphasiology. The argument draws from
the following concepts from Lenneberg’s work: (i) language (latent struc-
ture vs. realized structure) as independent of externalization; (ii) resonance
theory; (iii) brain rhythmicity; and (iv) aphasia as temporal dysfunction.
Specifically, it will be demonstrated that Lenneberg’s original version of
the critical period hypothesis and his child aphasiology lend themselves
to elucidating a child aphasia of epileptic origin called Landau-Kleffner
syndrome (LKS), thereby opening a possible hope for recovery from the
disease. Moreover, it will be claimed that, to the extent that the language
disorder in LKS can be couched in these terms, it can serve as strong “liv-
ing” evidence in support of Lenneberg’s critical period hypothesis and his
view on child aphasiology.

Keywords: (child) aphasiology; brain rhythmicity; critical period hypo-
thesis; latent and realized structures; resonance theory

1. Introduction

Boeckx & Longa aptly and succinctly describe the value of Eric Lenneberg’s pio-
neering and seminal work Biological Foundations of Language published in 1967 as
being ”regarded as a classic” and add:

Like all classics, it deserves to be re-read at regular intervals, not only to
appreciate the success (and limitations) of previous attempts at a syn-
thesis among fields, but also to learn things that we all too often forget.

(Boeckx & Longa 2011: 255)
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It is not an exaggeration to claim that Lenneberg’s book set the highest standard
of interdisciplinary biolinguistic investigation and has served as an unmatched ex-
emplar in the field of biolinguistic research broadly construed. Even a cursory look
at the table of contents of the book does not fail to strongly impress us with the
fact that Lenneberg already covered virtually all the relevant topics that scholars in
the current field of biolinguistics are still actively pursuing (see, e.g., Jenkins 2000,
Boeckx & Grohmann 2013). The issues explored are the anatomy of the human
body and brain, language and cognition, language evolution and genetics, the crit-
ical period for first language development, and language disorders—among many
others.

One of Lenneberg’s most significant contributions to the field of biolinguis-
tics in particular and to the field of neurosciences in general is his insight into the
significance of studying cognitively handicapped children including child aphasics
as a means of uncovering the nature of human language and its brain mechanisms
(see Lenneberg 1967: 304–326). Most concisely summarised in the following pas-
sage:

It is often said that it is difficult enough to understand the development
of behavior in the healthy individual and that we should, therefore, not
complicate our task by trying to understand at the same time behavioral
development in the presence of disease. Such a statement is based on
the false assumption that disease results in more complicated behavior.
However, we may consider it axiomatic that disease processes do not
usually add to the complexity of structure of behavior.

(Lenneberg 1967: 304–305; emphasis in original)

Accordingly, the main purpose of this paper is to re-visit Lenneberg’s original ver-
sion of the critical period hypothesis and his view on (child) aphasiology, which
have been often forgotten, sometimes ignored or even misunderstood, in order to
highlight their importance, relevance, and validity in exploring the nature of a cer-
tain child aphasia of epileptic origin called Landau-Kleffner syndrome (LKS; Lan-
dau & Kleffner 1957). It will be argued that LKS provides strong “living” evidence
demonstrating the validity of Lenneberg’s original version of the critical period hy-
pothesis and his view on (child) aphasiology, to the extent that they are conducive
to illuminating the very nature of the language disorder in LKS.

The structure of this paper is as follows: Section 2 deals with Lenneberg’s
view on human language, addressing the two fundamental underlying assump-
tions: brain-internal language as language capacity and its independence from ex-
ternalization. I will also review some crucial concepts closely related to these as-
sumptions: Lenneberg’s first language development model, critical period hypoth-
esis, and brain rhythmicity for speech production. Section 3 then is more specifi-
cally concerned with Lenneberg’s view on child aphasia and its application to LKS.
I will argue that Lenneberg’s critical period hypothesis and child aphasiology can
benefit our understanding the nature of the language disorder in LKS, opening up
a novel possibility for an effective non-invasive medical intervention. Section 4
concludes.
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2. Language Capacity and Externalization

2.1. Lenneberg’s Critical Period Hypothesis and Related Concepts

In this subsection, I will lay out the two fundamental assumptions that underlie
Lenneberg’s (1967) version of the critical period hypothesis: (i) brain-internal lan-
guage as language capacity; (ii) language capacity as independent from its exter-
nalization.

2.1.1. Brain-Internal Language as Language Capacity

Lenneberg conceives of human language as a brain-internal biological system and
distinguishes between two biological levels of human language: latent structure
and realized structure, explaining that

the unfolding of language is a process of actualization in which latent
structure is transformed into realized structure. The actualization of la-
tent structure to realized structure is to give the underlying cognitively
determined type a concrete form. (Lenneberg 1967: 376)

This process can be illustrated as in figure 1.1

Figure 1: The actualization process from latent structure to realized structure in accordance with
Lenneberg’s (1967) formulation.

Crucially, he notes that

[t]he actualization process is not the same as ‘beginning to say things.’
In fact, it may be independent from certain restraints that are attending
upon the capacity for making given responses. Actualization may take
place even if responses are peripherally blocked; in this case actualiza-
tion is demonstrable only through signs of understanding language.

(Lenneberg 1967: 376)

Let me emphasize at this juncture that this point is extremely important in correctly
understanding a certain childhood aphasia of epileptic origin which I will be ad-
dressing in section 3.

1 Lenneberg states the following in a footnote on the same page:

This formulation might be regarded as the biological counterpart to what gram-
marians have for centuries called universal and particular grammar. Latent
structure is responsible for the general type of all features of universal gram-
mar; realized structure is responsible both for the peculiarities of any given
statement as well as those aspects that are unique to the grammar of a given
natural language. (Lenneberg 1967: 376)
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It is remarkable that about five decades ago Lenneberg already conceived
of human language as a biologically determined cognitive system in the brain. The
underlying cognitively specified latent structure and the realized structure basically
correspond to the initial state of I-language and the steady state of I-language in
generative grammar, respectively. Indeed, Lenneberg touches upon the notion of
“universal grammar” (i.e., latent structure; see also fn. 1) and claims that

universal grammar is of a unique type, common to all men, and it is
entirely the by-product of peculiar modes of cognition based upon the
biological constitution of the individual. (Lenneberg 1967: 377)

More specifically, Lenneberg points out that the latent structure is determined
by the following biological properties of the human form of cognition:

The forms and modes of categorization, the capacity for extracting sim-
ilarities from physical stimulus configuration or from classes of deeper
structural schemata, and the operating characteristics of the data-pro-
cessing machinery of the brain (for example, time-limitations on the rate
of input, resolution-power for the analysis of intertwined patterns such
as nested dependencies, limits of storage capacities for data that must
be processed simultaneously, etc. (Lenneberg 1967: 375)

Lenneberg (1967: 375–376) maintains that maturation of a child will bring
cognitive processes to what he calls “language-readiness” as a state of latent struc-
ture. He expounds on the claim by saying that

it might be more fruitful to think of maturation, including growth and
the development of behavior such as language as the traversing of highly
unstable states; the disequilibrium of one leads to rearrangements that
bring about new disequilibria, producing further rearrangements, and
so on until relative stability, known as maturity, is reached.

(Lenneberg 1967: 376)

Accordingly, on Lenneberg’s conception of maturation, including the growth/
development of human language, the child will go through various states of cog-
nitive disequilibria until reaching a state of cognitive relative equilibrium/stability,
as depicted in figure 2.

Figure 2: Schematic of the traversing of various cognitive states in maturation according to
Lenneberg (1967).
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As he remarks:

Language-readiness is an example of such a state of disequilibrium dur-
ing which the mind creates a place into which the building blocks of
language may fit, (Lenneberg 1967: 376)

where the created place corresponds to what he refers to as a “biological matrix” (p.
394) of the latent structure, which virtually corresponds to Chomsky’s (1965) lan-
guage acquisition device (LAD) for first language acquisition in generative gram-
mar. Lenneberg also adds:

The realized structure or outer form of the language that surrounds the
growing child serves as a mold upon which the form of the child’s own
realized structure is modeled. (Lenneberg 1967: 377)

Hence, Lenneberg’s first language development model can be depicted as shown
in figure 3.

Figure 3: Schematic of Lenneberg’s (1967) biological matrix for first language acquisition.

Furthermore, Lenneberg (1967: 383) clearly states that the biological capac-
ity for utilizing the primary linguistic data as the language input is to be regarded
as “breaking down of elements and resynthesizing them” to construct a particular
grammar on the basis of the biological matrix of the latent structure. In fact, regard-
ing the process of first language acquisition undertaken by the child by employing
a biological matrix, Lenneberg furnishes the following explanation:

Maturation brings cognitive processes to a state that we may call lan-
guage-readiness. The organism now requires certain raw materials from
which it can shape building blocks for his[/her] own language develop-
ment. The situation is somewhat analogous to the relationship between
nourishment and growth. The food that the growing individual takes in
as architectural raw material must be chemically broken down and re-
constituted before it may enter the synthesis that produces tissues and
organs. The information on how the organs are to be structured does
not come in the food but is latent in the individual’s own cellular com-
ponents. The raw material for the individual’s language synthesis is the
language spoken by the adults surrounding the child. The presence of
the raw material seems to function like a releaser for the developmental
language synthesizing process.

(Lenneberg 1967: 375; emphasis in original)

Thus, Lenneberg’s conception of the relation between primary linguistic data and
language growth can be illustrated as in figure 4 which shows this relation in direct
comparison with that between nourishment and physical growth.
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Figure 4: Comparison between food and language. The relation between nourishment and physical
growth in (a), as well as primary linguistic data and language growth in (b).

While the architectural building blocks in the case of physical growth can
be assumed to be proteins, the counterparts in the case of language growth can be
regarded as lexical items LIs (rather than words) entering into structure-building in
the sense standardly used in generative grammar. As investigation into this issue
itself deserves a separate paper, I will not pursue it further here.

2.1.2. Language Capacity as Independent From Its Externalization

As summarized in Chomsky (2013, 2016, 2017a, 2017b), the generative enterprise
of investigation into the nature of human language has reached the clear conclu-
sion that we should regard “language as meaning with sound (or some other ex-
ternalization, or none)” on the basis of empirical evidence concerning structure-
dependence over linear order in syntax and semantics, reversing Aristotle’s (1938)
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Figure 5: Architecture of human language according to Lenneberg (1967). Given that the realized
structure can be actualized from the latent structure through the Tadoma method, vibrotaction is
included as another modality for externalization.

classic dictum that “language is sound with meaning” (see also Berwick et al. 2013,
Everaert et al. 2015).

In this connection, it is worth noticing that Lenneberg (1967) already held an
idea similar to Chomsky’s (1965, 1967) distinction between competence and perfor-
mance (see Lenneberg 1967: 284 for reference to Chomsky 1967). Lenneberg con-
siders the brain-internal language system as the capacity for language, which is in-
dependent from its externalization. He asserts that externalization, for instance, by
speech, is “accessory” to the development of the language capacity in light of con-
siderations of various cases of child language disorders (see also Lenneberg 1962,
1964 for more detailed discussion on child language disorders).2 For instance, the
following excerpt on a case of a child with congenital anarthria clearly illustrates
this point:

Congenital anarthria, as reported here, is a rare condition, but the case
is by no means unique, and the discrepancy between speech skills and
the capacity for understanding may, indeed, be observed in every child.
The theoretical importance of the extreme dissociation between percep-
tive and productive ability lies in the demonstration that the particular
ability which we may properly call ‘having knowledge of a language’ is not
identical with speaking. Since knowledge of a language may be estab-
lished in the absence of speaking skills, the former must be prior, and, in
a sense, simpler than the latter. Speaking appears to require additional
capacities, but these are accessory rather than criterial for language de-
velopment. (Lenneberg 1967: 308; emphasis in original)

With respect to the independence of the capacity for language from input
modalities, Lenneberg is perceptive enough to point this out in chapter 8:

Language acquisition is not dependent in man upon processing of acous-
tic patterns. There are many instances today of deaf-and-blind people
who have built up language capacities on tactually perceived stimulus
configurations. (Lenneberg 1967: 330–331)

(Also see C. Chomsky 1986 and Gleitman & Landau 2013 for intriguing discussion
on language acquisition by deaf-blind children on the basis of a vibrotactile method

2 Note that, as mentioned above, this view is virtually in line with the recent thesis in the min-
imalist program that externalization is altogether ancillary to I-language (see Chomsky 2013,
2016, 2017, Berwick & Chomsky 2016 and references therein).
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of speech perception called the Tadoma method of speechreading.) Furthermore,
the case of sign as a relevant modality is also now familiar to us due to remarkable
progress in investigation of sign languages (see Petitto et al. 2016 and references
therein inter alia).

In sum, Lenneberg’s picture of human language architecture can be depicted
as shown in figure 5 above.

2.2. Lenneberg’s First Language Development Model

2.2.1. Critical Period Hypothesis

One of the integral components of Lenneberg’s biolinguistic framework lies in the
very notion of a “critical period” for first language development. Although the con-
cept of the critical period for first language development was originally entertained
by Penfield & Roberts (1959), it was clearly proposed in the context of biological
foundations of language by Lenneberg (1967) for the first time.

The critical period for first language development corresponds to a time span
during which an individual can automatically acquire his/her mother tongue by
mere exposure to some samples of it without any conscious and labored effort,
and, as Lenneberg depicts,

the individual appears to be most sensitive to stimuli at this time and to
preserve some innate flexibility for the organization of brain functions
to carry out the complex integration of subprocesses necessary for the
smooth elaboration of speech and language. (Lenneberg 1967: 158)

Here, “some innate flexibility for the organization of brain functions” in question
refers to plasticity of the brain with respect to potentiality for physiological read-
justment of either hemisphere to assume the language function in the case of brain
lesions, which is operative before the end of the critical period (see Lenneberg 1967:
150–152).

With figure 2 above in mind, Lenneberg (1967) put forth the critical period
hypothesis for first language acquisition, in which the onset of the critical period
is the point of language-readiness as a state of disequilibrium and its end marks
the point of relative stability (also see Lenneberg 1969). Taking stock of a variety
of cases of child language acquisition (both normal and handicapped), he hypoth-
esizes that the critical period at stake corresponds to the time span from around 2
years to around 12 or 13 years, as illustrated in figure 6 below.3

The rationale behind the presumed onset and end of the critical period at
around 2 and 12–13 years of age, respectively, comes from the following facts,

3 The critical period of the auditory system is known to be much earlier than two years (see
also fn. 20 in the text). Shultz et al. (2014) examined neural responses to speech sounds com-
pared with non-speech sounds in 1 to 4 months old infants using fMRI and observed neural
specialization of left temporal cortex for speech in the first months of life. While the brain
region in question continued to be responsive to speech sounds, it became less responsive to
non-speech sounds. Although the exact formulation of the notion of critical period for first
language development in other domains has been controversial in the literature ever since the
proposal in Lenneberg (1967), I will not get into the debate here (see, e.g., Piekarski et al. 2017.
Also see Hoshi & Miyazato 2016 and references cited therein for discussion and reflection on
this debate).
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Figure 6: Schematic depiction of Lenneberg’s original conception of the critical period for first lan-
guage development.

among others:4 First of all, even if brain lesions occur in either side of the brain
in a child during the first two years of life, he/she could begin to speak at the usual
time; otherwise, speech disturbances would result, though they are overcome in
less than two years’ time before the critical period ends around 12–13 years of
age (Lenneberg 1967: 151). Furthermore, while the acquisition of language pro-
ceeds through the same fixed developmental stages in the retarded as well, such as
children with Down’s syndrome, their language development tends to come to a
standstill after age 12–13 (Lenneberg 1967: 154–157).

During this period children could acquire their mother tongue on a biolog-
ically determined course of language development, given appropriate linguistic
input from their environment. Lenneberg also remarks that

it is interesting that the critical period coincides with the time at which
the human brain attains its final state of maturity in terms of structure,
function, and biochemistry (electroencephalographic patterns slightly
lag behind, but become stabilized by about 16 years). Apparently the
maturation of the brain marks the end of regulation and locks certain
functions into place. (Lenneberg 1969: 639)

As amply documented and clearly demonstrated in Lenneberg (1967: Chs. 4
& 5), in ordinary child aphasia, brain lesions in the left hemisphere in a child do not
prevent other parts (of the same hemisphere or) of the right hemisphere in the child
from ontogenetically developing the language function by taking over the role and
establishing a properly functioning language-related neural network, to the extent
that he/she is still within the critical period thanks to plasticity of the brain (see
also Hirsch et al. 2006). See also the discussion in section 3.

Although the fact that Lenneberg (1967) formulated the critical period hy-
pothesis for first language acquisition is well-known among linguists, unfortu-
nately, his original version of the critical period hypothesis does not seem to be un-
derstood correctly and appreciated fairly in the literature. First of all, Lenneberg’s
critical period is only concerned with first language acquisition and he does not say
anything clear about second/foreign language acquisition. Furthermore, although

4 Genie’s case in Curtiss (1977) has also been known as a strong piece of evidence in support of
Lenneberg’s (1967) critical period hypothesis in the literature. See the short discussion of this
in section 4.
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the term has been commonly used in the broad notion of “first language acquisi-
tion” in the literature, it should be noted that Lenneberg’s original version of the
critical period hypothesis only applies to the ontogenetic development of language
capacity and crucially it claims that linguistic output/externalization, for example,
by articulation, is not subject to such a critical period (see Lenneberg 1967: 158).
Hence, the development of the system for articulatory motor skills is free from the
critical period at stake under Lenneberg’s (1967) critical period hypothesis for first
language development.

In sum, the essence of Lenneberg’s (1967) original version of the critical pe-
riod hypothesis for first language development can be stated as follows: Only the
capacity for language is subject to the time constraint of the critical period (i.e. from
approximately 2 years of age to 12–13 years of age) and thus externalization of the
capacity for language does not respect the time constraint of the critical period.

2.2.2. Resonance Theory

Then, how do human children take in the primary linguistic data for developing
their first language in the schematic in figure 3? Lenneberg rightly notes the need
for “social settings as a trigger that sets off a reaction” (Lenneberg 1967: 378) for first
language development. He appeals to the concept of “resonance” as a metaphor in
his conceptualization of first language development model as follows:

Perhaps a better metaphor still is the concept of resonance. In a given
state of maturation, exposure to adult language behavior has an excita-
tory effect upon the actualization process much the way a certain object
begins to vibrate in the presence of the sound. In the case of language
onset, the energy required for the resonance is, in a sense, supplied by
the individual him[/her]self. (Lenneberg 1967: 378)

Regarding the resonance analogy, he also adds that it vividly illustrates “how
slight variations in the frequencies that impinge on the resonator may affect the
quality or nature of the resonance” (Lenneberg 1967: 378). For that matter, he also
discusses social aspects of behavior including language as follows:

Certain social phenomena among animals come about by spontaneous
adaptation of the behavior of the growing individual to the behavior
of other individuals around him[/her]. . . . In all types of developing
social behavior, the growing individual begins to engage in behavior as
if by resonance; he[/she] is maturationally ready but will not begin to
perform unless properly stimulated. If exposed to the stimuli, he[/she]
becomes socially “excited” as a resonator may become excited when
exposed to a given range of sound frequencies [. . . ].

(Lenneberg 1967: 373–374)

Thus, under this view, the growing child is regarded as a biologically determined
specific “linguistic resonator” that spontaneously resonates to the speech spoken
by (an) adult(s) around him/her in social settings, as depicted in figure 7 below.

If you consider the spontaneous resonation in a child for first language ac-
quisition in terms of the relation among the sensorimotor (SM) system, the latent
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Figure 7: Schematic illustration of the child’s spontaneous resonation for first language acquisition
according to Lenneberg (1967).

structure, and the realized structure, you can regard audition, vision, or vibrotac-
tion via the SM system as triggering spontaneous resonation in the child armed
with the latent structure, and the latent structure of the resonating child will be
led to his/her realized structure by gradually and spontaneously “synchronizing
with” the comparable realized structure in the adult(s) interacting with him/her.

It seems that Lenneberg’s metaphorical notion of “spontaneous resonance”
in the child acquiring his/her first language goes well with his strong thesis in the
beginning of his chapter 1 that says:

A major objective of this monograph is [. . . ] to show that reason, dis-
covery, and intelligence are concepts that are as irrelevant for an expla-
nation of the existence of language as for the existence of bird songs or
the dance of bees.5 (Lenneberg 1967: 1)

If the spontaneous linguistic resonation is one of our biologically determined in-
stincts, the notion nicely captures our factual observation that a child is able to
acquire his/her first language without any conscious effort in achieving that goal.

With regard to the relation between the critical period and the resonation for
first language acquisition, Lenneberg states that

[o]nce the critical period during which resonance may occur is out-
grown, one language is firmly established, and exposure to new and
different natural languages is no longer resonated to.

(Lenneberg 1967: 378)

Thus, once the critical period has passed, the biologically determined autochthonous
sensitivity of spontaneous resonance to the primary linguistic data will fade out.

Recall that the raw material in the primary linguistic data is processed and
broken down into the linguistically-relevant building blocks for the child’s own lan-
guage, which must be resynthesized out of them while he/she is engaging in spon-
taneous resonation for first language acquisition, as illustrated in figure 4 above.
Importantly, Lenneberg (1967: 376) clearly submits that this kind of developmen-
tal language synthesizing process on the basis of spontaneous linguistic resonation
by the child is only operative during the critical period of biologically-determined,
limited duration. In this connection, Lenneberg also notes:

5 See Crain et al. (2016), Sugisaki (2016), and Yang et al. (2017) inter alia for an in-depth theoret-
ical and empirical discussion of first language acquisition from a biolinguistic perspective.
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Resonance is linked to a postnatal state of relative immaturity and a con-
comitant lengthening of infancy and childhood, so that environmental
influences (the molding after patterns available in the environment) can
actually enter into the formative processes. (Lenneberg 1967: 392)

2.3. Speech Production and Brain Rhythmicity

Based on the view that the neural messages that are relevant to speech and lan-
guage are “temporally coded signals” (Lenneberg 1967: 222), Lenneberg already
entertained the following conjecture on brain oscillations:

[s]pontaneous rhythmic activities of ganglia and even individual cells
and fibers have been studied for many years now. It is entirely conceiv-
able that these oscillations may serve a function that is analogous to the
FM carrier frequency. (Lenneberg 1967: 216)

Furthermore, concerning brain rhythmicity, Lenneberg also notes that:

It has long been known that the universally observed rhythmicity of the
vertebrate brain [. . . ] or central nervous tissue, in general [. . . ] is the un-
derlying motor for a vast variety of rhythmic movements found among
vertebrates. If our hypothesis is correct, the motor mechanics of speech
(and probably even syntax) is no exception to this generalization, and
in this respect, then, speech is no different from many other types of an-
imal behavior. In man, however, the rhythmic motor subserves a highly
specialized activity, namely speech. (Lenneberg 1967: 119)

On the recognition that “rhythmic activity is a fundamental property of the
vertebrate brain” (Lenneberg 1967: 116), Lenneberg also makes the following re-
mark about a spontaneous dominant steady brain rhythm of approximately 7 Hz
or faster over the temporo-parietal regions that is closely related to speech:6

It is also interesting to note that children do not begin to develop speech
until their brains have attained a certain degree of electro-physiological
maturity, defined in terms of an increase with age in the frequency of
the dominant rhythm. Only when this rhythm is about 7 cps [= Hz] or
faster (at about age two years) are they ready for speech development.

(Lenneberg 1967: 117)

In addition, Lenneberg proposes that there exists a physiological rhythm in
speech which functions as an organizing principle/timing device for articulation
with a duration of one-sixth of a second as the basic time unit in the programming
of motor-speech patterns, virtually corresponding to the time unit for a syllable,

6 The need for the emergence of this particular brain rhythmicity over the temporo-parietal re-
gions for speech development in children seems to make sense, given that the dorsal-pathway
for speech production crucially involves these brain regions, according to Hickok & Poeppel’s
(2007) dual-stream model of speech processing (see also Hickok 2009, 2012, Hickok et al. 2011).
Also see Deonna & Roulet-Perez (2016) and Hoshi & Miyazato (2016) for some discussion on
the dual-stream model of speech processing in connection with LKS, which will be taken up
in section 3 in the text.
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and that the timing mechanism renders the temporal ordering of speech events
physically possible, using the metaphor that “[t]he rhythm is the grid, so to speak,
into whose slots events may be intercalated” (Lenneberg 1967: 119).

The rationale behind Lenneberg’s (1967) “basic timing mechanism” hypoth-
esis is that neuromuscular automatisms for speech require an underlying physio-
logical rhythm of periodic changes of “states” at a rate of approximately six cycles
per second, i.e., 6+/–1 Hz. Thus, it is assumed that about one-sixth of a second is a
fundamental temporal unit for articulatory programming in speech.

Interestingly, Lenneberg (1967) links this basic temporal frequency of 6+/–1
Hz for speech to the dominant steady brain rhythm of about 7 Hz over the temporo-
parietal regions mentioned above as an instance of neurological correlates in elec-
troencephalogram (EEG).7 Although the frequency band in the frontal lobe, espe-
cially (pre-)motor areas and Broca’s area, necessary for speech development in a
child is not reported in Lenneberg (1967), I will assume that a comparable or higher
frequency range is required in these regions as well for speech development in a
child.8 This can be validated by Giraud et al. (2007), who incorporate MacNeilage
& Davis’s (2001) Frame/Content (F/C) theory for speech production and Poeppel’s
(2003) Asymmetric Sampling in Time (AST) theory for speech perception. Follow-
ing MacNeilage & Davis (2001) and Poeppel (2003) in seeking to link speech pro-
cessing to neural oscillations in the brain, Giraud et al. make the following obser-
vation on the basis of simultaneous EEG and fMRI recordings:

spontaneous EEG power variations within the gamma range (phonemic
rate) correlate best with left auditory cortical synaptic activity, while
fluctuations within the theta range correlate best with that in the right.
Power fluctuations in both ranges correlate with activity in the mouth
premotor region, indicating coupling between temporal properties of
speech perception and production. (Giraud et al. 2007: 1127)

Moreover, particularly interesting observations in Giraud et al. (2007) are
the correlations between EEG and hemodynamic (fMRI) fluctuations in (pre)motor
cortices. They found that, while 3–6 Hz EEG band is related to the motor region
that controls movement of the mouth, 28–40 Hz EEG band is linked with the motor
region that is responsible for controlling movement of the tongue. In light of this re-
sult, Lenneberg’s (1967) observation on the relation between brain rhythmicity and
speech development in a child seems to make sense. Given that speech production
involves fine articulatory movements of the mouth and the tongue and that the 3–6
Hz EEG band and the 28–40 Hz EEG band are required to control movement of the
mouth and the tongue in adults, respectively, it does not come as a surprise that
brain oscillations with approximately 7 Hz or faster frequencies are needed to ini-
tiate speech development in a child, involving fine articulatory movements of both

7 It is well-known that the most common brain rhythms have been classified by frequency, e.g.,
delta (d) (0.5 – 4 Hz), theta (j) (4 – 10 Hz), alpha (a) (8 – 12 Hz), beta (b) (10 – 30 Hz), and
gamma (g) (30 – 100 Hz), and those brain oscillations are reflections of synchronized neuronal
activities in various cortical and subcortical structures (see Buzsáki 2006, Buzsáki & Watson
2012, Murphy 2015, 2016, Fernández 2015 inter alia). Delta /theta waves and beta/gamma
waves are classified as slow waves and fast waves, respectively (see Bear et al. 2007).

8 See Benasich et al. (2008) and Gou et al. (2011) for recent findings that the emergence of resting
high-frequency gamma power neural synchrony in the frontal lobe across the first three years
is crucial for early linguistic and cognitive development in a child.
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the mouth and the tongue. I submit that these specific frequency bands should be
taken into account in applying the non-invasive neuromodulation technology of
transcortical direct current stimulation (tDCS; see Nitsche & Paulus 2000 inter alia)
as a possible medical intervention for speech recovery in LKS, which will be ad-
dressed in the next section (see Hoshi & Miyazato 2016 for the proposal of using
tDCS for speech and comprehension recovery in LKS).

In other words, Lenneberg (1967) makes the case that proper and stable de-
velopment of particular brain rhythmicity as reflected in EEG patterns is required
for emergence of speech in language development. In the final analysis, it is to be
highly evaluated that, at the time when EEG-based investigations into language
and cognition were not as sufficiently sophisticated as in our time, Lenneberg had
already paid attention to the importance of scrutinizing patterns of brain oscilla-
tions in searching the biological nature of human language. In this sense, Lenneberg
(1967) precedes the above-mentioned works in identifying the fundamental direc-
tion for theorizing on the relation between neuronal oscillatory patterns and lin-
guistic performance of speech perception and speech production in natural lan-
guage.9

3. Lenneberg’s Child Aphasiology and its Application to LKS

3.1. Lenneberg’s View on Aphasia in General

Lenneberg (1967) argues that aphasia in general has the following properties: (i)
aphasic patients’ capacity for language is not lost, but it is merely interfered with;
(ii) aphasic symptoms are caused by disorders of timing/temporal integration mech-
anisms in charge of yielding proper orders of linguistic units.

Concerning (i), Lenneberg makes the following point on the basis of a survey
of the clinical pictures of a variety of language and speech disorders, including re-
ceptive disorders, expressive disorders (subfluency, superfluency, semantic distur-
bances, difficulty in word finding, paraphasic disturbances), disorders of manner
of production (errors of order, dysarthria, discoordinations):

The most striking common denominator in aphasia is the ubiquitous ev-
idence that the patient has not literally “lost” language; that is, he[/she]
is not returned to a state of no language such as an animal or even a per-
son who forgot everything he[/she] once knew in a foreign language.
[. . . ] In the literal sense of the word, the patient’s language skills are
merely interfered with; there are disturbances of cerebral function. Nei-
ther discrete words nor discrete grammatical rules are neatly eliminated
from the store of skills. [. . . ] [C]areful observation of the recovery pro-
cess during the critical post-morbid period, makes it very plain that the
patient does not start with specific lexical or grammatical lacunae, but
that some basic physiological processes relating to activating, monitor-
ing, or processing of speech are deranged. If there is clinical improve-

9 It might be worth investigating whether or not the postulated ability/function for sponta-
neous resonation in a child acquiring his/her mother tongue in figure 7 would be significantly
correlated with the emergence and development of a particular brain rhythmicity in him/her
in the maturational course.
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ment, it is not due to the acquisition of new vocabulary or grammatical
rules, but to release from inhibitory factors, to faster acting memory,
to better controlled organization of elements, etc. Thus the distinction
between loss of language and interference with skills leads to different
approaches in rehabilitation and management of patients with aphasia.

(Lenneberg 1967: 207)

Thus, Lenneberg regards aphasics as just having lost the ability of utilizing the
language inside the brain for comprehension and production due to interference
by brain lesions rather than having lost the language capacity itself. Accordingly,
the realized structure (= capacity for language) established should remain there
within the brain in aphasics.

With respect to (ii), in light of the tenet that time is the most significant dimen-
sion in language physiology, Lenneberg argues that aphasic symptoms in general
can be characterized as disorders of timing/temporal integration mechanisms,10 as
can be appreciated by the following passage in the conclusion of chapter 5 of his
book:

Language is never totally and specifically lost except in combination
with complete disruption of cognition. All disorders are aspects of inter-
ference with physiological processes prerequisite for the normal func-
tion of speech and language. Aphasic symptoms give no evidence of a
fragmentation of behavior, that is, of dissolution of associatively linked
‘simpler percepts.’ Most of the symptomatology may be seen as disor-
der of temporal integration, of ‘lack of availability at the right time.’

(Lenneberg 1967: 222)

In addition, from Lenneberg’s perspective of the architecture of human lan-
guage as depicted in figure 5 above, (ii) can be interpreted as claiming that aphasia
is generally caused by dysfunction of the sensorimotor (SM) system that is respon-
sible for programing and implementing temporal sequencing of linguistic units
for externalization, while the hierarchically structured expressions (associated with
such linguistic units) generated by core syntax in the realized structure remain vir-
tually intact.

3.2. Lenneberg’s View on Child Aphasia

On a par with acquired adult aphasia, acquired ordinary child aphasia involves
some sort of organical brain lesions due to traumas, tumors, or cerebrovascular
damages. Interestingly, however, unlike aphasia incurred in adulthood, ordinary
child aphasia will generally be overcome if it strikes the child early enough in life

10 Lenneberg is also perceptive in suggesting that

[c]ortical lesions primarily interfere with temporal integration of a higher order
(words or grammatical category), whereas deeper lesions disrupt the necessary
convergence of various afferent signals and the intimate coordination and inte-
gration for efferent impulses, thus producing disorders of production.

(Lenneberg 1967: 222)



98 K. Hoshi

(Lenneberg 1967, 1969).11 In fact, Lenneberg summarizes the relation between plas-
ticity and lateralization of the brain in aphasia involving some brain lesions as fol-
lows:

Aphasia is the result of direct, structural, and local interference with
neurophysiological processes of language. In childhood such interfer-
ence cannot be permanent because the two sides are not yet sufficiently
specialized for function, even though the left hemisphere may already
show signs of speech dominance. Damage to it will interfere with lan-
guage; but the right hemisphere is still involved to some extent with
language, and so there is a potential for language function that may
be strengthened again. In the absence of pathology, a polarization of
function between right and left takes place during childhood, displacing
language entirely to the left and certain other functions predominantly
to the right [. . . ]. If, however, a lesion is placed in either hemisphere,
this polarization cannot take place, and language function together with
other functions persist in the unharmed hemisphere.

(Lenneberg 1967: 153)

Thus, according to Lenneberg, the following generalization emerges for ac-
quired ordinary child aphasia:

(1) Lenneberg’s Generalization on Acquired Ordinary Child Aphasia
The earlier the onset of the disorder is, the better the prognosis for recovery
will be (see Lenneberg 1967: 153, 178. See also Lenneberg 1969, 1975 for
further discussion).12

The pattern for ordinary child aphasia in (1) seems to be quite expected in
the light of plasticity of the child brain in connection with Lenneberg’s (1967) crit-
ical period hypothesis. If the onset of the language disorder is earlier, the relevant
language function would be relocated or compensated for by the use of other parts
of the (ipsilateral or contralateral) language-related brain regions to the extent that
the child is still within the critical period.13 This means that, in the case of ordinary

11 See also Alajouanine & Lhermitte (1965) for a similar conclusion that the prognosis for ac-
quired aphasia with lesions in childhood is definitely better than that in the adult.

12 In fact, Lenneberg infers that “language learning can take place, at least in the right hemisphere,
only between the age of two to about thirteen,” (Lenneberg 1967: 153) namely, during the
critical period for first language acquisition that Lenneberg postulated.

13 There is a statement in Lenneberg (1967) that complicates the situation:

If aphasia strikes the very young during or immediately after the age at which
language is acquired (between 20 to 36 months of age), the recovery is yet dif-
ferent. Cerebral trauma to the two or three year old will render the patient
totally unresponsive, sometimes for weeks at a time; when he[/she] becomes
cognizant of his[/her] environment again, it becomes clear that whatever begin-
ning he[/she] had made in language before the disease is totally lost, but soon
he[/she] will start again on the road toward language acquisition, traversing all
stages of infant vocalization, perhaps at a slightly faster pace, beginning with
babbling, single words, primitive two-word phrases, etc., until perfect speech is
achieved. In the very young, then, the primary process in recovery is acquisi-
tion, whereas the process of symptom-reduction is not in evidence.

(Lenneberg 1967: 146, 150)
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child aphasia, the child could overcome the aphasic state by appealing to plastic-
ity of the neural network under development in the brain before the full maturity
of the neural network is attained in accordance with the biologically determined
critical period for first language acquisition.

Provided that Lenneberg’s original version of the critical period hypothesis
and his general view on aphasia were on the right track, it would yield a significant
implication to the study of child aphasia. Even if a child is suffering from childhood
aphasia, it is predicted that, in principle, there should be a case where externalization
of “inner language,” i.e., language capacity as either a partially actualized form or
a fully actualized form of the latent structure, could happen even after the critical
period ends, once the deficit in the neural system for articulatory motor skills for
externalization is removed or disappears, on the condition that the core biologically
determined system of the latent structure remains virtually intact in the child with
aphasia and that acquisition of the mental lexicon along with language-particular
morpho-phonology, syntax, and semantics should become possible by the end of
the critical period. As Hoshi & Miyazato (2016) point out, this prediction is borne
out by a certain childhood aphasia of epileptic origin, which I will be addressing in
the next section.14

3.3. Landau-Kleffner Syndrome and Lenneberg’s Critical Period Hypothesis

3.3.1. LKS: Epileptogenic Child Language Disorder

Landau-Kleffner syndrome (LKS) is a clinically rare language disorder of acquired
childhood aphasia involving epilepsy (with or without clinical seizures), which
was first reported by Landau & Kleffner (1957).15 LKS emerges with epileptiform
electroencephalographic (EEG) abnormalities typically involving continuous spike
waves during slow sleep (CSWS) over the temporal regions, and unlike ordinary
childhood aphasia, it does not implicate any particular brain lesions (Gordon 1990,
Deonna 1991, 2000). While computed tomography (CT) and magnetic resonance

If this is the case in general, in acquired ordinary child aphasia with early onset, there is
a possibility that partially or fully acquired realized structure will be lost by brain lesions.
Nevertheless, it is not clear whether the partially or fully attained realized structure in such
very young aphasics is truly lost altogether, or whether it is in fact still there in the brain but
its externalization by speech is either merely interfered with and blocked or does not start yet
(recall that a child’s dominant brain rhythm over the temporo-parietal regions will reach 7 Hz
or faster around 2 years of age), given Lenneberg’s view on aphasia in general (see Lenneberg
1967: Ch. 5).

14 Considering and comparing significant differences between LKS and other childhood
aphasias/language disorders would go well beyond the scope of the current paper. See Bishop
& Leonard (2000) inter alia for invaluable discussion and relevant references.

15 See, for example, Deonna & Roulet-Perez (2016) for the most recent review and the most
comprehensive discussion on LKS in the framework of epilepsy-aphasia spectrum. See also
Steinlein (2009) for an in-depth description of LKS in the framework of epilepsy-aphasia syn-
dromes. A Biolinguistics reviewer rightly remarked that LKS is not as clearly defined in the
literature as one would probably expect, pointing out that Rapin et al. (1977) among others
do not regard LKS as childhood aphasia but as verbal auditory agnosia. However, given that
LKS patients, who suffer from verbal auditory agnosia, typically exhibit expressive language
disorder as well at least during the acute period, I will include LKS under the general cate-
gorial term “childhood aphasia” in the text by broadly construing the notion of “aphasia” as
referring to the state of either apparently sensory or expressive language disorders or both.
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imaging (MRI) findings on patients with LKS are normal, single photon emission
computed tomography (SPECT) and positron emission tomography (PET) studies
on the patients show temporal lobe abnormalities in brain perfusion and glucose
metabolism, i.e., decreased perfusion and hypometabolism, respectively (DaSilva
et al. 1997, Pearl et al. 2001, and references therein; see Deonna & Roulet-Perez
2016 for other patterns.)

The child with LKS first undergoes a period of normal development of lan-
guage, but usually after the onset of the disorder, the “language attained thus far”
starts regressing. In LKS, it is quite common that both language comprehension
and language production acutely or insidiously become extremely difficult or im-
possible, often leading to apparent deafness and mutism in the child suffering from
it (see Gordon 1990, 1997, Tharpe & Olson 1994, Kaga 1999, 2011, Pearl et al. 2001
inter alia for more details). Moreover, in addition to the language disorder, the EEG
abnormalities in LKS also cause behavioral and psychiatric disturbances such as
hyperactivity, aggressive behavior, impulsivity, and attentional problems, which
resemble autism spectrum disorders (ASD) (Stefanatos 2011, Mikati et al. 2010).

To be more specific about the language disorder in LKS, the epileptic dis-
charges over the temporal regions, as reflected in the EEG abnormalities, will result
in the child with LKS having extreme difficulty or impossibility of hearing linguis-
tic sounds due to the dysfunction of the system of processing linguistic sounds
in the non-primary auditory cortices during the active phase of LKS (Hirsch et al.
2006). Given that LKS patients could acquire a sign language even if they cannot
restore their original spoken expressive language (see Deonna et al. 2009, Deonna
& Roulet-Perez 2016 and references therein), it is clear that the childhood aphasia in
LKS, which is caused by abnormal epileptic discharges over the temporal regions,
only affects the SM system responsible for speech perception and speech produc-
tion while the system of the language capacity remaining virtually intact.

This crucially means that virtually no linguistic input would become avail-
able during the active period and that no further primary linguistic data (PLD)
would become accessible if the child with LKS were to be still in the process of first
language development. I believe that the very notion of spontaneous resonance is
also of service in considering LKS, because it is plausible to assume that sponta-
neous resonance illustrated in figure 7 is fatally blocked or disturbed in such a case
of childhood aphasia, due to the epileptic discharges over the temporal regions af-
fecting both hemispheres, which hampers brain plasticity, and the related difficulty
of taking in verbal auditory input by the deficit of the system of spectrotemporal
analysis in the superior temporal gyri (see Hoshi & Miyazato 2016 for details). This,
in turn, suggests that the ability of processing linguistic sounds would, in principle,
come back once the EEG abnormalities are either removed or disappear in LKS.

Moreover, the clinical seizures are generally infrequent and LKS-related epilep-
tic clinical seizures themselves can be easily controlled by a single anti-epileptic
medication: benzodiazepines such as clobazam (Pearl et al. 2001), valproate, and
ethosuximide (Mikati et al. 2010). Although the epileptiform EEG abnormali-
ties themselves cannot be easily suppressed by such anti-epileptic medication, the
paroxysmal EEG abnormalities will improve gradually and usually disappear spon-
taneously by around 14 years of age in LKS (Massa et al. 2000, Robinson et al. 2001,
Ramanathan et al. 2012, Deonna & Roulet-Perez 2010, 2016). Thus, it is quite nat-
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ural to assume that verbal auditory input would become possible gradually well
before 14 years of age and the quality of linguistic input would concurrently im-
prove during the process of gradual amelioration of the EEG status in LKS.

Given that a child will acquire the core linguistic competence by around three
years of age (Lenneberg 1967, Pinker 1994, O’Grady 2005) in a normal course of first
language acquisition and that approximately 80 % of LKS has the onset ranging
from three years old to eight years old (Kaga 2000), but that the earliest onset of
LKS occurs around 18 months of age (Uldall et al. 2000), Hoshi & Miyazato (2016)
divide LKS into two broad sub-types of what they call early LKS and ordinary LKS,
defining them as follows:

(2) a. Early LKS has the onset before 3 years of age, when the affected child
has not yet established the core linguistic competence sufficiently.

b. Ordinary LKS refers to all other cases of LKS.

Interestingly enough, there are some children with early LKS who would be
able to experience something like a linguistic big bang. Uldall et al. (2000) observe
that their patient with early LKS (with onset at 18 months) speeded up language
acquisition in his “catch-up periods” in such a way that he acquired vocabulary
that would have normally taken one whole year to acquire was developed in just
three months after the age of five years. They remark that

the normal spurt of vocabulary usually seen at the age of 17–19 months
seemed to have been blocked until it was ‘released’ by the prednisone
course at the age of 5 years. (Uldall et al. 2000: 85)

As this case indicates, as long as the “inner language,” or the realized structure in
the sense of Lenneberg (1967) or I-language in the sense of Chomsky (1986), is estab-
lished before the critical period ends, externalization of the inner-language would
be possible even later in life, presumably producing the linguistic big bang.16 No-
tice that, as long as externalization of the inner language is not subject to the critical
period, as claimed in Lenneberg (1967), such a linguistic big bang, in principle,
could occur even after the critical period ends in early LKS.

Thus, the prognosis patterns of LKS patients is that approximately 50 % of the
patients recover fully and about 50 % of the remaining patients recover partially af-
ter a certain period of time (Mikati et al. 2010), which is remarkable in contrast
with the case of autistic regression in autism spectrum disorders (ASD) (see Hoshi
& Miyazato 2016 and references therein).17 Furthermore, curiously enough, un-
like ordinary child aphasia, for which Lenneberg’s generalization in (1) holds, LKS
tends to display just the opposite pattern. Namely, the earlier the onset of the disor-
der is, the worse the prognosis will be (see, e.g., Bishop 1985).18 That is, a younger

16 Note that Lenneberg’s remark cited in the excerpt on page 96 also applies to the case of the lin-
guistic big bang in early LKS in that the patient will not lose the acquired linguistic knowledge
and will not re-start language acquisition from scratch.

17 While the patient with ordinary LKS would be highly likely to recover from the state of apha-
sia in a relatively short period of time, the patient with early LKS would either recover from
such a state after a relatively long period of time or not recover from it.

18 This description does not express absolute correlations but just tendencies. In reality, much
more complicated and varied patterns are clinically observed in specific cases in the literature
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age of the onset of the language disorder is generally related to a dimmer prognosis
for recovery from the state of aphasia in LKS.

Accordingly, the general tendency of childhood aphasia in LKS appears to
be just the opposite of Lenneberg’s generalization on the surface. However, no-
tice that, due to the very nature of LKS as a form of non-lesional, epileptogenic
aphasia in a child who is still under maturational development of linguistic and
cognitive functions, unlike ordinary child aphasia, plasticity of the brain would not
readily come into play in LKS, because epileptic discharges typically in the form
of CSWS that originally emerge unilaterally would be bilateralized by propagating
to the contra-lateral hemisphere, hampering the use of brain plasticity and imped-
ing normal functioning of the language-related neural network (Hirsch et al. 2006,
O’Hare 2008). Hence, Lenneberg’s generalization in (1) cannot be applied to LKS
on a fundamental ground in the first place.

This conjecture seems to fall into place, once Lenneberg’s (1967) perspective
and biolinguistic framework are taken into account. Recall from section 2.3. that
Lenneberg fundamentally assumes that language is realized in the brain as tempo-
rally coded patterned activities with various oscillations (see Lenneberg 1967: Chs.
4 & 5 for details). Thus, if the language-related oscillations are disturbed, as re-
flected in EEG abnormalities, it is naturally expected that “language behavior” is
also disturbed accordingly.

Nevertheless, it is important to recall that, as discussed above, such parox-
ysmal EEG abnormalities will gradually ameliorate and usually disappear spon-
taneously by around 14 years of age (Massa et al. 2000, Robinson et al. 2001, Ra-
manathan et al. 2012, Deonna & Roulet-Perez 2010, 2016). Thus, in accordance with
the improvement of the EEG abnormalities, the quality of linguistic input would be-
come better little by little as the child with LKS passes through the critical period.
This should in turn facilitate at least the development of the realized structure in
the sense of Lenneberg (1967) even in the case of early LKS.

3.3.2. Some Implications to LKS

First of all, if LKS falls under the category of child aphasia, Lenneberg’s child apha-
siology suggests that the capacity of language itself is not lost but should exist
within the brain of the child with LKS, although it is interfered with somehow (but
see fn. 13). As already discussed in sections 3.2. and 3.3.1., in the case of ordinary
child aphasia, the interference is due to brain lesions; whereas, in the case of LKS,
it is caused by epileptic discharges over the temporal regions that involve bilater-
alization of an originally unilateral focus. Given that the critical period spans from
around 2 years of age to around 12/13 years of age, it is imperative that linguistic
input become available again to the child with LKS before the critical period ends.
This would guarantee that the latent structure be actualized into the full-fledged
realized structure within the critical period in the sense of Lenneberg (1967), par-
ticularly in the case of early LKS. Recall that the epileptogenic EEG abnormalities

(see Deonna et al. 1977 for the varied prognosis of LKS depending on factors other than the
onset of the disorder. See also Deonna & Roulet-Perez 2016 and references therein for detailed
discussion). Moreover, the degree of recovery from LKS depends on not only the time of onset
but the response to anti-epileptic medication and the severity of communication problems (see
Pullens et al. 2015). Thus, this prognostic pattern is merely a general tendency in LKS.
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in LKS will ameliorate gradually and disappear spontaneously by around 14 years
of age. In other words, there exists a time lag between the end of the critical period
and that of the EEG abnormalities in LKS. Thus, from a medical point of view, it
is imperative to control the EEG abnormalities by the end of the critical period in
order to obtain a better prognosis in LKS (see Hoshi & Miyazato 2016 for details).19

However, recall also that externalization of the language capacity, for exam-
ple, by speech, is exempt from the time constraint of Lenneberg’s critical period. As
such, to the extent that the language capacity can develop within the critical period
in the child with LKS, he/she will have a chance to (re-)start speaking the mother
tongue even after the critical period ends.

To sum up, the relevant conjectures on LKS can be stated as follows:

(3) LKS Conjectures

a. The language capacity is not lost but exits as either a partially realized
structure (i.e. early LKS) or a fully realized structure (i.e. ordinary LKS).

b. Once linguistic input becomes available again, first language develop-
ment could re-start in early LKS within the critical period and the use of
language could be restored in ordinary LKS.

c. Externalization of the language capacity by speech, for instance, could
take place without any influence of the time constraint of the critical
period.

It seems to be quite plausible to guess that the three LKS conjectures in (3),
which are based on Lenneberg’s (1967) original version of the critical period hy-
pothesis and his view on child aphasiology, are responsible for the fact that approx-
imately 50 % of the LKS population recover fully and about 50 % of the remaining
patients recover partially in the use of their mother tongue (Mikati et al. 2010).

LKS can be interpreted as a situation where the spontaneous resonating pro-
cess for first language development has been hampered due to the disturbance
of normal brain rhythmicity by epileptiform EEG abnormalities such as CSWS.
As first language development will proceed via spontaneous resonance during
the critical period, according to Lenneberg (1967), it is of vital importance to se-
cure as much spontaneous resonance as possible during the critical period espe-
cially for the child with early LKS. If the spontaneous resonance can be secured,
re-development of the language capacity on the basis of what the LKS patient
achieved on the latent structure should be theoretically possible even in the child
with early LKS. Recall that the dominant brain rhythm over the temporo-parietal
regions has to reach about 7 Hz or faster in order for a child to be ready for speech
development.20 Thus, it is significant to get rid of the epileptiform EEG abnormal-
ities typically with CSWS in order to secure steady spontaneous brain rhythms of

19 See, for example, Faria et al. (2012) for an attempt to modulate epileptic activity focally in
patients, including a patient with LKS by employing the non-invasive neuromodulation tech-
nology of tDCS successfully. See also Arle & Shils (2017) for an introduction to the latest
development of innovative clinical neuromodulation, including tDCS.

20 Lenneberg (1967: 117) states that the dominant brain rhythm of about 7 Hz or faster frequen-
cies over the temporo-parietal regions is attained at around age 2 years in a child as a prereq-
uisite for speech development. Given that the onset of the critical period is around 2 years
of age in Lenneberg’s critical period hypothesis and early LKS could start around 18 months,
it is clear that the child with early LKS cannot start engaging in full development of speech.
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that frequency range or a much higher frequency range over those regions and pos-
sibly over (pre)motor regions including Broca’s area in the frontal lobe in the child
with LKS.

In the history of aphasiology, aphasic symptoms have often been analyzed as
“disconnection” syndromes along the lines of studies by prominent scholars such
as Carl Wernicke, Ludwig Lichtheim, Hugo Liepmann, Jules Dejerine and Norman
Geschwind (see Catani & Mesulam 2008a, b inter alia for a review). Lenneberg takes
issue with this position, claiming that

the ablation experiments reviewed earlier should be a warning to ‘apha-
siologists’ not to interpret specific clinical symptoms of aphasic patients
as disruption of associations or structural, cortical disconnections. There
is no experimental evidence that any associative bonds may be dis-
rupted by discrete cortical lesions. (Lenneberg 1967: 217)

(Also see Lenneberg 1975 for arguments in favor of such an anti-disconnection view
on aphasia.21)

If Lenneberg’s (1967) biolinguistic framework and his view on child aphasia
are fundamentally on the right track and are extendable to LKS as well, as argued
above, it will open up a new possibility for rehabilitation/medical intervention
on LKS patients who are still suffering from partial or no restoration of speech
comprehension and/or production. Hoshi & Miyazato (2016) propose to use tDCS
in facilitating speech production and comprehension in LKS patients on the basis
of Hickok & Poeppel’s (2007) dual-stream model of speech processing.

Since early LKS and autistic regression in autism spectrum disorders (ASD)
present with similar “autistic” behaviors such as hyperactivity, aggressive behav-
ior, impulsivity, and attentional problems as well as cognitive regression including
language disorders (Stefanatos 2011, Mikati et al. 2010), the two cases are partic-
ularly confusing and easily susceptible to misdiagnosis (Deonna & Roulet-Perez
2010, Stefanatos 2011. See also Hoshi & Miyazato 2016 for details). Therefore, dif-
ferentiating early LKS from autistic regression in ASD should be carried out as
early as possible within the critical period in terms of the following risk markers:
(i) whether or not the child in question has the LKS-characteristic EEG abnormal-
ities typically with CSWS; (ii) whether or not the epileptic seizures in the child, if
any, can be readily controlled by anti-epileptic medication such as benzodiazepines

On the other hand, as Kuhl (1993) and Kuhl et al. (2005) inter alia. show, the “critical pe-
riod” for phonetic perception/discrimination in infancy comes well before the end of the 1st
year of life. Note that this is not in variance with Lenneberg’s critical period hypothesis, be-
cause such a task of phonetic perception/discrimination is handled by the sensorimotor (SM)
system, which lies outside the domain of application of Lenneberg’s original version of the
critical period hypothesis as discussed in the text. If this and Lenneberg’s view on aphasia
are on the right track, it suggests that even the child with early LKS has already acquired the
ability for phonetic perception/discrimination before the onset of the aphasia and still keeps
the potential for use (but see fn. 13).

21 Based on Hickok & Poeppel’s (2007) dual-stream model of speech processing as a theoretical
foundation, Hoshi & Miyazato (2016) propose to analyze the apparently disconnection out-
look of LKS (see Tsuru & Hoeppner 2007) as an epiphenomenon, in line with Lenneberg’s
(1967) anti-disconnection view on aphasia. More specifically, they attribute the aphasic state
in LKS to the result of a “domino effect” over the dorsal pathway and the ventral pathway,
arising from the dysfunction of the system of spectrotemporal analysis in the dorsal superior
temporal gyrus (STG).
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including clobazam. Once it is found that the child is affected by LKS, proper anti-
epileptic medication should continue to be administered in order to consistently
control epileptic seizures, if any, and hopefully to precipitate improvement of the
EEG abnormalities (see Deonna & Roulet-Perez 2016) in order to make the quality
of linguistic input better so that the language capacity would grow ontogenetically
within the critical period in the LKS-affected child.22

4. Concluding Remarks

In this paper, I have revisited Lenneberg’s (1967) biolinguistic framework and his
view on (child) aphasiology in an attempt to re-evaluate his insights on biological
aspects of human language and his pioneering contributions to the field of child
aphasiology.23

As mentioned in fn. 4, one of the strong supports for Lenneberg’s (1967) crit-
ical period hypothesis has come from a study on a language-isolated child called
Genie, who was discovered isolated from language experience at age 13 and who
was only able to develop a rudimentary syntax (Curtiss 1977). In this paper, I
have aimed to show that children with LKS should be added as another type of
language-isolated children that can provide further strong empirical evidence back-
ing up Lenneberg’s biolinguistic concepts. In the case of Genie, extreme depriva-
tion of linguistic input during the critical period by her parents’ intentional iso-
lation and thus virtually no chance of spontaneous resonation to any adults sur-
rounding her led to under-actualization of the realized structure out of the under-
lying latent structure in Lenneberg’s (1967) framework.

On the other hand, LKS affords a rare opportunity to verify the validity of
Lenneberg’s critical period hypothesis from a different angle. In the case of LKS,
while sudden deprivation of linguistic input occurs either before or after the onset
of the critical period (i.e. around 2 years of age) and such a devastating condition
will continue either for a relatively short period or for a relatively long period until
presumably around 14 years old. Either way, it is highly likely that linguistic input
will gradually come back, as discussed previously, before the end of the critical
period (recall the dramatic recovery case of early LKS in Uldall et al. 2000). The
fact that approximately 50 % of the LKS population recover fully and roughly 50 %
of the remaining patients recover partially in the use of their first language (Mikati
et al. 2010) clearly indicates that LKS can indeed serve as strong “living” evidence

22 Even if the EEG abnormalities with epileptic discharges have gone by puberty/adolescence
(Massa et al. 2000, Robinson et al. 2001, Deonna & Roulet-Perez 2010, 2016), there are still
cases where restoration of speech comprehension and/or production would not likely occur
fully or at all in LKS patients (see Hoshi & Miyazato 2016 for a detailed review and discus-
sion on the various patterns of recovery in LKS patients), presumably because of an aftermath
of the acquired dysfunction of those language-related regions that involved a long-lasting
local impairment in the neural network in the regions, as reflected in residual glucose hy-
pometabolism in the relevant areas that used to be hypermetabolic during the active phase of
LKS (see Hirsch et al. 2006 for more discussion on the reason why some cases of LKS present
with difficulty for language restoration).

23 See, e.g., Benı́tez-Burraco (2016) for a concise but informative review of the current state of
the field of clinical linguistics. See also Tsimpli et al. (to appear) for discussion on language
disorders from the perspective of UG.
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demonstrating the validity of both Lenneberg’s (1967) original version of the critical
period hypothesis and his fundamental view on (child) aphasia.

As already discussed as a consequence of medical import, it should become
possible to differentiate early LKS and genuine ASD with autistic regression as a
first step, on the basis of the fact that patients with LKS present with characteris-
tic EEG abnormalities typically with CSWS and that epileptic seizures, if any, can
be easily controlled by anti-epileptic medication (see Hoshi & Miyazato 2016 for
more details). Therefore, it is expected that a much larger LKS-potential popula-
tion within the ASD-diagnosed patients might turn out to fall under the category
of early LKS and to become medically curable. In addition, although the EEG ab-
normalities in LKS will normally improve gradually and eventually disappear by
adolescence, as mentioned before, amelioration of the EEG abnormalities could
possibly be medically facilitated by the use of tDCS (see Faria et al. 2012) before
the end of the critical period so that the child with LKS would have a better prog-
nosis in both linguistic comprehension and linguistic production (see also Hoshi
& Miyazato 2016 for a concrete suggestion on the use of tDCS for such a medical
purpose). Taken altogether, I firmly believe that more attention should be paid to
LKS in the context of (neuro)biolinguistics as well as medicine.

Two other major findings in Lenneberg’s work are resonation and brain rhyth-
micity. As for resonation, it is expected that not only the language disorder but also
the behavioral disturbances observed in children with LKS and a sub-population
of children with AR in ASD might be related to malfunctioning of their proper
resonation with relevant stimuli in their environment, including individuals inter-
acting with them, due to brain rhythmicity disturbances (see Hoshi & Miyazato
2016 and references therein for some discussion on LKS and AR). Another specula-
tion concerning brain rhythmicity is that application of tDCS may be instrumental
to enhance the brain oscillations of the affected children up to the normal range of
frequencies, viz., approximately 7 Hz or faster frequencies, which is reported by
Lenneberg for speech development. Thus, I believe that these two groundbreaking
concepts are likely to contribute to elucidating the mechanisms underlying child
language and developmental disorders.

Before closing this section, I would like to refer to Lenneberg’s (1967) research
strategy in pursuing the biological aspects of human language. Recently, there is a
burgeoning interest in looking into a variety of cognitive disorders and syndromes
that affect language development such as autism spectrum disorders (ASD), spe-
cific language impairment (SLI), schizophrenia, Down’s syndrome, and Williams
syndrome among many others (see Bishop 1982, 2000, Bishop & Leonard 2000, Bil-
lard et al. 2009, Benı́tez-Burraco 2013, 2016, Benı́tez-Burraco & Boeckx 2014, 2015,
Benı́tez-Burraco & Murphy 2016, Hinzen et al. 2015, Barceló-Coblijn et al. 2015,
Hinzen & Rosselló 2015, Murphy & Benı́tez-Burraco 2016a, b, Tsimpli et al. to ap-
pear inter alia). Lenneberg (1967) also investigated not only (child/adult) aphasia
but also Down’s syndrome in an attempt to construct an integrative theory of the
biological foundations of language. It should be recognized that it was Lenneberg
(1967) that clearly demonstrated that such an enterprise requires the need for in-
depth comparison between the nature of language behavior of those people with
language-related cognitive disorders and syndromes and that of normally devel-
oped people.



Lenneberg’s Contributions to the Biology of Language and Child Aphasiology 107

In this connection, last but not least, let me draw the reader’s attention to
another legacy of Biological Foundations of Language, which is unlikely to be men-
tioned in academic settings: Lenneberg’s dedicated sense of mission as a profes-
sional toward improving the fate of cognitively handicapped children and adults,
as revealed by the following passage in the book:

A particularly promising approach seems to be the systematic evalua-
tion of patients with various deficits, especially [. . . ] the mentally re-
tarded. Modern advances in technology and methodology in behavior
research are likely to lead to new knowledge about language function,
and thus the patients whose misfortune serves as source material for
new studies may, hopefully, eventually profit from the new advances in
our understanding of language. (Lenneberg 1967: viii)

It should be kept in mind that Biological Foundations of Language is an immor-
tal classic in the field of biolinguistics which not only set forth the fundamental
tenet of the discipline but also encouraged a noble, humanistic attitude to engage
ourselves to the biolinguistic enterprise, keeping in mind those people who are of-
ten forced to exist “on the periphery” in society, due to some chance misfortune. To
the extent that what I suggested above holds some promise, it may well be possible
to rescue a potentially large population of LKS-affected language-isolated children
in the world with Lenneberg’s “two legacies” in mind.
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On the Biological Foundations of Language: Re-
cent Advances in Language Acquisition, Deterio-

ration, and Neuroscience Begin to Converge

Barbara Lust, Suzanne Flynn, Janet C. Sherman, Charles R.
Henderson, Jr., James Gair†, Marc Harrison & Leah Shabo

In this paper, experimental results on the study of language loss in pro-
dromal Alzheimer’s disease (AD) in the elderly are linked to experimen-
tal results from the study of language acquisition in the child, via a tran-
sitional stage of Mild Cognitive Impairment (MCI). Recent brain imag-
ing results from a pilot study comparing prodromal AD and normal ag-
ing are reported. Both, behavioral results and their underlying neural
underpinnings, identify the source of language deficits in MCI as break-
down in syntax–semantics integration. These results are linked to inde-
pendent discoveries regarding the ontogeny of language in the child and
their neural foundations. It is suggested that these convergent results ad-
vance our understanding of the true nature of maturational processes in
language, allowing us to reconsider a “regression hypothesis” (e.g., Ribot
1881), wherein later acquisition predicts earliest dissolution.

Keywords: Language acquisition; language loss; brain; maturation; Pro-
dromal Alzheimer’s disease

1. Introduction

Since Lenneberg’s (1967) landmark work on the Biological Foundations of Language,
the fields of language acquisition, language deterioration, neuroscience (including
study of the brain’s “language network”), as well as the linguistic theory of a lan-
guage faculty, have all developed exponentially. At the same time, we are still far
from fulfilling Lenneberg’s fundamental challenge, that is, “we must try to under-
stand the nature of the maturational processes” (Lenneberg 1967: 126). Now, how-
ever, through converging recent interdisciplinary advances, we are poised for new
advances in our understanding of maturational processes involved in language ac-
quisition; not only new advances in developmental theory of language acquisition
but new advances in realization of brain–behavior relations in the area.
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In this paper, we provide one example of such recent interdisciplinary con-
vergence. We link recent discoveries from experimental results on our study of
language loss in prodromal Alzheimer’s disease (AD) in the elderly to comparable
early experimental results from our study of language acquisition in the child. We
report recent brain imaging results from a pilot study comparing prodromal AD
and normal aging. Our brain imaging results cohere with our behavioral results
documenting language loss in prodromal AD, allowing us to adumbrate selected
brain-behavior relationships in language dissolution and to begin to identify the
nature of language loss in prodromal AD. We then link these results to new inde-
pendent discoveries on the ontogeny of the neural foundations for language in the
child that are emerging from research led by Angela Friederici at the Max Planck
Institute for Human Cognitive & Brain Sciences (e.g., Friederici 2016, 2017, this is-
sue). Although such new results have begun to reveal the neural basis for language
development and its impairment, until now there has not been clear principled
mapping of language acquisition facts or theory to these precise neurobiological
results, especially with regard to later language acquisition (although see Friederici
2006, 2016, 2017, Friedrich & Friederici 2005, 2010, Skeide et al. 2014, Vissiennon,
Friederici, Brauer & Wu 2017).

Here, we suggest that our recent results on language acquisition and lan-
guage loss cohere with what has now been independently discovered regarding
underlying maturation of the language network. In doing so, these results suggest
an expanded approach to the study of language across the lifespan. They allow us
to reconsider a regression hypothesis (RH; Ribot 1881/2012, 1881, Lust et al. 2015b)
as an explanation of the relation between the ontogeny and dissolution of language
knowledge. Although our previous results had disconfirmed a version of RH with
regard to the acquisition of syntax, our present results invite us to reconsider this
hypothesis with regard to syntax–semantics integration. Together, our results ad-
vance our understanding of the true nature of maturational processes in language.

2. Comparing Language Loss in Prodromal AD to Language Acquisition in
the Child

In our recent work, we have tested language production in populations (ages 58–
98) with mild cognitive impairment (MCI). In what is now appreciated as a continuum
in the development of AD, MCI is a stage of increased risk for AD diagnosis. In-
dividuals at this stage demonstrate a cognitive decline from baseline that is not at
the level of dementia (Petersen 2003, 2004, Wicklund & Petersen 2014). Individuals
with a diagnosis of MCI are know to convert to AD at a higher level than cognitively
normal individuals (Morris & Cummings 2005, Talbert et al. 2006, Dickerson et al.
2007, Chapman et al. 2010, Roberts et al. 2014). We compared language in MCI to
healthy aging (HA; 62–87 years), healthy young (HY; 20–29 years), and children (ages
3;5 to 7;6 in years;months) with matched experimental designs. Through an inter-
insitutional collaborative infrastructure we compared 51 MCI subjects to 24 HA to
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10 HY across a series of linguistic experiments testing various forms of sentence
formation (relative clauses, coordinate sentences, adjoined clause sentences), using
an elicited imitation (EI) task. The EI task has been shown to require reconstructive
analysis of both syntax and semantics in sentence structure (e.g., Lust et al. 1996).
Used with controlled and standardized experimental designs, results are shown
not to depend solely on memory but on analytic sentence reconstruction (Blume &
Lust 2017). The EI experiments were complemented by two other tests of language
knowledge, and by a general cognitive assessment (Addenbrook’s cognitive exam
revised; ACE-R; see Mioshi et al. 2006) and a test of working memory, the Brown-
Petersen test (also referred to as the Auditory Consonant Trigram Test; Brown 1958,
Belleville, Chertkow, & Gauthier 2007), as well as by a general sociodemographic
background assessment.

For example, one such experiment compared production of complex sen-
tences with varied forms of relative clauses across these groups, using an exper-
imental design that had been previously used with children. All sentences within
each study were controlled for structural variables, as well as length and lexical
frequency, in conjunction with an EI task. The children had been tested earlier with
this experimental design using sentences such as exemplified in Table 1a. Data,
methodology, and results from this child study were archived in the Cornell Lan-
guage Acquisition Lab Virtual Center for Language Acquisition.1 Results from the
child study had revealed a developmental progression in the first language acqui-
sition of relative clause structure (Flynn & Lust 1980).

Determinate Head S Big Bird pushes the balloon which bumps Ernie.

O Ernie touches the balloon which Big Bird throws.

Headless S Cookie Monster hits what pushes Big Bird.

O Cookie Monster pushes what Big Bird throws.

(a)

Determinate Head S The attorney presented the evidence which freed
the defendant.

O The shopkeeper discounted the merchandise which
the customer bought.

Headless S The state policeman discovered what troubled the
private detective.

O The philosophy teacher pondered what the research
scientist said.

(b)

Table 1: Example Sentences for elicited imitation for children in (a), for adults in (b).

1 Experimental design, methods, and results from this early study are banked in the web-based
Virtual Center for Language Acquisition Database, DTA tool (Data Transcription and Analysis
tool) and are available on request. See Pareja-Lora, Blume, & Lust (in press), as well as Blume,
Flynn, & Lust (2012).
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Adult populations, including HA, HY, and MCI, were more recently tested on
structurally matched sentences such as exemplified in Table 1b (Lust et al. 2015).
MCI participants were assessed at Massachusetts General Hospital (MGH) through
neurologic evaluations and a battery of standardized neuropsychological and clini-
cian evaluations. Subjects’ diagnoses of MCI were based on neurological evaluation
including Clinical Dementia Rating scores (CDR; Morris 1993) and performance on
neuropsychological tests from the Uniform Data Set (UDS; Morris et al. 2006, Wein-
traub et al. 2009, Monsell et al. 2012), as well as additional standardized neuropsy-
chological measures. HA participants were recruited from MGH and administered
the same tests as the MCI population to provide a control HA population.2 HY
adults were recruited at the Massachusetts Institute of Technology from the stu-
dent and administrative population. Based on a sociodemographic questionnaire,
all participants in this study reported no history of neurological disorders or events.

Results from this comparative study were surprising. The relative clause
structure that was last developed by the child and most difficult in language pro-
duction through childhood to approximately 7 years of age was the lexically headed
type; that is, those with a determinate lexical noun head such as balloon in the exam-
ples in Table 1a. We have argued that this English lexically determinate headed rel-
ative clause represents complex language-specific computation, explaining its later
acquisition (Flynn et al. 2005). However, it was this determinate lexically headed
relative clause structure that was best retained in the MCI subjects. The headless

Figure 1: Frequency of accurate imitation for each type of relative for each adult group. (See Lust et
al. 2015b for details.)

2 A subset of 13 HA were tested at Cornell, and self-declared cognitively normal, i.e., although
they presented as non-impaired, they did not receive the same diagnostic tests as did the
clinical MGH subjects and the MGH tested HA controls.



Acquisition, Deterioration, and Neuroscience Begin to Converge 119

Figure 2: Frequency of accurate imitation by children for each type of relative for each age group.
(See Flynn & Lust 1980 for details. The total N of 96 children was divided to eight 6-month age
groups.)

relative clause type that was predominant in child language production early and
throughout development was the “headless relative”, e.g., the what-headed struc-
ture in the examples in Table 1a. Yet, it was this headless relative type of structure
that posed significantly greater difficulty for the MCI. As we have argued (Lust et
al. 2015b, 2017), these results disconfirmed a RH (“Ribot’s hypothesis”) with regard
to the acquisition of syntax. It was not true that what was last acquired by the child
was first lost by the adult in language deterioration (see Figures 1 and 2).

At the same time, results from this study also began to provide evidence
on the fundamental nature of language deterioration in prodromal AD. MCI sub-
jects differed significantly from HA and HY in their overall language production.
However, this was not the case with regard to their production of the determi-
nate headed relatives, the complex syntactic structure that is last acquired by the
child. In spite of the syntactic complexity of headed relatives, MCI subjects pro-
duced these with significantly greater facility than they did the headless relative.
The MCI subjects failed in production especially of the headless relative, the very
structure that had been developmentally prominent. Example of imitation perfor-
mance by an MCI individual is shown in (1a) and (1b). In a randomized set of EI
sentences, the individual correctly reproduced lexically headed relatives such as in
(1a), without change, while distorting headless relatives as in (1b).

(1) a. Headed Relatives EI (TS033): Successful imitations (no change)
The attorney presented the evidence which freed the defendant.
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The shopkeeper discounted the merchandise which the customer bought.
The physician formulated the therapy which cured the patient.

b. Headless Relatives EI (TS033): Unsuccessful imitations (changes from stimulus
sentences)
i. Target: The state policeman discovered what troubled the private de-

tective.
Response: The st. . . policeman something discovered what.

ii. Target: The philosophy teacher pondered what the research scientist
said.
Response: The pondered what the philosopher said.

iii. Target: The peace activist protested what the vice president suggested.
Response: The peace activist suggested other someone suggested.

This distinction in EI performance (summarized in Figure 1) held in spite of
the experimental controls on length (all 17 syllables), general structure, and lexical
frequency that characterized all sentences across the design.

An example of the structure of an MCI production error on a headless relative
is shown in Figure 3.

Figure 3: Example of structure of MCI subject’s (GC533) production of a headless relative clause
(RC).

3. The Nature of Language Deterioration in MCI

These results not only verified language deterioration in prodromal AD (MCI), but
also began to provide evidence on the nature of this language deficit. It appeared
that the complex syntax of a well-formed lexically headed relative clause was rel-
atively well retained in MCI language. What was impaired was a case where the
subject must specify an undetermined reference (e.g., whatever it was that troubled
the detective in the example in Figure 3 above) and link it to the sentence structure.
The difficulty that these sentences demonstrate appears to concern the integration
of syntax, necessary for sentence production, with the semantics of the sentence,



Acquisition, Deterioration, and Neuroscience Begin to Converge 121

especially the computation of external reference, necessary for sentence interpreta-
tion. Specifically, this was a case when the subject had to compute an interpreta-
tion of indeterminate reference reflected in the headless relative and then integrate
this semantic and pragmatic computation with computation of the syntax of the
sentence. Although all sentences require an integration of syntax and semantics,
the headless sentences appear to provide a particular challenge to this integration,
which must be involved in all sentence processing.

These results suggest that language deterioration in prodromal AD targets
the syntax–semantics interface in the language faculty (Figure 4; see Berwick et al.
2013) and suggests that this interface is the locus of this early language breakdown,
rather than core syntactic computation. Subsequent experiments with other types
of complex sentences which vary indeterminate reference (e.g., coordinate and ad-
verbial subordinate sentences with or without free pronouns that are indeterminate
in reference), and experiments with other tasks, confirmed this area of language
breakdown (e.g., Lust et al. 2014, Lust et al. 2015a, Sherman et al. 2015a,b, Sherman
2017).

Figure 4: Schematic of the language faculty and its interfaces with other systems. (Illustration based
on Berwick et al. 2013.)

3.1. Dissociating Memory and Language

Although memory and language performance are inextricably linked, it is clear
from a comparison of headed and headless sentences in our controlled design, for
example, (1a) and (1b), where headed sentences of equal length and general syn-
tactic complexity are imitated significantly better than the headless sentences in
(1b), that memory alone cannot explain these results in our MCI population. This
conclusion was supported by our regression analyses of memory tests against lin-
guistic performance. Both the ACE-R and the Brown Petersen tests did show that
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the groups significantly differed, with MCI showing significantly deficited perfor-
mance. However, performance of subjects on the ACE-R memory subcomponent
did not significantly predict linguistic performance on the RC sentences overall
groups (regression estimate = .06577, p = .19) or within any group. More specifically,
the Brown Petersen test of Working Memory also did not, not overall groups (re-
gression estimate = .00141, p = .81) or within any group, including MCI (regression
estimate = .002819, p = .79). These results would appear to cohere with indepen-
dent psycholinguistic research which has failed to find effects of working memory
on online processing, suggesting its alternative role on post interpretive processing
(Caplan et al. 2011; also see Waters, Caplan, & Rochon 1995 for generalization to
studies of Alzheimer’s disease populations).

Thus we conclude that the nature of language deterioration that has been
discovered in MCI is language-related, rather than determined simply by domain-
general cognitive deficits, such as memory.

4. Pursuing Biological Foundations

Recent advances in neuroscience with regard to the biological foundations of a lan-
guage network in the brain have allowed us to begin to test a hypothesis regarding
the neurobiological foundations for language dissolution in MCI, which was sug-
gested by our linguistic behavioral results.

Independent analyses of language processing have yielded a model wherein
sentence processing involves distinct, incremental sequential components serially
ordered such that syntax–semantics integration is distinct from earlier phonolog-
ical and syntactic sentence computation. Integration of syntax and semantics oc-
curs finally, as a late and distinct stage in serial processing within the dominant
(i.e. left) hemisphere, as suggested in Figure 5. This model sketches the neural
underpinnings of the temporal process of sentence comprehension as schematized
in the illustration. The final integration step is focused on a posterior portion of
the superior temporal gyrus (STG), an area of the language network that merges
with the angular gyrus and supramarginal gyrus of the inferior parietal lobule (IPL;
Friederici 2002, 2011, 2012, Friederici & Kotz 2003). Integration takes place at a later
phase of language comprehension—in a neural network implicating the IPL/STG
hub at later phases (Fengler et al. 2016).

Recent studies from independent labs have begun to map psycholinguistic
data to the neural foundations of processing. For example, semantic processing in
AD patients has provided evidence for the contribution of superior temporal and
inferior parietal regions of the left hemisphere (Grossman et al. 1997). Studies of
pronoun reference resolution have suggested a “two component model for resolv-
ing a pronoun’s reference” and observe inclusion of inferior parietal cortex (IPC)
activation to account for an “integration of probabilistic and value information” in
resolving a pronoun’s reference (McMillan et al. 2012: 674, 685).

Independent advances have also identified the IPL as a critical integrative
hub in a network of functionally connected brain regions referred to as the Default
Network (DN). The DN is generally implicated in internalized or associative pro-
cessing and is typically suppressed during externally directed attention tasks (Bar
et al. 2007, Buckner et al. 2008, Andrews-Hanna, Smallwood, & Spreng 2014). The
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Figure 5: Schematic of the Serial Sentence Processing Model. (Adapted from Friederici 2002,
Friederici & Kotz 2003.)

IPL, part of the DN, provides a cross-modal integrative hub, with connectivity to
both the Posterior Cingulate Cortex (PCC), a core hub of the DN, and also to frontal
and temporal regions involving classic Broca’s and Wernicke’s areas. The default-
aligned node, left IPL, has been observed to facilitate modulation (i.e. suppression)
of the DN (Menon and Uddin 2010, Spreng et al. 2013: 83; also see Friederici 2011).
Recent research is investigating the degree to which the DN underlies cognition
(Marguiles et al. 2016).

It has been suggested that loss of functional and structural integrity of the
DN and its interactions with other brain networks occurs in older adulthood and
may have clinical significance (Greicius et al. 2004, Seeley et al. 2009, Anticevic et
al. 2012: 586, Turner & Spreng 2015, Spreng et al., in press). In AD, DN is disrupted
“early as the disease progresses” evidencing “hypometabolism” and accelerated
atrophy in DN connectivity hubs (Buckner et al. 2005, 2008: 28, Andrews-Hanna et
al. 2014).

The linguistic behavioral evidence we found regarding the nature of the lan-
guage difficulties in our MCI subjects suggests deterioration in the integration of
external reference and the syntax of sentence construction, the last phase in the Se-
rial Sentence Processing Model described above, targeting the IPL area in language
connectivity. This deficit would be consistent in general with DN disruption and
with deterioration in the DN connectivity hub involving the left IPL. We may as-
sume that the syntactic composition of sentence structure must comprise internal
cognition; and that some form of suppression of such internal computation must
be involved in the cognitive computation involved in determining semantic and
pragmatic reference to the external world.

Thus, both linguistic and neurocognitive foundations lead us to the hypoth-
esis that damage in the IPL area would cohere with deterioration of the integration
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of syntax and semantics, which our behavioral language data have suggested is
compromised in MCI. Our linguistic behavioral results, which characterize prodro-
mal AD in MCI, suggest that cortical degeneration may occur early in this area, at
the MCI phase, even before AD is clinically diagnosed. Independent studies have
shown that the IPL appears to deteriorate early in the course of neural degenera-
tion in prodromal AD, evidenced by relatively early atrophy of cortical grey matter
in this area (e.g., Greene et al. 2010: 1304, Jacobs et al. 2011, Hanggi et al. 2011; the
finding of early prodromal temporo-parietal involvement with frontal areas rela-
tively spared is also indicated with other methodologies, e.g., position emission
tomography [PET]; Minoshima et al. 1997, Small et al. 2006). This early atrophy
of the IPL differentiates from Broca’s area (i.e. Brodmann areas 44 and 45), for ex-
ample. Atrophy in prodromal AD is not global: ‘[E]ven in end stage AD, distinct
language-associated gyri are spared while others show severe atrophy” (Harasty et
al. 1999: 682).

Since our linguistic behavioral data suggest good retention of syntax per se
(e.g., as reflected in the relatively good performance on lexically headed relatives)
in the MCI population, both our language data and neuroscientific data, as well
as current sentence processing and cognitive modeling, predict that we may find
relatively damaged IPL area in our MCI subjects, in contrast to relatively spared
Broca’s area (i.e. inferior frontal gyrus) which is generally associated with syntax
(e.g., Friederici, this issue).

4.1. Hypothesis

On the basis of the neuroscientific results discussed above as well as our linguistic
behavioral results regarding language deterioration in MCI, we hypothesized that,
in our MCI subjects, the IPL area, critical to syntax–semantics integration, would
show significantly more grey matter deterioration in contrast to HA than Broca’s
area as a frontal area implicated in syntactic processing.

4.2. Participants

In a first pilot study, we have now conducted volumetric analysis of brain images of
six MCI subjects from the total group who participated in our experimental linguis-
tic tests (Lust et al. 2015b) and compared them to a sample of HA. Structural MRI
scans of this subset of MCI subjects were acquired during clinical diagnostic testing
(Siemens 3T TIM Trio). Their scans were compared to healthy control matched tem-
plates derived from ADNI (Alzheimer’s Disease Neuroimaging Initiative; Mueller
et al. 2005, Weiner et al. 2010, adni-info.org 2016). Three ADNI scans were matched

Group n Age:
Mean

Age:
Range Males Yrs. Education:

Mean
Yrs. Education:

Range
Handedness

(% Right)

MCI 6 77 68–88 6 17.33 14–20 83.33 %
Healthy Aging

(ADNI) 18 78–79 65–88 18 15.78 8–20 100 %

Table 2: Participants—MRI scanning. Note: One scan was eliminated in linguistic analyses because
of missing linguistic data.
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to each MCI participant in age, sex, and education, providing a total of 18 healthy
aging scans for comparison with the selected MCI subjects.

Five of the six MCI subjects were diagnosed as MCI amnestic, single domain;
one as multi domain, non-amnestic. MCI subjects had MMSE scores ranging from
23 to 29, mean 26.8, while ADNI subjects all had perfect scores of 30.

4.3. Methods

Volumetric analysis was conducted on the structural MRIs of the MCI subjects us-
ing Voxel Based Morphometry (VBM) methods (Kurth et al. 2015). Volumetric
data were compared to the 18 HA matched scans (derived from ADNI). Regions of
Interest (ROIs) of IPL and Broca’s area were created to assess regional specificity.
We examined the relation between cortical volume in these two left hemisphere
(LH) ROIs linked to linguistic processing with the goal of initiating a test of our hy-
pothesis and a prototype methodology for identifying neural correlates of observed
linguistic behavior.

All scans involved structural T1-weighted images obtained on a 3-tesla (T)
scanner. Scanning of MCI subjects took place at MGH Radiology division as an
independent component of diagnostic clinical testing. Deidentified scans were
provided by MGH to study investigators (per IRB) for research purposes. ADNI
dataset participants were scanned using 3-T GE Medical Systems scanners. The
scanners collected T1-weighted (T1w) 3D anatomical spoiled gradient echo (SPGR)
sequences (256 ⇥ 256 matrix; voxel size = 1.2 ⇥ 1.0 ⇥ 1.0 mm3; TI = 400 ms; TR =
6.98 ms; TE = 2.85; flip angle = 11�).

4.4. Analyses by VBM

MRI scans (deidentified structural T1 scans) were imported into SPM in DICOM
format and transformed to NIFTI. Scans were corrected for left/right orientation.
Scans were then segmented into grey, white, and cerebral spinal fluid using the
VBM toolbox in SPM8. Next, grey matter sections were quality controlled for ho-
mogeneity of variance again using VBM, then coregistered to MNI space using a
FSL “152T1-avg” template.

All subject scans were preprocessed using SPM8 and the protocol specified
in Kurth et al. (2015). Segmented and smoothed grey matter masks were linearly
aligned to a DARTEL template that was manually created from 20 HA and 20 MCI
ADNI subjects. Left and right IPL volumes were taken from Harvard-Oxford Cor-
tical Atlas (HOA) masked and binarized using FSL Maths. Subsequently, masked
IPL regions from subjects were extracted from the HOA and ROI volumes were cal-
culated for each subject. Using FSL, ROIs of left Broca’s area and left IPL were cre-
ated using HOA, with a threshold at 50 % and binarized using FSL Maths. There-
after mean values of voxels in each ROI were extracted and tabulated using FSL
Stats by applying the mask to scans and isolating mean voxel values.

4.5. Statistical Analyses

We examined two types of models. The first model looks at brain volume as a
function of brain area and MCI status in the sample of 30 subjects. IPL versus
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Broca’s area is a repeated measure on each individual, a fixed classification factor
denoted ROI. Group (HA vs. MCI) is a second fixed classification factor. The model
includes these two factors and their interaction; individuals are included as levels
of a random classification factor. Analysis was by a general linear mixed model.
Brain volume for IPL and Broca’s area is the proportion of grey matter relative to a
template for heathy aging.

To study the relation between cognitive status as measured by brain imaging
and status as measured by linguistic tests, the second type of model examined RC
(relative clause experiment) scores for proportion correct as the dependent variable,
with the repeated measures for that task, TR (type of relative) and FC (functional
role, i.e., subject or object in relative clause), as fixed classification factors; a brain
volume measure as a covariate, with regressions specified separately by TR ⇥ FC;
and individuals as levels of a random classification factor. Separate models were
analyzed for each of IPL and Broca’s area volume measures. This analysis was car-
ried out on MCI individuals only. The key test is of homogeneity of regressions
of RC scores on brain volume variables by TR and FC subclasses. An alternative
model that had greater numerical stability specified the IPL and Broca’s area re-
gressions separately only for the 3 levels of TR, pooling across FC. Analysis was by
a logistic-linear mixed model with binomial error assumption and a logit link func-
tion. Degrees of freedom were computed by a first-order Kenward-Rogers method.

4.6. Results

The analyses described above revealed:

1. Lower IPL grey matter integrity in MCI than HA; similar Broca’s area in-
tegrity between them.

2. Greater mean difference between IPL (DN connectivity hub) and Broca’s area
(syntax related) neurodegeneration in MCI than HA scans (significant Group
⇥ Area interaction: p = .03).

3. The regressions of syntactic performance on ROI IPL were significantly differ-
ent for structures requiring reference resolution and syntax integration (deter-
minate headed vs. headless relative clauses; see Table 3). Test of homogeneity
of regressions: p = .011.

Sentence Type ROI IPL

Relative Headed
Estimate �.118

SE 5.376
P .983

Relative Headless
Estimate 4.701

SE 6.549
P .476

Table 3: Results of regression analysis: Relative
clause type and ROI IPL.

Results from initial brain scan
analyses suggest that a significant pat-
tern of biomarking may link to an ob-
served pattern of behavioral linguistic
deficits. MCI may involve significant
early neural degeneration in an area
central to syntax–semantics integration
in sentence processing and an integra-
tion hub of the DN, including the IPL.
This area appears to be significantly
more compromised in prodromal AD
(MCI) compared to that in inferior frontal gyrus or Broca’s area (Brodmann areas
44 and 45). This may indicate correlation with the linguistic pattern we have found
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in the language deterioration of MCI: deficit in syntax-semantic integration, com-
pared to relatively spared basic syntactic computation (cf. Payne et al. 2016).

Linguistics behavioral results cohere with current structural and functional
connectivity models of language knowledge and processing, as well as with ob-
served neurodegeneration patterns in progressive development of prodromal AD.

Figure 6: Proportion grey matter (relative to template) in Broca’s area and inferior parietal lobe
(IPL).

5. The Neurobiology of Brain Development

Independently, results from study of the neural bases of language development
(analyzing both grey and white matter; Friederici 2006, 2012, 2016, see Friederici et
al. 2017 for a review) have now provided evidence that “brain systems underlying
language processing are in place already early in development” (Friederici 2006:
949). Connectivity of the language network (involving both white and grey matter
connectivity) develops over time, taking until 7 years of age (or even adolescence)
before completion. Specifically, it is proposed that although ventral systems of lan-
guage network connectivity are in place even at birth, aspects of the dorsal system
“connecting the temporal cortex to Broca’s area” develop “much later and [are] still
not fully matured at the age of seven” (Friederici 2012: 1; also see Friederici 2017,
this issue). This connectivity implicates the posterior area of the language network,
which is focal in syntax–semantics integration, as an area of final late development
of the architecture of the language network in the child. Given the language pro-
cessing model we reviewed above, this delayed brain development may involve
not the acquisition of syntax per se, but of syntax–semantics integration.

5.1. Convergence of the Neurobiology of Brain Development and the Neurology
of Language Loss in Prodromal AD

The results from the brain development studies and our initial studies of cortical
loss with dementia suggest a correlation. The area of functional connectivity in the
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language network that has been discovered in early pilot imaging studies to under-
lie language deterioration in early prodromal AD generally corresponds to the area
Friederici and collaborators have identified as the last developing in normal mat-
urational development, viz., the posterior area of the language network and the
default network converging on the IPL. If so, these data and this neurobiological
model would appear to support a form of a RH regarding lifespan maturation of
language. An area lost early in the course of dementia matures later in childhood.

5.2. The Nature of Language Acquisition Over Time: Pursuing the Nature of mat-
urational processes

The challenge now for the development of a full maturational theory is to under-
stand why neurobiological development of the language network appears to take
the time it does (until age 7, or even later, adolescence), while much of basic syn-
tax is generally acquired by the age of 3 (see, e.g., Lust 2006 for a review). Here
we suggest that a coherent theory may be possible. When we look back to the evi-
dence from language acquisition, we find that acquisition of complex syntax in the
headed relative clause was late acquired, while another form of relativization, that
is, headless forms (the ones we have argued to be more universally available given
cross-linguistic typology; Flynn et al. 2005), is accessible early (Flynn & Lust 1980).
This evidence was derived from analyses of language production in the child; and
in Lust et al. (2015b) it was compared to production data from the prodromal MCI
group in dispute of a regression hypothesis of language maturation. However,
when we consider the comprehension data from the same child subjects we see
that headless relatives are in fact always, across development until 7 years of age
and beyond, recognized as semantically difficult. In this case, the child is perform-
ing an act-out task where they demonstrate their interpretation of a sentence by
moving dolls (see Blume & Lust 2017). The child is naturally challenged to deter-
mine the unnamed reference of the head of the relative, that is, the referent of what
in Cookie Monster pushes what Big Bird throws, in the face of several possible referents
in the pragmatic context presented to the child.

Figure 7: Mean number correct imitation for each head type by age group divided into eight 6-month
age groups, ranging from 3.6–3.11 to 7.0–7.7; see Figure 2.
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Figure 8: Mean number correct comprehension for each head type by age group. (Figures 8 and 7
result from a full experimental design in which Determinate (concrete headed) relatives are compared
both to Headless relatives (cf. Table 1) and also to “empty headed” relatives with the noun head
“thing”. This ‘thing’ condition was tested in order to try to dissociate the syntactic property of
‘head’ vs the semantic property of indeterminacy. See Flynn & Lust 1980.)

Results from comparison of the development of children’s production (Fig-
ure 7) and comprehension (Figure 8) in this study suggest that syntactic develop-
ment (more clearly demonstrated in the production task) and semantic develop-
ment (more clearly demonstrated in the comprehension task) are distinct. Even
while comprehension of a headless relative is necessarily challenging semantically
to children of all ages, it precedes the headed relative clause in development in the
production task; it is only for ages 6.05–6.11 (group 7) and 7.0–7.7 (group 8) that
comprehension and production appear to cohere in the integrated production and
comprehension of the syntax and semantics in these sentences.

Thus, evidence may suggest a new hypothesis: Just as syntax–semantics in-
tegration is compromised in language loss with cerebral deterioration in prodro-
mal AD, so syntax–semantics integration may develop only over time in normal
first language acquisition, requiring a more protracted course of development than
syntax per se. If so, these developmental results would converge with the neu-
roscientific evidence suggested by Friederici and collaborators, both for language
processing and for language development.

6. Toward A New Developmental Theory

Our results lead us to support the view that in some ways “the brain basis of lan-
guage develops continuously over time” (Friederici 2006: 941). At the same time,
however, we argue that our results do not support a proposal that in language
maturation “syntax gradually segregates from semantics in the developing brain”
(Skeide, Brauer and Friederici 2014: 1), and “mastery of complex syntax is delayed”
in the child. Rather, our results, including converging evidence from language ac-
quisition and language loss, would suggest that syntax and semantics are to some
degree independent continuously through development. The child does not show
dominance of semantics, for example, in the case of relative clause acquisition,
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but development of production of syntactically complex sentence formation pro-
ceeds even while semantics continues to develop independently. What “matures”
or develops is the integration of syntax and semantics. That is, the older child
and the adult, including the young and HA adult, efficiently integrate the inde-
pendent knowledge of syntax and semantics, exemplifying efficient computation
at the “language faculty interface” between these in sentence processing. In con-
trast, language deterioration, as in the case of prodromal dementia with cerebral
degeneration, begins to sever this integration, leading to specific deficits where the
syntax–semantics integration is most challenging; not in syntax itself. The MCI sub-
jects first begin to fail not in syntactic structures that do not require more indeter-
minate semantic computation but where semantic computation challenges syntax–
semantics integration (as in the computation of indeterminate reference in the case
of headless relatives, for example).

This conclusion regarding language maturation coheres with both Frieder-
ici’s proposed serial processing model for sentence comprehension and the neu-
roscientific results regarding brain development during language maturation. At
the same time, it coheres with our language acquisition studies as well as with our
preliminary pilot neuroscientific results in language deterioration in MCI reported
here.

Our results also argue for a re-interpretation of the “regression hypothesis” or
“Ribot’s hypothesis”, which seeks to link acquisition with loss in a comprehensive
developmental theory. We have seen that this RH does not hold in the case of
acquisition of syntax per se (Lust et al. 2015b). The most complex, last-developed
syntactic forms of relative clause structures are not the first lost in prodromal AD
(MCI). In fact, in contrast to the RH, these are the structures that are best retained.
However, based on results from the converging evidence reviewed here, there is
new support for the RH hypothesis, at a more general level of analysis: If as we
have seen,

(i) neural structures involved in syntax–semantics integration are in fact the last
to be developed,

(ii) child language acquisition continuing post age 3 does involve a protracted
development of integration of syntax and semantics, and

(iii) first signs of language deterioration and neural degeneration in developing
dementia do involve deterioration of the syntax–semantics integration com-
ponent of language processing,

then, based on our findings and analysis, it can be argued that what takes the most
time in the process of language acquisition, and is last developed in the child (i.e.
the integration of syntax and semantics), is the most vulnerable and first lost in
language deterioration. This would suggest that in a more comprehensive theory
of language maturation, the RH deserves new examination.
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What Lenneberg Got Right: A Homological

Program for the Study of Language Evolution

Sergio Balari & Guillermo Lorenzo

By 1967, it was clear to Eric Lenneberg that reconstructing the phylogenetic
history of language should require the adoption of a non-functional (or
Owenian) homology concept for grounding relevant comparisons. Fifty
years later, most biolinguistic approaches have betrayed this project, for
they routinely derive their conclusions regarding the unique/shared status
of language on merely folk grounds—as dramatically illustrated in Hauser,
Chomsky & Fitch vs. Pinker & Jackendoff’s debate, or based on functional
considerations—as in Chomsky’s recent conceptualization of language as
a unique tool for thought. Here we claim that Lenneberg’s project needs
to be resumed and we articulate some suggestions about how to conduct
it, taking advantage of recent findings and new conceptual insights con-
cerning two crucial levels of analysis actually pinpointed by him—namely,
anatomical/molecular structure and physiological function.

Keywords: homology thinking; character concept; evolutionary novel-
ties; computational mind

Homologies cannot be established by relying on similarity
that rests on superficial inspection [. . . ];

on logical rather than biological aspects [. . . ];
and on anthropocentric imputation of motives.

—Eric Lenneberg (1969: 641)

1. Introduction

It takes an easy exercise of folk comparative biology to persuade a freshman of the
uniqueness of language when compared to the closest nonhuman behaviors that
could possibly come to mind—say, the songs of oscine birds, the alarm calls of
vervet monkeys, etc. As far as one can say, none of these otherwise sophisticated
capabilities appears to provide the means for establishing complex sound-meaning
pairings—alternatively, gesture-meaning pairings, ranging across any imaginable
experiential domain, and with an open-ended capacity for composing new complex
expressions from a finite array of preexistent basic units. In other words, a rela-
tively shallow awareness of some Hockett-style definitional properties of language
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(Hockett 1960), together with some familiarity with songs, calls, or other nonhuman
ways of signaling, appear to suffice to strongly fix the persuasion that language is
uniquely human. At its proper (folk) level of observational accuracy, the statement
is innocuous—perhaps even true, in the sense that it is true that France is hexago-
nal at a certain level of observational accuracy, as famously stated by Austin (1962:
143). But at a deeper level, one already subject to the strictures of biology proper,
the matter becomes empirical and one to which expedient answers should not be
welcome. To put it plainly, whether language is or is not a uniquely human capacity
is clearly a matter of scientific discovery, the fulfillment of which obviously asks for
a collaborative effort of theoretical linguistics and comparative biology at different
levels of organization—say, from molecules to behavior. Moreover, and crucially
to the point to be made here, such an effort is pointless if not conducted under the
overarching umbrella of ‘homology thinking’, in the sense recently put forward by
the likes of Ereshefsky (2012) and G.P. Wagner (2015). It may strike outsiders as
surprising that the upsurge of evolutionary linguistics in the last few decades has
made its way alien to such a reasonable guideline.

But it should strike insiders likewise, for it was already clear to Eric Lenneberg,
as soon as in 1967, that any serious statement concerning the phylogenetic status
of language must rely on bona fide structural and functional comparisons—be it at
the anatomical, physiological or molecular levels of analysis, and disregarding the
kinds of design and teleological considerations on which folk statements are com-
monly based. It clearly is a historical mistake of today’s biolinguistic approach to
language evolution to have sidestepped Lennenberg’s wise advice in paragraphs
like the following:

A study of design features may give us insight into some of the biases
that enter into the process of natural selection, into the biological use-
fulness of certain features of animal communication but it is not rele-
vant to the reconstruction of phylogenetic history. For the latter we are
only interested in the relation of types of anatomical structure (includ-
ing molecular structure) and physiological function (including motor
coordination and sensory acuity), but we disregard the usefulness or ef-
ficiency of these features to the contemporary form.

(Lenneberg 1967: 234, emphasis in original)

The issue of deciding whether language is a new, unique organ of the cog-
nitive make-up of humans, or rather an old, more or less widely shared one also
present in the cognitive constitution of other species, is clearly a concern for homol-
ogy thinking, understood along the lines of Lenneberg’s suggestion.

Let us clarify before proceeding that it is not the case that deciding whether
what humans do with language is unique or at least special is a matter devoid of
any biological interest. It is, of course, a biologically interesting question, but in the
context of ‘population thinking’—a complementary branch to homology thinking
within evolutionary biology (G.P. Wagner 2015), interested in deciding which se-
lective pressures, if any, could possibly have favored the stabilization of language
in the primeval human populations. But note that regarding this question, whether
language is or is not an organ—new or otherwise, is not particularly demanding.
Let us also note that for other evolutionary concerns—namely, the ones related to
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so-called ‘tree thinking’ (G.P. Wagner 2015), considering language as ‘new’ (strictly
speaking, an ‘autapomorphy’) may be critical if one credits it a role in fixing the po-
sition of humans within their closest nonhuman relatives. But in that case a loose
notion of ‘organ’ may be enough. Actually, the role of autapomorphy is routinely
credited to the absence of organs, or to traits that do not qualify as bona fide or-
gans. In as much as ‘something’ (or ‘nothing’) offers a clue of the relative kinship
between members of a group of species, it qualifies as an autapomorphy (Müller &
G.P. Wagner 1991).

Let’s stress this from the outset. Our main aim in this paper—in conformity
with the goals of ‘homological thinking’—has mostly to do with the individuation
of organs, i.e. (1) how their identities can be established, so as to (2) verify how their
shared or unique character can possibly be settled. In doing this, issues extremely
important to the concerns of ‘population’ and ‘tree thinking’—like adaptive func-
tion, adaptive change, kinship degree, etc.—become of a secondary interest. Their
omission in this paper is thus not due to their lack of intrinsic importance, but to
their low explanatory profile regarding the issues to be dealt with.

In this paper, we want to work out the idea that if one’s goal has to do with
establishing whether the natural history of ‘language as an organ’ starts with hu-
mans or it rather has an older pedigree, then practicing homological thinking is
inescapable. And not only this, it is also inescapable doing it along the lines sug-
gested by Eric Lenneberg, which are but the lines solidly grounded—but largely
marginalized—by Richard Owen in the mid 19th century. One should not under-
stand this as if questions of uniqueness/novelty only make sense as associated to
organs—of course, they don’t. But as a matter of fact, the idea of ‘language as
an organ’ (Anderson & Lightfoot 2002) has been a persistent one all through the
generativist tradition—but maybe not for the right reasons, and it is one that we
believe will gain more credit and support in the near future. Both questions will
be presently dealt with. Central to our claims is that it makes a lot of sense to con-
sider the unique/shared condition of language at this particular level of analysis,
departing from the most common position which holds that it only makes sense to
break up language as a composite or mosaic of sorts (Hauser et al. 2002, Boeckx
2012) and considering the issue on a piecemeal basis.

The main take home message of this paper is thus that the rehabilitation of
Lenneberg’s phylogenetic thought is crucial for the evolutionary biolinguistic pro-
ject, a claim that boils down to the idea that it is urgent to inject a good dose of
(Owenian) homology thinking into it. The paper is organized as follows: Section
2 is a critical one, in which we document the lack of genuine homology thinking
in some of the most reputed recent biolinguistic approaches to language evolution.
Section 3, in turn, makes some positive suggestions about the application of homol-
ogy thinking to the case of language at different levels of biological analysis. It also
reflects on the landscape that such an application opens regarding the ‘unique vs.
shared’ issue. A brief concluding remark closes the paper.



142 S. Balari & G. Lorenzo

2. The Achilles’ Heel of Evolutionary Biolinguistics—How Lenneberg Antic-

ipated it

A new instrumental use of an organic structure may prove critical for the survival of
a given species; yet natural evolution (not to be confounded with Natural Selection)
is not about the evolution of instruments: Natural evolution is about the evolution
of organic structures. An instrument is an ‘intentional’ object, so one to be defined
attending to the purpose that it stands for—or ‘intends’. But obviously enough, the
intentionality of an instrument is derivative of that of a mind capable of executing
such a designated purpose—or ‘intention.’ As a matter of fact, a long philosophical
tradition, customarily traced back to Brentano’s (1874) work, holds that intentional-
ity is the hallmark of the ‘mental’, and that only minds are intrinsically intentional.
Organic structures thus are not (cannot be) instruments, for assuming the stance
that they are is tantamount to derivatively deem them intentional things, the pri-
mary source of which could not possibly be but Mother Nature. An instrumental
conception of organisms and their organ constitution thus entails the underlying
(anthropocentric) stance of ascribing a mind to nature (Fodor & Piattelli-Palmarini
2010, Richards 2002, 2005). Clearly, and despite the pervading instrumentalism that
for centuries has been present in naturalistic thought, organs are not instruments;
they are just systems, connected to and embedded within overarching systems,
with characteristic activity regimes that pave the way to emergent, somehow un-
predictable practical effects, given the intricacies of the internal constitution of the
organism itself and of its trade-offs with the environment (Cummins 1975, Love
2007, Wouters 2003). Starting evolutionary thinking at this latter, practical inter-
face of sorts implies locating evolutionary explanation too much ahead of where it
should start.

So, while it is important to understand how the human species has taken ad-
vantage of its organic constitution along its natural history, the issue is nevertheless
irrelevant when what is in dispute is how purportedly new aspects of the human
natural constitution have possibly come into existence. In the case that concerns us
here, all this boils down to the conclusion that deciding whether language is ‘for’
communicating, or ‘for’ thinking, or ‘for’ communicating or thinking about this
or that, is a negligible question when debates revolve around its evolutionary ori-
gins, including its innovative or conservative character. To such an aim, the focus
must rather be put on comparisons between the organic structure(s) for which the
word ‘language’ is used as a shortcut, and other nonhuman organic structures that
can reasonably be suspected of being related with it (or them) in terms of anatomy,
molecular underpinnings, or physiological activity. This methodological principle
was crystal clear to Eric Lenneberg in 1967, as the quote in section 1 demonstrates.
Let us refer to it as ‘Lenneberg’s Phylogenetic First Principle’—henceforth, LPFP.

It should strike observers and practitioners of the biolinguistic program cur-
rently being developed under the habitually explicit advocation of Lenneberg’s
book, that some of the most influential approaches to the evolutionary origins of
language have been conducted in the last years completely sidestepping LPFP. The
case of Chomsky’s delimitation and compartmentalization of language for evolu-
tionary concerns in recent works provides a dramatic illustration of this claim—see,
for example, Chomsky 2013 and 2016. To start with, Chomsky symptomatically ac-
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cepts the ‘communication vs. thought-related’ character of language at face value
in this regard, and he concludes with the following Solomonic stance: Language is
to be compartmentalized into a communication-related component and a thought-
related component. On this conclusion he subsequently bases his evolutionary
claim that the former, communication-related side of language—an Externalization
device—belongs to a very old ancestry, so clearly is not a new language-specific
component; only the latter, thought-related side—a Language of Thought— is gen-
uinely new and purportedly the most distinctive seal of human nature. Chomsky’s
evolutionary tenets are however flawed, precisely because they run, and strongly
indeed, against LPFP. Let’s examine this with some detail.

Note, first, that Chomsky is delineating the evolved linguistic phenotype—
both in the ‘broad’ and ‘narrow’ senses of Hauser et al. (2002)—exclusively attend-
ing to functional considerations: Language is—broadly speaking—a tool for com-
municating thoughts, within which the component for generating thoughts and
the one for externalizing them can be safely taken apart; but above all—or nar-
rowly speaking—language is an ‘instrument’ for thought—the word ‘instrument’
is taken from his own fragments (e.g., Chomsky 2016: 16). However, Chomsky’s
move is useless as a way of identifying language as an evolved phenotype: Firstly,
because pinpointing such allegedly natural functions of language, no organic struc-
ture whatsoever shows up that one can subsequently evolutionarily explain; and
secondly, because the notions of ‘communication’ or ‘thought’ are being used in
statements like these in merely a folk, intuitive way that hardly can serve the task
of individuating a bona fide organic entity. Curiously enough, Chomsky is perfectly
aware of the oddities of functional adscription exercises, starting with the oddity
of thinking that language has a purpose (Chomsky 2016: 15, Berwick & Chomsky
2016: 63), which makes his confidence in loose functional criteria for delineating
the language phenotype and making conjectures about ancestry and innovative-
ness even more perplexing. If this critique is on track—and we strongly believe that
it is—such influential works like Berwick and Chomsky 2011, Berwick & Chomsky
2016, Bolhuis et al. 2014, or Hauser et al. 2014, even Hauser et al. 2002, to be fair, are
clearly vitiated from the start, for they all rely on Chomsky’s functionally inspired
conjectures about the language phenotype.1

So, what is so vexing about functional ascription—as the likes of Berwick and
Chomsky aptly acknowledge? In a nutshell, it is that organs such as, for example,
bones, “do not have a single, unambiguous function”, and that “what is true for
bones is also true for human language” (Berwick & Chomsky 2016: 63). An organ’s
purpose may change from one to another situation, without even composing some-

1 Chomsky’s position regarding this whole issue is, to say the least, obscure. On the one hand,
his functional characterization of Externalization appears to be easily reducible to biologi-
cal standards, as a system adapted to the communicative needs of Thought, the evolution
of which required selecting suitably available genes, like FOXP2, according to the ‘printer’
story put forward in Berwick & Chomsky (2011)—see below. But Thought—i.e. Language
proper, on the other hand, while also functionally defined, does not appear to respond to a
history of adaptive evolution along similar lines—Chomsky’s preferred alternative, at least
from his 1968 on, having been that it derives from a spontaneous auto-organizational pro-
cess of sorts. But if so, according to most authorities (e.g., Millikan 1984), it is not clear how
Thought/Language could possibly have acquired its functional credentials. This eventually
leads us to our conviction that Chomsky’s ‘Thought’ is not a biologically sanctionable cate-
gory, but a metaphysical one.
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thing like that particular organ’s functional repertoire. And more crucial to this
point, an organ’s purpose(s) may change from one to another species, a common
observation that does not compromise that particular organ’s interspecies identity.
As a matter of fact, the ‘homology’ concept historically grew out of these kinds of
observations—for example, that the forelimb may serve as a wing or as flipper,2
among many other things, in different species, which justified an underlying iden-
tity concept capable of sidestepping functional considerations. When projecting
this simple piece of homology thinking onto language, one easily discovers that
Chomsky’s uniqueness statement is, to say the least, premature, for the emergence
of a new—even qualitatively—way of thinking, does not automatically entails the
emergence of a new associated organic structure. For the sake of accuracy, note also
that from the fact that vocal or gestural signing is widespread in the organic world,
one cannot automatically derive the conclusion that language does not incorporate
brand new means for doing it.

Chomsky’s disregard of LPFP is not a trivial issue, for in the end it leaves the
biolinguistic approach orphan of a phenotype to be evolutionarily explained. Ob-
viously enough, the task of explaining whether it is an innovative or conservative
aspect of the constitution of humans becomes vacuous in the absence of such an ob-
ject. However, Chomsky is not alone in this particular side of the question. In the
last years, many efforts have been directed to judge the unique or shared character
of language, namely by disentangling which aspects of language can reasonably
be linked with other aspects of animal cognition—see Fitch 2005, for a synthesis.
Leaving aside that such comparative efforts are usually aimed at establishing con-
nections at an observable/behavioral level—thus dealing with ‘design features’ or
‘use’ considerations, very much against LPFP, they add to this shortcoming the ex-
tra one of not being assisted by any technically established concept of ‘evolutionary
novelty’. We hasten to clarify that there is not a unique, consensual ‘evolution-
ary novelty’ concept in biology—see A. Wagner (2011) and G.P. Wagner (2014), for
two recent non-coincidental approaches to the issue. But what is substantial to our
point is that there exist some respectable definitions of such concepts. However,
none of them is consistently applied in the biolinguistic approaches to the ‘unique
vs. shared’ issue. As an illustration, let us concentrate on the Hauser, Chomsky
and Fitch vs. Pinker and Jackendoff debate, which is to a great extent responsible
for the incorporation of the issue into the biolinguistic agenda (Hauser et al. 2002,
Fitch et al. 2005, Pinker & Jackendoff 2005, Jackendoff & Pinker 2005).

To begin with, it is worth mentioning that the contributions that articulated
the debate were mostly focused on the topic of the level of abstraction that linguis-
tic theory must adopt so that relevant comparisons with non-linguistic behaviors

2 We keep off this discussion an important insight due to John Searle, who observes that func-
tions are basically in the eye of the beholder, since deciding what a given organic structure is
exactly for is clearly biased by the observer’s familiarity with instruments, cultural practices,
and so on (Searle 1992: 237–240). Richard Owen almost expressed the same intuition in his
1849, when he observed that it adds nothing to the characterization of the mole’s forelimb to
say that it is for ‘digging’ or for ‘swimming’ in the soil. For similar considerations, see also
Canguilhem (1952) and, more recently, Fodor and Piattelli-Palmarini (2010), where the issue
is treated under the general rubric of the ‘problem of intentionality’. Incidentally, Lenneberg
also suggested something along similar lines: “The human observer at times is forced to make
predictions about what would be useful to a certain way of life, but predictions may be purely
the result of his anthropocentric outlook” (Lenneberg 1967: 25).



What Lenneberg Got Right 145

can aptly be made in order to shed some light upon the issue. In fact, the main
source of dissent between the contenders was that each party defended the ap-
plication of a very different resolution of the linguist’s lenses in conducting the
enterprise. As a consequence, Pinker and Jackendoff found every reason to set
apart language from any other form of nonhuman cognition/behavior, for they
defended to respect the results of linguistic theory at a very fine-grained level of
detail as the relevant base of comparison. In contrast, Hauser, Chomsky and Fitch
concluded that language is for the most part homogenous with non-animal cog-
nition/behavior, as one can easily appreciate by relaxing the strictures of linguis-
tic analyses and conducting comparisons on the basis of the minimal architectural
components and design specifications of the human faculty of language. We don’t
need to enter here into the details of the discussion that ensued. Suffice to say here
that the underlying strategy that both parties shared is dubious to begin with, for
it relies in a linguistic/anthropocentric stance that necessarily biases and vitiates
conclusions from the outset: Namely, the acritical adoption of human language—
one of the terms of comparison—as the basis for comparison at the same time.
Curiously enough, Owen (1849) was perfectly aware of this potential contamina-
tion of the comparative method when he suggested that the homologies that one
may reasonably conclude between organs of different species—instances of ‘spe-
cial’ homology—might be meticulously differentiated from homologies as set by
reference to an abstract, third term of comparison—instances of ‘general’ homol-
ogy. For many, this inescapably (and fatally) leads to the original sin of Platonism.
But this is not relevant here, for the right take home lesson is a different one, and
Lenneberg was well aware of it: Namely, that we need neutral grounds for framing
the comparative endeavor, and that such grounds must be based on independently
well-established biological criteria—to repeat his own words:

[This endeavor must be based on] the relation of types of anatomical
structure (including molecular structure) and physiological function (in-
cluding motor coordination and sensory acuity). (Lenneberg 1967: 234)

Claims of homology or novelty are of necessity to be framed in agreement
with LPFP. But this is not enough, for well-defined and sufficiently consensual ‘ho-
mology’ and ‘novelty’ concepts are also required to conduct the task on a meaning-
ful basis. Which is another fatal flaw of the debate, as Table 1 below illustrates. As
can easily be grasped, different and non-coincidental senses were used, not just by
each of the contender parties—which obviously enough prevented the discussion
from attaining any possible point of understanding, but also by each party along a
single contribution—which prevented the debate from being fully intelligible.3

Against this background, we believe that radical changes are urgently needed
in the biolinguistic enterprise in order to attain the desired convergence with evo-
lutionary biology at large.

3 It is also a symptom of the looseness with which the discussion was conducted in the course
of the debate, given the fact that no single entry in the reference list of the papers referred to
any biological treatment of the subject. By 2005, however, such landmark papers like Mayr
(1960), Müller & G.P. Wagner (1991, 2003) and a whole volume like Nitecki (1990), might have
served this purpose
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Hauser, Chomsky & Fitch Pinker & Jackendoff

Shared Unique Shared Unique

Homolog;
Analog;
Huge overlap in the
mechanisms;
Largely in place before;
Minor modifications;
Given;
Unchanged;
Quantitatively different;
Overlaps with others;
Streamlined;
Based upon a foundation
shared;
Built upon ancient
foundations;
Hypertrophied;
Otherwise specialized

Specifically adapted;
Uniquely adapted;
Lack of analog;
Innovative;
Special;
Specifically evolved;
Qualitatively new;
Difference of kind

Modified;
Similarities found;
Homologous;
Analogous;
Augmented;
Altered;
Retained;
Extended;
Minor extension;
Discerned in others;
Partly overlapping;
With other general
purposes;
All properties in common;
Reminiscent of another trait

With nothing remotely
similar;
(In part) newly evolved;
Differences found;
Special;
Sui generis, specific;
Absent in others;
(Only) some properties in
common;
Different in significant aspects

Table 1: The multifarious folk semantics of the ‘unique vs. shared’ distinction in the Hauser, Chom-
sky & Fitch vs. Pinker & Jackendoff’s debate.

3. A new Heel for Achilles—With Lenneberg on our Side

LPFP precludes claims of homology from being based on either design features or
functional considerations. In the previous section, we have sought to very generally
justify why functional considerations having to do with ‘usefulness’ or ‘efficiency’
are pointless in this regard, but less space was devoted to design or formal criteria.
Curiously enough, Lenneberg’s claim on the issue almost mimics Owen’s histori-
cal statement about what the homology concept boils down to, for he states that
claims about homology were to be settled abstracting away from both formal and
functional details:

Homology.—The same organ in different animals under every variety
of form and function. (Owen 1843: 379)

This definition is particularly suggestive, especially when considering that
in Owen’s times the most reputed method for claiming homologies was a formal
one, namely the conservation of parts and patterns of correlation among them in
different animals. Owen himself had to routinely recur to this method in his daily
practice as a comparative anatomist, but he had the strong intuition that homolo-
gies should ultimately be based on the generative or developmental resources pu-
tatively shared by the corresponding organs (Balari & Lorenzo 2012, 2015a). It is
probably not too much of a stretch to say that Owen found formal considerations
rife with the same kinds of difficulties that one finds when managing with func-
tional ones: Namely, that forms are continuous, so determining when formal vari-
eties are tokens of the same or different formal types, again, is only in the eye of
the beholder. Pinpointing generative/developmental criteria as a neutral ground
for deciding anatomical sameness was certainly within the purview of 19th century
anatomists, even if the adequate operationalization means were still lacking.

The previous comments amount to the conclusion that anatomical homolo-
gies ultimately are to be resolved on developmental grounds, which nowadays
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mostly—but not exclusively—means on molecular grounds (G.P. Wagner 1989).
Subsection 3.1. below is devoted to introducing the prospects of such a project
in the case of language and points to some tentative conclusions regarding the
‘unique vs. shared’ issue that, we think, can plausibly be drawn at this point
in time. After this, subsection 3.2 reflects on how one should conceptualize the
functional/physiological level of analysis, also pinpointed by Lenneberg, in order
to operationalize it for the same goal.

3.1. Anatomical/Molecular Structure

Individuating organic systems is not an easy task. Yet, it is a crucial one for decid-
ing the case of the putative novelty of a particular such system. Actually, having a
robust rationale for the individuation of organs is part and parcel of the attribution
of a unique or shared identity of a particular organ at a given evolutionary time.
This is, for example, the route recently taken by Günter P. Wagner, whose homo-
logical theory primarily relies on the distinction between the ‘character identity’
and the ‘character state’ concepts (G.P. Wagner 2014: 51–54): A character identity
refers to an underlying ‘sameness’ to different organ tokens, while character states
refer to the more or less varying ways in which these organ tokens actually surface.
As stated in the previous formulation, a given character identity is not something
that one may expect to be open to direct inspection: It is an ‘underlying’ property,
not a ‘superficial’ one, contrary to formal or functional traits—thus in agreement
with the classical, Owenian homology concept discussed above. According to G.P.
Wagner (2014: Ch. 3), what makes different organ tokens of the same organ type is
their sharing an underlying Character Identity Network (ChIN), which he defines
as a reiterative pattern of interactions between genetic sequences—and products
thereof—that interfaces with, on the one side, positional information provided by
inductive signals, and, on the other side, ‘realizer’ genetic machinery, the activity of
which brings about alternative character states in different developmental scenar-
ios. The ChIN concept thus provides an explanation for the developmental indi-
viduality of a body part, that is its ability to express different sets of realizer genes
than other body parts. Diverse illustrations are provided by G.P. Wagner (2014),
which underpin traditional homological attributions—for example, fin/limb iden-
tity (Owen 1849, G.P. Wagner 2014: Ch. 10), but put into question some others—like
the one that putatively holds of different vision organs (Gehring & Kazuko 1999,
G.P. Wagner 2014: 111). In any event, it is the big picture, not particular applica-
tions, which is relevant for our present concerns.

It is good news that G.P. Wagner’s model locates us on a developmental ter-
rain, for knowledge about the developmental and, ultimately, genetic basis of lan-
guage, while still limited, has dramatically increased in the last years, thanks to the
window provided by congenital language impairments—which already were one
of Lenneberg’s focuses of attention (Lenneberg 1967: Ch. 6). We know now of the
central role of the FOXP2 hub gene in the sustained regulation of genetic activity
that leads to the configuration of a complex neural circuitry that comprises parts of
the basal ganglia, the cerebellum, the frontal cortex, and re-entering tracts of fibers
connecting them (Lai et al. 2001, Enard et al. 2002, Lai et al. 2003, Liégeois et al.
2003, Enard et al. 2009, Reimers-Kipping et al. 2011; see Newbury et al. 2010, Enard
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2011, Preuss 2012, and Graham & Fisher 2013, for some state-of-the-art reviews).
Besides, we also know how FOXP2 promotes neural differentiation at these partic-
ular sites by interacting with the retinoic acid signaling pathway, which regulates
neuronal migration (reducing it) and neurite outgrowth (increasing it), two key
processes for neural circuit formation (Vernes et al. 2011, Devanna et al. 2014, van
Rhijn & Vernes 2015). Progress has also been made in the identification of genes tar-
geted by FOXP2 during the corresponding developmental loop, which reasonably
enough contribute either to keep it active or to realize the form/function specifici-
ties of the resulting human characteristic circuitry (Johnson et al. 2009, Konopka et
al. 2009, Vernes & Fisher 2009, Newbury & Monaco 2010, Roll et al. 2010, Vernes et
al. 2011, Konopka et al. 2012, Ayub et al. 2013, Chiu et al. 2014, Rodenas-Cuadrado
et al. 2014, Webb 2015). Finally, important insights have been gained with regard to
enhancers and protein regulators—for example, SUMO proteins—of FOXP2’s own
activity (Bonkowsky et al. 2008, Becker et al. 2015, Estruch et al. 2006, Becker 2016,
Torres-Ruiz et al. 2016, Usui et al. 2016).

Needless to say, what we at present have at our disposal is certainly only a
small fragment of a very intricate net of molecular products and interactions, to
be hopefully more extensively unveiled in the years to come—for a visualization
of its present state, see Konopka et al. (2012: 619; fig.6). In any event, what we
already have starts to look very much like a Wagnerian ChIN, as figure 1 tries to
illustrate. The skeleton of the figure is taken from G.P. Wagner (2014: 97; figure 3.8),
we simply super-add a few representative data from the sources referred to in the
previous paragraph.

Let us stress that the hypothesis above amounts to the tenet that FOXP2 is
part of a regulatory network that developmentally individuates parts of the brain,
which, in humans, correlates with/embodies the language capacity. Assumedly,
such a hypothetical network still waits for stronger experimental support than hith-
erto available; yet we contend that known putative fragments may already serve
the task of guiding a homological enterprise. Regarding this enterprise, it is also
crucial to keep in mind that such a task is not merely one of detecting gene names
here and there, but of witnessing relevant interactive patterns between reasonable
orthologs and related materials.

Figure 1: A first take on the language ChIN. The hub FOXP2 gene is represented in the image as
interfacing key positional clues and a complex machinery of self-sustaining or realizer molecular
stuff.
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The previous comment also points to the reason why we believe that the
ChIN concept provides a more powerful tool for conducting such a homological
program than the closely related, yet different ‘deep homology’ one, which refers
to extremely conservative genetic sequences that demonstrably have a key role in
the making of organisms (Shubin et al. 1997, 2009; see Fitch 2011 and Scharff &
Petri 2011, for its application to the case of language). Clearly enough, deep ho-
mologies reveal non-trivial evolutionary relations; yet, they clearly do not manage
by themselves to support claims of ‘sameness’, like the ones that the ChIN con-
cept is aimed at capturing. Deep homology concerns the natural proclivity to rede-
ploy resources, but this is so even in cases where, considering the whole context,
resources have been recruited for the making of (more or less radically) different
organs. Besides, ChINs only make sense when what is at stake is the individuation
of organs, while deep homologies liberally apply at lower levels of analysis—for
example, protrusions and other intermediate structures, particular aspects of an
organ’s composition, etc. (G. P. Wagner 2014: 36).

Partial as the available information surely is about the putative ChIN repre-
sented in figure 1, we however insist on the claim that it is rich enough to start
carrying out a bona fide homological project as regards human language (Balari &
Lorenzo 2015b). Such a claim is partially based on our conviction that, for the first
time, an amenable theoretical model exists to confidently guiding the task, but also
on the fact that abundant comparative data already exist, from which some prelim-
inary conclusion can already be achieved (Webb & Zhang 2005, White et al. 2006,
Fisher & Scharff 2009, Konopka & Geschwind 2010, Scharff & Petri 2011, Fontenot
& Konopka 2014). To cite but a few, orthologs of FOXP2 have been exhaustively
studied in organisms such as as the fly—(d)FoxP (DasGupta et al. 2014, Lawton
et al. 2014, Mendoza et al. 2014), the bee—AmFoxP (Kiya et al 2008), zebrafish
and medaka—foxP2 (Bonkowsky & Chien 2005, Shah et al. 2006, Itakura 2008), the
bat—FoxP2 (Li et al. 2007, Chen et al. 2013, Vernes 2017), and the mouse—Foxp2
(Ferland et al. 2003, Lai et al. 2003, Shu et al. 2005, Enard et al. 2009, Enard 2014,
Fujita & Momoi 2014, Schreiweis et al. 2014, Medvedeva 2015, Castellucci et al.

organism genetic proxy loci of expression

Drosophila melanogaster (d)FoxP
Protocerebral bridge (PB) (⇡ Striatum) / Central
complex (CX) (⇡ Basal ganglia) /
Optic,glomeruli

Apis mellifera AmFoxP Optic lobes / Central Complex / Dorsal lobes /
Protocerebral lobes (connected by PB)

zebrafish foxP2
Telencephalon / Diencephalon / Cerebellum /
Hindbrain / Tectum / Retinal ganglion cells /
Spinal cord

echolocating bats FoxP2 Suprageniculate nucleus (SG) /Anterior cingulated
cortex (ACC) (⇡ BA 32, 33, 24)

mouse Foxp2 Cerebral cortex / Thalamus / Cerebellum / Spinal
cord

Table 2: Some preliminary bases for a putative cross-species ChIN comprising language.



150 S. Balari & G. Lorenzo

2016, Chabout et al. 2016). Plotting observations made in these papers, results
in an anatomical continuum that comprises neighboring or equivalent structures
to the ones routinely pinpointed as correlates of FOXP2 expression in the case of
humans, as reflected in table 2.

In any event, the most dramatic results of this comparative enterprise have
been provided to date for the case of songbirds. More concretely, the role of the
FOPX2 transcription factor in the development and activity of the brain of these
avian species has been firmly established (Haesler et al. 2004, Teramitsu et al.
2004), and a structure considered to be equivalent to (parts of) the basal ganglia
(Area X) has been pinpointed as the one with which FOXP2 more strongly corre-
lates (Haesler et al. 2007, Phillmore et al. 2014). Moreover, the role of retinoic acid
as a key inductive signal in the development of this and some closely related struc-
tures (e.g., HVC, RA, IMAN) was known even before (Denisenko-Nehrbass et al.
2000, Denisenko-Nerhbass & Melo 2001, Roeske 2010, Roeske et al. 2014). Finally,
an impressive amount of information regarding active (putatively realizer) genes
of the referred structures has been recently provided, which strongly supports the
homological relation with the human brain’s candidate correlates (Pfenning et al.
2014): Namely, 78 genes are identified as active both in the songbird Area X and the
human putamen, 40 in the birdsong RA and the surroundings of the human central
sulcus, and an unspecified number (but in the order of the tens) in the birdsong
RA and the human laryngeal motor cortex (LMC). Figure 2 offers a visualization of
these results.

The resistance to admit all this background as informative of cases of bona
fide homology strikes us as surprising. In this regard, Berwick’s and Chomsky’s
position is paradigmatic: On the one hand, they agree that such data point to a
case of deeply shared evolutionary history; on the other hand, they believe that it
only touches the (peripheral) Externalization component of human language. Lan-
guage ‘proper’— that is the generative engine in charge of composing unbound-
edly internal expressions (aka bare thoughts)— has nothing to do with the kinds
of molecular and anatomical findings that we have been reviewing (Berwick &
Chomsky 2011, Berwick & Chomsky 2016, Chomsky 2016). Their stance is how-

Figure 2: Some homological relations between the birdsong and the human brain, well established
on developmental grounds. Illustration reproduced from Balari & Lorenzo (2015b: 12; fig. 4).
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ever deceiving, for some animal models make us suspect that the cognitive import
of the putative ChIN that we endorse is, as a matter of fact, orthogonal to the ex-
ternalization/thought distinction. For example, Schreiweis et al. (2014) conclude
that, in mice, it correlates with the declarative vs. procedural styles of learning and
processing, and Chandrasekaran et al. (2015) corroborate that this appears to be
also the case in humans.

But let us put aside these kinds of functional considerations for the time be-
ing. Berwick’s and Chomsky’s position is still, in all likelihood, conceptually un-
sound: Their discriminating between an externalization-related component and an
internal thought-related component within the faculty of language, is merely made
by fiat—that is, independently of any biological criterion. Ultimately, it conspicu-
ously runs against Lenneberg’s LPFP. But note that even if the biolinguistic claim
were admissible that language is an instrument for thought— as Chomsky believes
it to be—it still is without any biological motivation that an instrument for thought
cannot be the same instrument that different animals use for, say, communication.
In any event, such are bold claims, made without caring about the level(s) of or-
ganic activity on which claims of homology— or of lack thereof— can legitimately
be made. We presently turn to this issue.

3.2. Physiological Function

Biological Foundations of Language can be safely described as the best compendium
of neurophysiological knowledge concerning language, for 1967. One must not
forget that, at the time of writing, the data coming from neuroscience Lenneberg
had at his disposal had not yet gone much beyond the pioneering work of Edgar
Adrian in the late 1920s.4 No wonder then that our vindication of Lenneberg in
this context will have little to do with empirical findings. As it was the case in the
previous subsection we will focus on questions of method and insight.

If we were to highlight what in our opinion are the most relevant aspects
of Lenneberg’s stance with respect to the role of neurophysiology for the case of
language, we think we would underline the following:

(i) Lenneberg’s conviction that gross differences in cognitive capacities would
translate to relatively small differences in structure, but would correlate in-
stead with differences in the way a number of fairly well-preserved (i.e. ho-
mologous) structures interact.

(ii) Lenneberg’s conception of biolinguistic explanation.

As for the first, we will have little to say, since this is today considered com-
mon knowledge in the field of neuroscience: “The main difference between brains
of simple and complex animals is merely the number of neuronal loops that link

4 A few examples will suffice. The Hodgkin and Huxley model of the action potential was first
presented in 1952, but it remained a model for at least 20 years; the first experiments by Hubel
and Wiesel on the visual cortex of the cat were first presented in 1962, but these just define
a research project that, again, spans for more that 20 years; finally, the Society for Neuro-
science was only founded in 1969 (https://www.sfn.org/About/Mission-and-Strategic-Plan;
accessed 16/07/2017). These and many other examples can be found in any contemporary
neuroscience book; see Churchland (1986), Churchland & Sejnowski (1992), Rieke et al. (1997),
Craver (2007). Also see Arbib (this issue) who makes the same point.

https://www.sfn.org/About/Mission-and-Strategic-Plan
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the outputs to the inputs” (Buzsáki 2006: 32; see also Schneider 2014). To be sure,
another point on which everyone appears to agree is that we want to understand
brain ‘computation’ and that this is impossible without knowing something about
the basic connectivity of the brain (Eliasmith & Anderson 2003: Ch. 1, Buzsáki 2006:
Ch. 2, Seung 2012 for an introduction to ‘connectomics’). Lenneberg did not express
it with these words, but it is obvious that this is what he meant when he wrote that
“[a]ll aspects of behavior may be considered to be based upon modulation of activ-
ity in neuronal nets” (Lenneberg 1967: 215). The crucial point however is the role
Lenneberg attached to neurobiological descriptions in accounts of human linguis-
tic capacities, since it is pretty clear that for him a complete characterization of the
underlying mechanisms constituted a full-fledged explanation of the phenomena
in question. This idea permeates the whole book, but perhaps the most illustrative
quotation is this:

It would be presumptuous to try to explain the nature of the innate
events that control the operations of language. We may, however, as-
sume that mechanisms are involved, such as (1) the modulation of fir-
ing characteristics of nerve cells; (2) the triggering of temporal patterns
in neuronal chains; (3) the modulation of oscillatory characteristics of
endogenous activities; and (4) the production of spreading of distur-
bances. These are some of the components of the automaton. How
these phenomena interact to elaborate language remains a mystery.

(Lenneberg 1967: 221)

In the purest Cartesian tradition (note his reference to the automaton), Lenne-
berg’s conception of explanation is mechanistic through and through. But why
should we bother to emphasize this point?—Some may ask: Is it not the case that
explanation in the biolinguistic tradition has always been mechanistic? Well, not re-
ally (or not quite), we would contend, which obviously deserves some elaboration
and to which we will devote the remainder of this section.

The issue is a delicate one. And it is because, although it is generally as-
sumed that cognitive science/psychology and (bio)linguistics have been sailing in
the same boat for the last sixty years, it is certainly not the case that both have
adopted the same explanatory standards.5 Take the case of cognitive science first.
In this field, the debate has mostly centered around Jerry Fodor’s notion of a ‘spe-
cial science’ and the specific explanatory requirements that, according to him, these
sciences impose (see Fodor 1965, 1968, 1974, 1975: 1–26, 1997). In essence, Fodor’s
model of explanation is a two-step account, where the first step (the phase one ex-
planations of Fodor 1965) is to be set in terms of functionally characterized notions
like ‘beliefs,’ ‘desires,’ and so on, complemented by research “directed towards de-
termining the nature of the mechanisms whose functional characteristics phase one
theories specify” (Fodor 1965: 176). We have dug into the roots of the issue, because
Fodor’s early writings already delineate a view in which functional and mechanis-

5 Our use of the labels ‘cognitive science,’ ‘psychology,’ and ‘biolinguistics’ is merely instrumen-
tal and certainly not intended to capture the complex geography of the field. The intended
idea, as it will become clear presently, is that Chomsky’s position needs to be set apart from
mainstream approaches to cognition, hence, to simplify further, in the text we will as of now
just confront ‘cognitive science’ with ‘biolinguistics’.
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tic explanations are presented as different, albeit complementary, things and, con-
sequently, autonomous from each other. The autonomy thesis erected by Fodor in
1965 and later propped up in Fodor (1974, 1997) is one of the dominant perspec-
tives in contemporary cognitive science generically known as ‘functionalism’.6 In
a nutshell, functionalism is the idea that cognitive systems are to be analyzed at a
functional level that is not reducible to the neurophysiological level, mostly because
macrolevel functional descriptions may be multiply realized at the microlevel, ren-
dering any attempt to reduce the former to the latter impossible or, at least, uninfor-
mative and, therefore, not really explanatory; see, in addition to the already cited
works, Putnam (1975) for a construction of the argument parallel to Fodor’s, and
Polger & Shapiro (2016) for a detailed exposition of the issues involved. The net ef-
fect of this perspective is the well-known attitude observed within cognitive science
that research can proceed without paying too much attention to what is going on in
the neurosciences. But the historical reasons of such a divorce run deeper and stem
from the more or less tacit acceptance by most cognitive scientists of the deduc-
tive nomological model of explanation articulated by Hempel & Oppenheim (1948)
coupled with the unity of science view of Oppenheim & Putnam (1958). According
to this model, genuine scientific explanation amounts to reduction of (the laws of)
some higher-level science to (the laws of) a lower-level science, where the most fun-
damental science is physics, such that, eventually, all science would be reduced to
physics. This is a somewhat caricaturized exposition of the model, which doesn’t
affect the fact that it has been taken very seriously by many philosophers and cog-
nitive scientists, in particularly those within the eliminativist camp (Churchland
1989, especially chapters 1 and 5, Bickle 1998, 2003). Thus, functionalism may be
understood as a movement within cognitive science which, feeling uncomfortable
with the prospects of elimination wielded by reductionist models of explanation,
opts for a middle-ground position accepting a weaker (non-eliminativist) version of
reduction that supposedly would keep it away from the dangers of (metaphysical)
dualism (see Kim 2005, for a paradigmatic exercise along these lines).

It is interesting to notice to what an extent has Chomsky remained alien to
these debates. Indeed, to great disappointment for many functionalists (e.g., Lycan
2003), he has mostly kept a (censoring) silence towards functionalist positions only
broken to effectively dismantling it (Chomsky 2003, also 1997: 29–31). And for good
reason: Chomsky’s thought may be subject to many different criticisms but it cer-
tainly cannot be charged with incoherence, and one of the most salient (and often
misunderstood) of Chomsky’s philosophical positions is the one summarized by
the following quotation: “Lacking a concept of ‘matter’ or ‘body’ or ‘the physical,’
we have no coherent way to formulate issues related to the ‘mind-body problem’”
(Chomsky 1995a: 4–5).7 As a consequence, Chomsky’s ‘naturalism’ concerning
the mind is at most homophonous with the ‘naturalism’ typically observed within

6 “Functionalism is a mess”, Polger (2004: 71) observes, but as far as the argument in the text is
concerned, little hinges on the nuanced variety of different functionalisms currently en vogue.
See Polger (2004) for a taxonomy.

7 The most explicit elaboration of this position by Chomsky goes back to the late 1980s through
the 1990s, roughly in parallel to the first steps of the Minimalist Program (Chomsky 1995b)—
presumably not a coincidence, but it certainly could be identified in most of his more philo-
sophical works prior to that; see Chomsky (2000) for a collection of texts where the idea is
articulated, and Poland (2003) for an illuminating analysis.
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Anglo-American philosophy of mind (Dennett 2017, for the most recent example),
as it is not an exercise of ‘naturalization’ but simply the assumption that minds are
natural objects and therefore constrained by the very same principles applying to
other entities of the world, whatever they are.8 Only in this context can Chomsky’s
iterated affirmation that eliminativism as a doctrine is not really intelligible be un-
derstood (e.g., Chomsky 2000: 25, among many other sources). It is not intelligible
because, if we interpret Chomsky’s naturalism correctly (and we think we do), the
kind of reductive eliminativism9 so feared by the likes of Fodor and Putnam only
makes sense when relying on the Oppenheim-Putnam Unity of Science framework
for explanation, which is not Chomsky’s. His framework is Cartesian (i.e., mecha-
nistic) from root to branch, with the only proviso referred to above concerning the
status of the ‘physical’—just like Lenneberg’s, by the way.

The biolinguistic tradition thus appears to converge with a new wave of
mechanistic philosophy of science, whose foundational text is Machamer et al.
(2000) and which has given rise to a number of relevant monographs (Craver 2007,
Bechtel 2008, Craver & Darden 2013, Piccinini 2015).10 The idea behind mechanistic
explanation is a priori fairly simple, but actuality suggests that it is not as easy to
apply consistently as it seems. Take, for example, a standard definition of mecha-
nism like the following:

Mechanisms are how things work, and in learning how things work we
learn ways to do work with them. Biologists try to discover mecha-
nisms because mechanisms are important for prediction, explanation,
and control.
Biologists seek mechanisms that produce, underlie, or maintain a phe-
nomenon.11

(Craver & Darden 2013: 15)

As the definition suggests, the basic methodology of mechanistic explana-
tion consists in identifying a phenomenon we want to explain—say, Long-Term

8 See, in particular, Chomsky (2000: Ch. 4). In a slightly different context we adopted the same
strategy in our attack to functionalism in Balari & Lorenzo (2015a). As a matter of historical
detail, however, we are not entirely sure that the Newtonian revolution had the effect of turn-
ing “Newton’s anti-materialism” into “scientific common sense” (Chomsky 1995a: 5), simply
because ‘immaterial’ at the time had a variety of meanings, ranging from ‘not directly percep-
tible’ to ‘poorly understood’, all of them falling within what was considered to be ‘natural’
(vs. the ‘supernatural’); see Balari & Lorenzo (2013b) where some illustrative examples taken
from the work of Richard Owen and Michael Faraday, for example, are presented.

9 The epithet ‘reductive’ is pertinent here, because not all varieties of eliminativism are reduc-
tive. Thus, for example, Churchland’s (1989) or Stich’s (1983) eliminativism towards folk-
psychological categories is not motivated by the idea that these will eventually be reduced
to neurophysiological categories but by the conviction that folk psychology is nothing but a
“culturally entrenched theory” (Churchland 1989: 17) that will vanish as science progresses;
similarly (and for similar reasons), we have exhibited our eliminative tendencies towards tele-
ological functions in Balari & Lorenzo (2010).

10 Perhaps not surprisingly, no tradition acknowledges the other but both locate their historical
roots in references to Cartesianism (cf. Chomsky 1966, Bechtel 2008: Ch. 1, Craver & Darden
2013: Ch. 1).

11 “We want to discover how actual systems work” (Chomsky 1997: 31). “While teleology seeks
to answer a why-is-it-there question by answering a prior what-is-it-for question, functional
analysis does not address a why-is-it-there question at all, but a how-does-it-work question”
(Cummins 2002: 158).
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Potentiation (LTP), to take a classical example—and describing the mechanism that
produces, underlies or maintains it—in the case of LTP, the release of glutamate
from a pre-synaptic neuron that results in changes in a post-synaptic neuron; see
Craver (2007: 65–72), for details. Essentially, then, the strategy involves identify-
ing a series of “entities and activities organized such that they are productive of
regular changes from start or set-up to finish or termination conditions” (Craver &
Darden 2013: 15). It would therefore seem that there’s nothing new under the sun
(and, in some sense, there isn’t) because this looks very much like the kind of ‘func-
tional analysis’ that, for example, Fodor (1965) and Cummins (1975, 1983) claim is
an integral part of a complete psychological explanation. The (crucial) difference
has to do with how the relevant levels of analysis are conceptualized in one and
the other approach. Remember that Fodor justified a two-level approach in order
to argue for the autonomy of functional analysis from mechanistic explanation and
that we traced this back to Fodor’s more or less tacit acceptance of a conception of
levels based on the unity of science view. What Fodor failed to see12 is that reject-
ing autonomy is not an argument for reductionism, it has never been, because the
conception of ‘level’ that is predominant in the mechanistic tradition has nothing to
do with the Oppenheim-Putnam model and, de facto, renders the classical idea of
reduction nonsensical (as Chomsky would probably put it). Levels of mechanisms
are not levels of science, because they involve a kind of part-whole relation in the
sense that they are levels of behaving components that, in turn, may be identified as
mechanisms, and therefore the part-whole relation makes only sense in the context
of the mechanistic decomposition, often failing to correspond to the spatial bound-
aries one identifies in a purely mereological analysis; see Craver (2007: Ch. 5) and
Craver (2015) for discussion and examples.

And thus we come to one of the cruces of the matter, since it is our con-
tention that most self-declared biolinguistic approaches—but according to our exe-
gesis, closer to the cognitivist orthodoxy; see fn. 4—have systematically misapplied
the notion of ‘level’ in their attempts at solving the unification problem, in Chom-
sky’s (2000: 103) sense.13 Take the case of David Poeppel’s proposals as to how to
carry out the program originally delineated by himself and David Embick (Poep-
pel & Embick 2005, Poeppel 2012). In his paper, Poeppel argues, convincingly, that
most current research in cognitive neuroscience is wrongheaded because it insists
on drawing maps of the brain, associating functions to specific areas, when “local-
ization and spatial mapping are not explanation” (Poeppel 2012: 35). As an alter-

12 The case of Cummins is a bit more elaborate and a close examination would take us too far
afield; see Piccinini & Craver (2011) for discussion.

13 Chomsky has not been very specific about what he means by ‘unification’, but in Chomsky
(1993: 46) he associates the concept with the question “How can organized matter have [the
properties of mind identified by the Cartesians]?”, so we believe it is safe to identify ‘unifica-
tion’ with what Craver (2007: Ch. 7) terms ‘interlevel integration’ (roughly, identifying an item
as a component of a higher-level mechanism and, in turn, identifying the lower-level mecha-
nisms that constitute that component qua mechanism). Also, although Chomsky sometimes
uses the word ‘reduction’ when considering one of the possible consequences of unification,
he cannot possibly mean ‘reduction’ in the classical sense and we take it that his use is roughly
synonymous to what Craver calls ‘intralevel integration’ (roughly, integration of different dis-
ciplines into an encompassing discipline); in fact, one of the examples Chomsky usually refers
to (the incorporation of biology within known biochemistry) is better interpreted in this sense
(Craver & Darden 2013).
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native, Poeppel makes a case for what he calls addressing the ‘mapping problem’,
which he defines as the

[. . . ] investigation of the (ultimately necessary) formal relations between
two sets of hypothesized inventories, the inventory constructed by the
language sciences and that constructed by the neurosciences.

(Poeppel 2012: 35; emphasis in original)

To the extent that the meaning of the phrase ‘formal relations’ remains suitably
vague, Poeppel’s approach may count as mechanistic (as opposed to reductionist),
but it is not obvious that he succeeds in really dismissing the classical view (if this
is really his goal).14 The main problem lies in Poeppel’s invocation of David Marr’s
levels—which has become standard in cognitive science—as the guiding model to
achieve explanatory theories. But appealing to Marr’s levels can only generate a
paradox, because Marr never believed in the explanatory power of neuroscience,15

while Poeppel is clearly assuming otherwise. To be sure, Marr’s model of explana-
tion could be better characterized as intentional, even teleological, given the pre-
ponderance of ‘why’ components as opposed to the ‘how’ components typical of
mechanistic explanations (Shagrir 2010), and therefore, without actually denying
that the kind of computational analysis that Marr proposes may play some explana-
tory role, it cannot be the central element of any true computational mechanistic ap-
proach (Piccinini 2007, Shagrir 2010, Piccinini & Craver 2011, Piccinini 2015). More
to the point, Marr’s ‘computational’ and ‘algorithmic’ levels are not levels in the
up-down interpretation that (almost) everybody gives to them (e.g., Poeppel 2012:
52), but rather slightly different perspectives from which a particular mechanism
can be looked at and, hence, not actually autonomous from the ‘implementation’
level nor from each other, as Marr suggested (see Piccinini & Craver 2011: 302–303
and Piccinini 2015: 97–98, for discussion and further justification). Again, this is
not to deny that a computational analysis may be relevant, but as we will suggest
presently it will only share some elements with that of David Marr, namely those
that clearly involve a breakup of the computational mechanism into parts, together
with an assignment of functions and organization to those parts that is capable of
showing that the capacities of the system are an effect of how the parts perform
their activities (Piccinini 2007, 2015).

The issue of Marr’s levels has percolated to other approaches trying to fulfill
Poeppel’s program. For example, Boeckx and Theofanopoulu (2014: 405 and figure
1) propose a stratified approach that supposedly bottoms out at the ‘genome’ and
tops off at the ‘phenome’ or phenotypic level, spanning a number of intermediate
levels like the ‘connectome’ (the set of neural connections), the ‘dynome’ (the link-
ing of brain connectivity with brain dynamics), and the ‘cognome’ (roughly Marr’s

14 For example, the kinds of relations typical reductionist approaches describe between theories
at different levels are inferential (i.e., formal; Craver 2005). Also, while Poeppel often appears
to be arguing against reductionism (e.g., Poeppel 2012: 36, 51, 52), his putative attacks are
lukewarm at best, as he mostly seems in fact to be refurbishing Fodor’s autonomy thesis by
vindicating the equal status as fundamental science of cognitive psychology with respect to
neuroscience.

15 “The key observation is that neurophysiology and psychophysics have as their business to
describe the behavior of cells or of subjects but not to explain such behavior” (Marr 1982: 15;
emphasis in original). By the way, Chomsky has also expressed his reservations to finding
points of contact between his approach and Marr’s (Chomsky 1997: 23).
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computational levels; Poeppel 2012: 35). Consider the case of the ‘connectome’ and
the ‘dynome’, for example. These are clearly not levels in any possible sense, since,
as Kopell et al.—the inventors of the term ‘dynome’—observe:

What is needed is not only what is connected, but how and in what di-
rections regions of the brain are connected: what signals they convey
and how those signals are acted upon as part of a neural computational
process. (Kopell et al. 2014: 1319; emphasis in original)

Thus, in a typical mechanistic fashion, we identify the connections (parts) and the
signals and operations over signals (activities) these parts perform, and it is this
organization together with its behavior in specific circumstances what makes this
the mechanism underlying a phenomenon, not their position in a predefined level.
In fact, talk of levels defined a priori is useless, because, as pointed out by Craver
(2007: 191), this has to be solved on a case-by-case basis—what is explanatory rele-
vant for each phenomenon “cannot be read off a menu of levels in advance.”

Failure to carry out a mechanistic analysis may result in misrepresenting
Lenneberg’s prediction that “it is not possible to assign any specific neuro-anatomic
structure to the capacity for language” (Lenneberg 1967: 72) in the sense that we
“need to think of language-related tasks as ‘whole-brain’ affairs” (Boeckx & The-
ofanopoulou 2014: 411). This, we surmise, is inaccurate and a mere side effect of
the fact that, more often than not, “the components picked out in a mechanistic
decomposition fail to correspond to paradigmatic entities with clear spatial bound-
aries” (Craver 2007: 190), because the unifying principle is organized behavior or,
in other words, “the peculiar way in which the various parts of the brain work to-
gether” (Lenneberg 1967: 72). Part of the problem stems, no doubt, from lack of
consensus—and, we should add, accuracy—in the characterization of what consti-
tutes the ‘linguistic cognome’, to use Poeppel’s (2012) expression and diagnostic,
which may be worked out also by applying Poeppel’s recipe of ‘radical decom-
position’ in the characterization of the phenomena liable to mechanistic analysis,
‘language’ being just an umbrella term ranging across several phenomena, each
subserved by a manifold of (possibly overlapping) underlying mechanisms.

Notwithstanding, Poeppel’s strategy, promising as it is, still faces in our opin-
ion a more recalcitrant problem: the problem of computation (Balari & Lorenzo
2016). Few would challenge today the contention that the foundational hypoth-
esis of cognitive science is that cognition is computation.16 Lenneberg, for one,
already foresaw that the core of an explanatory account of language would nec-
essarily incorporate a computational account of the biological operations involved
(physiological function)17—hence our digression above to reach this point. Unfor-

16 Some do, for example Tim van Gelder (van Gelder 1995, 1998), but, as shown by Kaplan
& Craver (2011), the kinds of models championed by dynamicists are holistic models that
describe the behavior of some complex system without actually paying attention to how it
does work and are, therefore, nonmechanistic.

17 This point is more explicitly expressed by Lenneberg in his 1969 paper than in the 1967 book,
thus:

it is [. . . ] reasonable to assume that individuals who speak Turkish, English, or
Basque (or who spoke Sanskrit some millennia ago) all have (or had) the same
kind of brain, that is, a computer with the same operating principles and the
same sensorium; (Lenneberg 1969: 640)
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tunately, paraphrasing John Haugeland (2002: 160), we don’t seem to know any-
more what computation really is. Which probably is but the tip of the iceberg of
our poor current understanding of cognition at a functional/physiological level.
Computation, to be sure, is a complex notion, susceptible to many different inter-
pretations and formalizations (Smith 2002, for at least seven of these) and therefore
we still need to find an answer to the question: “What type of computation is cog-
nition?” (Smolensky & Legendre 2006: 5; emphasis in original). But the question
itself may be deceiving, for we do not even know whether computation exhausts
cognition. So a first, more urgent question would perhaps be: “What type of cogni-
tion is computation?” Some higher-order notion should come to the rescue here, a
natural (cover) kind of sorts for all types of cognition—computational or otherwise.
Some insistently claim that the ‘dynamical system’ concept may do the job (see, for
example, Wheeler 2005). But if so: What type of dynamical system is a computa-
tional system? For many, the answer is straightforward: Dynamical computational
systems are those that specifically feed on units that matter for their informational
value, not just for their metabolic or energetic import. But this just introduces us
into the not less slippery vocabulary of vehicles, symbols, representations, and so
forth (Balari & Lorenzo 2016), the prospect of naturalizing which is for many be-
yond the limits of the human science-forming capacity.

Even putting aside most such complicating factors, the most plausible for-
malization of computation capable of accounting for higher cognitive processes,
digital computation, doesn’t appear to match what we know so far about what
is going on in the brain. In other words, neural computation (if it is computa-
tion at all) appears to be sui generis (Piccinini & Bahar 2013), and at present we
do not have a comprehensive notion of computation encompassing the traditional
view and the kind of computational activity that brains are presumed to perform—
computational neuroscientists simply assume that nervous systems compute, no
one has ever proven that this is so (Piccinini & Shagrir 2014). In any event, it might
be the case that a concept of computation not very different from the traditional
one will be suitable enough for the particular case of the computation of internal
linguistic expressions, considering that this is a task in which the subtle and precise
synchronization processes with the complex ongoing flux of environmental stim-
ulation, which for some marks an upper limit for classical computation (Wheeler
2005), do not dramatically arise. So far, however, all this is beyond anyone’s guess.

We raise these issues hopefully not for provoking a paralyzing effect, but
to caution against an excessively enthusiastic reading of certain recent proposals
concerning the computational character of brain oscillations (e.g., those of Murphy
2015, 2016) which do not seem to have taken into account the complications we just
alluded to. To repeat, this is not to deny the potential relevance of brain oscillations
in an eventual account of neural computation, but evidence so far is only correla-
tional, in the sense that oscillations do play some role in linguistic tasks (e.g., Lewis
et al. 2015, Lewis & Bastiaansen 2015, Ding et al. 2016), but we have so far been
unable to disentangle the computational role they purportedly play. Compared to
the bulk of data coming from the neuroscience camp, relatively little effort is be-
ing devoted to articulate detailed computational analyses capable of “[challenging]

and “[t]he human brain is a biochemical machine; it computes the relations expressed in sen-
tences and their components” (Lenneberg 1969: 642–643).



What Lenneberg Got Right 159

neurobiologists to define and characterize the neural circuitry that can underpin
[them]”, as Poeppel (2012: 52) would put it. The theory of computation is our main
tool to carry out this project as it makes it possible to construct hypotheses and to
identify constraints under the assumption that, if brains compute, then cognition
is tractable (Frixione 2001, van Rooij 2008, Balari & Lorenzo 2013a). An example of
this could be the proposal articulated both by Gallistel & King (2009) and by Balari
& Lorenzo (2013a), each based on different grounds, that a basic component in the
architecture of the computational system would be a memory workspace, given the
inherent complexity of certain tasks carried out both by humans and other animals.
A project not too detached form Lenneberg’s conjecture that

The cognitive function underlying language consists of an adaptation
of a ubiquitous process (among vertebrates) of categorization and ex-
traction of similarities. (Lenneberg 1967: 374)

4. Concluding Remarks

In Language and Thought, Chomsky conjectures that if the human cognitive system
was

embedded in different performance systems in some hypothetical (per-
haps biologically impossible) organism, [lexical items] could serve as
instructions for some other activity. (Chomsky 1993: 48)

In this paper we have tried to show that the research program delineated by Lenne-
berg, with his views on phylogenetics and mechanistic explanation, already con-
tains the seeds for showing that Chomsky’s hypothesized organism is not only not
biologically impossible but that it may have been, and may be, quite actual. Bad
times for human uniqueness? We believe so. In any event, not worse than 50 years
ago, when Eric Lenneberg had already broadcasted it.
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Justifications for a Discontinuity Theory
of Language Evolution

Callum Hackett

In Chapter 6 of Biological Foundations of Language, Lenneberg argues against
continuity theories of language evolution, which claim that language
evolved from simpler communication systems. Although Lenneberg was
pessimistic about even discontinuity theories explaining how language
evolved, discontinuity has become significant in the Minimalist program,
which posits that our species’ acquisition of Merge was the key disconti-
nuity that made language possible. On the basis of a unified description
of natural communication systems, I show that language is indeed based
upon a cognitive discontinuity, which is moreover specific to linguistic
ability. However, I argue that evenMinimalist theories must recognise this
discontinuity as the sensorimotor interface with syntax, rather than syntax
itself. This ultimately supports the view that syntactic structures are struc-
tures of thought, but taking this claim seriously means reimagining how
syntax relates to semantics andmorphology, as the traditional ‘lexical item’
is no longer a tenable primitive of generative theory.

Keywords: continuity; communication systems; minimalism; syntax-
semantics interface

1. Introduction

One thing that makes language so fascinating—and its origins so difficult to pin
down—is that it is unprecedented in evolutionary history. This need not necessarily
make it mysterious or problematic, as uniqueness is simply a corollary of diversity,
which is plentiful in the natural world. It is therefore tempting to agree with Fitch,
who says that

the fact that humans [alone] have this particular capacity is nomore sur-
prising […] than other unusual features like the elephant’s trunk, bat
echolocation, or “radar” in electric fish. (Fitch 2010: 5)

Yet, the idiosyncrasies of other animals tend nonetheless to serve common biolog-
ical needs, like ingestion, navigation, and object manipulation, while human lan-
guage serves functions that no other species has been capable of, like creative and

Iwould like to thankNoel Burton-Roberts, AndersHolmberg, andMaggie Tallerman formany
insightful conversations on the issues addressed here. I am also grateful to two anonymous
reviewers for comments regarding clarity and precision—I trust that all the remaining bad
ideas are cleanly articulated.
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unbounded expression. These functions having moreover made civilization possi-
ble, it is the emergence of language—and not the elephant’s trunk—that Maynard
Smith & Szathmáry (1997) give as much weight to in their history of life as the ori-
gins of genes, eukaryotes and sexuality.

Of course, to talk of the origins of language, wemust bear in mind that it is an
integration of many traits with evolutionary histories that are largely independent
of language and independent of each other. Some of these traits—such as our vocal
physiology, motor control, imitative abilities, social intelligence, and so on—may
have been selectively refined for the roles that they now play in language, while
others may have been recruited by language mostly unchanged. Some may have
homologues in closely (or even distantly) related species, while others may only
have precursors in hominins, if any at all. Here I argue that, however this human
tapestry was woven, a sensorimotor interface with syntactically structured thought
is a core linguistic ability that is unique to humans, so the cognitive basis of language
must have originated within our lineage during the past six million years (the time
of our last common ancestor with chimpanzees; see Patterson et al. 2006).

Theories like this one, which claim that there is no evolutionary precedent
for language cognition, are often taken by their critics as claiming that language
was something that came from nothing (e.g., Deacon 2003, Lieberman 2015): Some
uniquely human capacity, whatever that is, must have been bolted onto our biol-
ogy by sheer good fortune, rather than having developed from it by any ordinary
means like adaptive selection. If this is howwe are to interpret ‘discontinuity’, then
I agree that we should reject it—the only genuine possibility for something to have
come from nothing is to be left to cosmologists. In life, all new traits, no matter how
unique or how quickly acquired, arise through the variation and selection that acts
upon existing organic material. In a very real sense, then, evolutionary discontinu-
ity must be construed as just a special case of continuity, and this paper will in part
explain how that can be sensibly done.

In section 2, I reformulate Lenneberg’s discussion of continuity and disconti-
nuity theories of language evolution, with a consideration for how the debate has
progressed in the fifty years since Biological Foundations of Language. Owing to some
deficiencies in the terms of that debate, in section 2.1 I introduce some clarifying
definitions. With those in place, in section 2.2 I adapt the notion of intentionality to
describe the necessary properties of all natural communication systems, and I dis-
cuss why the defining property of language—its mapping of words to meanings—
must be accounted for separately. I then consider whether there is any evidence for
this property or its potential in nonhuman species, and I conclude that there is not,
so languagemust be an evolutionary discontinuity. In section 2.3, I consider the sig-
nificance of this, and I demonstrate that there is no reason to think of discontinuities
as ‘miracles’.

Given the need for a discontinuity theory, in section 3 I investigate the role
of discontinuity in the Minimalist program. I begin in section 3.1 with Chomsky’s
standard conception, which I defend as generally plausible, though I argue that it
is on the whole unconvincing in its integration with all that we know about human
and nonhuman cognition. In section 3.2 I propose an alternativeMinimalist discon-
tinuity theory, which does not stipulate thatMerge is biologically recent and unique
to humans. I claim instead that the only evolutionary innovation in language was
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sensorimotor access to already available syntactic structures, which do not them-
selves provide linguistic ability. For this to be true, the input to Merge must be
purely conceptual, not lexical, and I sketch some support for this by considering
how syntactic and semantic structures might be maximally transparent. I end by
highlighting some broader programmatic issues.

2. Justifications for a Discontinuity Theory

2.1. The Terms of the Debate

Lenneberg does not give especially principled definitions of the terms ‘continuity’
and ‘discontinuity’, essentially because he adopts them for rhetorical reasons.1 At
the beginning of his discussion in chapter 6, he lists examples of animal noise-
making that have been considered primitive forms of communication and then
summarises the rationale underlying continuity theories in this way:

Since Darwin has shown that man is not the product of special creation
but that he descended from more primitive animal forms, neither his
structure nor his behavior are special creations. His forms of communi-
cation must have descended from primitive animal forms of communi-
cation, and a study of the latter is likely to disclose that there is indeed
a straight line of evolution of this feature. (Lenneberg 1967: 227–228)

After exposing several issues with these assumptions (developed in section
2.2), Lenneberg introduces the alternative of discontinuity in these highly subjective
terms:

A discontinuity theory is not the same as a special creation theory. No
biological phenomenon is without antecedents. The question is, “How
obvious are the antecedents of the human propensity for language?” It
is my opinion that they are not in the least obvious.

(Lenneberg 1967: 234)

Lenneberg did not need any more precise definitions than this, as his inten-
tion was simply to provoke a reassessment of the similarities between human and
nonhuman forms of communication. However, this paper will range beyond that
reassessment and we will benefit from some more thoroughly worked out termi-
nology.

Minimally, ‘continuity’ and ‘discontinuity’ ought to specify something to do
with how traits in different species are related to each other. As Lenneberg noted,
‘continuity’ has been used opportunistically for every kind of cross-species similar-
ity, nomatterwhether there is any underlying connection, such as a shared genetics.
This lax equivalence of continuitywith similarity effectivelymeans that any trait we
identify as similar to any other is a continuity, while any trait we identify as unique
to one species is a discontinuity.
1 Hewas aware of this and consequently sought to clarify his usage of these terms in the preface

to the Japanese translation (see the editorial of this special issue for brief discussion).
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Yet, this precludes the use of ‘continuity’ and ‘discontinuity’ in theories of
trait evolution, as a trait’s uniqueness is irrelevant to its origins and development.
A trait might be shared by two species purely because it has evolved more than
once through convergence, each time with a distinct genetic basis. In such cases,
the sharing of the trait is a mere coincidence having nothing to do with its genesis
and inheritance in any particular lineage. Just imagine that we wanted a theory of
human bipedalism, for example. By examining closely related species, we can infer
that the trait must have originated and developed in hominins, as it is a distinc-
tively hominin characteristic among the larger family of hominids (Richmond et al.
2001). To understand that hominin heritage, it would be useless for us to catalogue
instances of convergent bipedalism in, say, dinosaurs and birds, yet we would be
compelled to do so to establish the trait’s continuity, if its continuity is its similari-
ties.

Presuming that we do intend ‘continuity’ to specify trait relationships with
respect to their evolution, this means that the termmust be restricted at least to trait
similarities that have a shared origin, so that they are related by genealogy. Still,
even a shared origin is too coarse ameasure for addressing another key relationship
in evolution—the development of traits over time—as two traits having such a con-
nection is coincidental to their development through descent. Thus, while therewas
likely one origin for bipedalism in all bipedal hominins, the evolution of the trait
in the lineage that led to Homo sapiens was independent of its evolution in lineages
that were not ancestral to our species.

As an evolutionary term, then, ‘continuity’ is best limited to shared traits that
have shared origins and a shared line of descent. These qualifications have a very
straightforward expression:

(1) Continuity: The inheritance of a trait in an individual or population.

When a trait is inherited, it is passed on through descent, it extends from
one origin, and it resembles its antecedent, permitting some variation. All of the
apparent concerns of continuity are therefore contained in this one relationship,
while none can be improperly singled out. So far, this definition simply ensures that
any intuitions we have about continuity are made appropriate for an evolutionary
context, but there are some difficulties in applying it to the evolution of language.

Crucially, to determine the origins of language, we must determine to what
extent the various traits that make up linguistic ability have a continuous inheri-
tance, yet this is difficult to do by any direct means, as we have little understanding
of their genetics, they leave no environmental imprints, and their physical bases are
challenging to identify in whatever dregs of our ancestors the earth occasionally
preserves (Tattersall 2014). Instead, we can try to draw inferences about trait con-
tinuities by looking for homologues in other living species, with the cross-species
reach of a homologous trait giving an indication of how deep into history its con-
tinuity likely runs (i.e. as far back as the common ancestor of the most distantly
related species with the trait). But while this method is simple in its conception,
what homology is exactly has been debated and revised in recent biological theory,
so we must briefly examine the homology concept itself.

In line with the traditional notion, Mayr states that “ [a] feature in two or
more taxa is homologous when it is derived from the same (or corresponding) fea-
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ture of their common ancestor ” (Mayr 1982: 45). With respect to the definition of
continuity I gave in (1), the following is an equivalent restatement:

(2) Homology: The intersection of trait continuities.

If we know the continuities of two traits in two species, their intersection
would be their point of origin in a common ancestor, while having no intersec-
tion would indicate an independent evolution. It is implicit for Mayr (and explicit
for, e.g., Wake 1999) that this definition is unassailable, yet it has been challenged.
As observed by Butler & Saidel (2000), the homology relation is meant to allow us
to identify traits in different species as fundamentally the ‘same’, despite variation
in form and function, but this ‘sameness’ cannot be established absolutely. Pheno-
typic traits are constituted at a minimum of genes, developmental processes, and
morphology, with each level in this biological hierarchy having its own continuity,
so there is an inherent ambiguity in the continuity and homology of traits.

For example, when two distantly related species have traits that are only func-
tionally similar, with structural dissimilarities that do not share an origin, we gen-
erally categorise them as convergent. However, such traits can nonetheless share
deeply conserved genetic regulation, as is the case with eye development in verte-
brates and Drosophila flies—despite the profound differences between camera and
compound eyes, as well as the structures’ lack of common ancestry, they turn out
to be regulated by homologous Pax-6 genes (Callaerts et al. 1997; see Fitch 2011 for
the potential relevance of this phenomenon to language evolution). Also, many
anatomical structures across species that are clearly derived from a common ances-
tormaynonetheless be produced fromdifferent developmentalmechanisms, owing
to embryological epigenetics. This is the case withMeckel’s cartilage in vertebrates,
its formation being stimulated by different tissue interactions in amphibians, birds,
and mammals (Hall 1989).

In more closely related species, genetic mechanisms can have an unbroken
inheritance in several lineages and yet be expressed in morphology only sporadi-
cally, so that phylogenies can appear to exhibit multiple convergences that are in
fact genetic homologues (e.g., the nucleus rostrolateralis cell group found in some
fish brains, as discussed by Saidel & Butler 1997). Moreover, even unequivocal
instances of convergence might be best understood as arising from a common in-
heritance of design limitations, rather than from chance similarities in responses
to selective pressures, as the regularity of some analogues is too improbable to be
coincidence. Wake (1991) provides an example of this involving changes to digit
numbers in Plethodontidae salamanders.

Some biologists have tried to impose order upon this chaos of continuities
by introducing more fine-grained terms that apply at different levels of organisa-
tion (e.g., Butler & Saidel 2000), while others have sought to limit the domain of
homology entirely to one level, that of developmentally individualised structures
(e.g., Wagner 1989, Müller & Wagner 1996). This latter, so-called ‘biological’ ho-
mology concept treats many ordinarily analogous traits as homologous (such as
camera and compound eyes), and its advocates have criticised the traditional ho-
mology concept, which they label ‘historical’. But their criticisms, while valid, have
been levelled particularly at the prioritisation of genetic history above all else—the
basic temporal relation defined by (1) and (2), which does not specify any level of
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organisation, remains fundamental to every definition of homology that has been
proposed. Thus, we find in Wagner’s ‘biological’ homology a criticism of Mayr’s
‘historical’ conception and at the same time an inevitable resonance with it:

The homology concept is an attempt to identify and name the units of
phenotypic organization (i.e. those body parts that have historical continuity
and that can often be found in many species derived from a common ancestor).

(Wagner 2014: 44; emphasis added)

As in many terminological disputes, what we find advertised as a disagree-
ment on the substance of a concept is really a disagreement on howwe ought to use
a label to carve up a theoretical space. At heart, attempts to constrain the homology
concept to one level of organisation have been motivated by a desire to sift the am-
biguous continuities of traits for those that seem somehow more meaningful, while
an acceptance of a level-free homology concept is open to all kinds of observations
that are simply more or less informative (often hardly at all). As Wagner points out
(2014: 43f.), it would be fatuous for us to consider the continuity of a particular red
blood cell, as opposed to the system that generates red blood cells, but it is in the
end a matter for terminological hygiene (not biological theory) whether we rework
the homology concept so that fatuous applications of it are inexpressible, when we
could just as well choose to not apply it to fatuous cases.

The original, quick and dirty definition of homology therefore suffices, so
long as we are careful to refer to a level of organisation when using it (Bolker &
Raff 1996). If we are interested in the wings of bats and birds, for example, we
must identify them as homologous forelimbs, but not homologous wings, as the
common ancestor of bats and birds had forelimbs that were not wings (Dickinson
1995). Likewise, although we might expect to find conserved genetic mechanisms
for their development, these would be homologues of forelimb (not wing) construc-
tion. As I detail further in section 2.3, continuity and homology are always partial
in this way, so we must be sensitive to how traits integrate various interacting and
non-interacting levels.

To apply these refined notions of continuity and homology to language, we
must first observe a critical consequence of defining continuity as trait inheritance
(and therefore discontinuity as the lack of it): All trait evolution is predicated on
both continuity and discontinuity, and so all theories of trait evolution must like-
wise deal in both. A trait’s discontinuity is simply its origin or end, at which time it
must be created or eliminated rather than inherited, while its continuity is its stasis
or change through inheritance. Of course, few traits originate in a single transition
between generations or species, so we must not think of discontinuities as clean
breaks in evolutionary history. Nonetheless, all traits originate somehow and we
can call these origins ‘discontinuities’, whatever the details turn out to be. But how
does this definition, which brings continuity and discontinuity together in all trait
histories, relate to the debate on language evolution, which treats continuity and
discontinuity as opposites? For this, we need to be certain what we mean by ‘lan-
guage’.

The target that we all share is the species’ language faculty: A biological prop-
erty comprising all the anatomical and cognitive features that make it possible for
us to acquire and use languages, which are themselves individual, mind-internal
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systems (‘I-languages’, after Chomsky 1986) that provide some means of mapping
between sensorimotor expressions and conceptual content (i.e. sound and mean-
ing). In this context, I will use ‘ideas’ to refer exclusively to the kinds of thoughts
that I-languages access, and ‘utterances’ to refer to any, even non-linguistic senso-
rimotor expressions.

In principle, utterances and ideas need not be related at all. In humans, emo-
tive vocalisations, like laughter and crying, are utterances that do not stand for any
conceptual content, instead having only pragmatic interpretations, and it is clear
from our own internal lives that ideas can form and go unuttered (often for the bet-
ter). The same is true of other species—vocal productions in birds vary acoustically
with no matching variation in meaning, such as there is any (Catchpole & Slater
2008), and at least socially intelligent species seem capable of complex thoughtwith-
out having a capacity to express it (Cheney & Seyfarth 2008).

Whether there are any nonhuman thoughts that are the same in kind as the
ideas accessed by human I-languages is a more difficult issue that I return to in sec-
tion 3.2. Yet, regardless of whether language introduced a new kind of thought, it is
clear that the ubiquitous biological systems that are used to utter and to think exist
independently of language and are insufficient for it, so an organism can only have
language if it hasmechanisms formapping between these systems. This amounts to
a species-level equivalent of Chomsky’s (1965) distinction between competence and
performance: To have a language faculty, a species must have competence mecha-
nisms for doing the mapping between utterances and ideas, and performance sys-
tems for putting these mappings to use in actual utterances and ideas. As the fun-
damental property of language is the utterance-idea mapping, no matter what sub-
stance is mapped in particular individuals, I will refer to these competence mecha-
nisms as the mapping mechanisms.

This distinction between the performance systems and their mapping gives
theories of language evolution two histories to reconstruct. One is the history of how
the language faculty as a whole came to be as it is, with its particular integration of
all the traits that underlie it; the other is of how a language faculty became possi-
ble at all, through the first emergence of a mapping between utterances and ideas.
There was no doubt co-evolution, with the performance systems adapting to make
effective use of their mapping (e.g., with newly intricate control of vocal anatomy),
and likely contributing to utterance structure where it is under-determined by the
mappingmechanisms (e.g., Holmberg 2010). All the same, these are nuances rather
than counter-examples to the simple observation that language consists of things
that are mapped to each other and things that do the mapping.

With these qualified ideas of continuity, homology, mapping, and perfor-
mance, we can try to determine the continuity of the language faculty by search-
ing for homologues of the human performance systems and the mapping between
them. Given that homologues must be sought at particular levels of biological or-
ganisation, we are of course constrained by having little understanding of what
constitutes the language faculty at any levels besides cognition and behaviour, as
its genetic and neurological underpinnings remainmostly obscure. Moreover, what
we do know of language cognition is largely an inference from behaviour, which
underlies almost all syntactic theory in the guise of acceptability judgements (even
our own introspections are of course behavioural data, which we rightly try to ex-
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plain with theories of cognition, but which do not themselves reveal our cognitive
processes).

As far as nonhumanbehaviours are concerned, there are no other living species
that can learn and use languages, whatever talents some have to mimic fragments
of them, but we can’t infer any more from this than that there aren’t any homo-
logues of the entire language faculty, developed and integrated as it is in humans.
Although our particular configuration of performance systems and their mapping
must have originated in hominins, the date for the whole may not be the same as
for its parts—it could be that the performance systems have a pre-hominin history
and their mapping a hominin origin, or their mapping could be pre-hominin, with
the inability of other animals to use language being due to severe performance lim-
itations.

Setting aside polemic, both continuity and discontinuity theories recognise
hominin discontinuities in performance. The most obvious example is speech, for
which there are no homologues (there may be homologues of its genetic regulation,
but the behaviour and much of its neuroanatomy is uniquely human; see Lieber-
man 2007). Recall that all trait origins are by definition discontinuities, so all that
needs to be agreed upon for this is that speech arose in hominins. It should come
as no surprise that we all embrace a discontinuity of some sort, otherwise it would
be bewildering that humans have anything unique about them. However, even
where there are disagreements about the inheritance of performance traits, these
are unhelpful for categorising theories of language evolution more generally, as
such disagreements regard the inheritance of traits that could have evolved differ-
ently while leaving our fundamental capacity for language unaffected, and it is the
inheritance of that capacity that we are interested in. What matters instead, then,
is what theories have to say about the homologues (and concomitant continuity)
of the mapping between utterances and ideas, irrespective of the character of the
performance systems involved.

Continuity theories are those that find these homologues in abundance. Cor-
ballis (2017), for example, suggests that nonhuman great apes use manual utter-
ances to convey ideas, even though they are relatively imprecise and ambiguous.
Though these homologues are rudimentary, their prevalence suggests a long, pre-
hominin history of inheritance. Continuity theories do not deny that human lan-
guage has remarkable properties, but all are argued to result from changes to the
performance systems and their interactionswith general intelligence (syntactic struc-
ture, for example, is often dealt with as an epiphenomenon due to constraints on
learning and use; e.g., Hawkins 2004). It remains a truism that the utterance-idea
mapping must have had some discontinuous origin, but continuity theories bury it
deep in the histories of our species and others. Lieberman 2002 and Tomasello 2008
are other examples of continuity theories.

Discontinuity theories, meanwhile, go looking for nonhuman utterance-idea
mappings and come back empty-handed. All behaviours that have been candidates
are viewed as unconvincing abilities of some other sort, making it necessary to con-
clude thatmapping had a hominin origin. There is still a place for continuity in these
theories, as themany parts of the language faculty that are not unique to our species
must have pre-hominin histories of inheritance, and even the parts that are unique
have of course been continuous for the short time that they have been around. There
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is almost asmuch variation among discontinuity theories as there is among theories
of language cognition generally—Bickerton (2014), Bouchard (2013), and Jackend-
off (2002) all argue for discontinuities of very different kinds.

In terms of continuity, then, what distinguishes theories of language evo-
lution is the time that they propose for the origin of the human capacity to map
between utterances and ideas, as determined by searching for nonhuman homo-
logues. Either it originated in some pre-hominin ancestor, leaving many traces in
many species, or it originated in hominins, leaving no traces in any species but our
own (and possibly other extinct hominins). It has undoubtedly been misleading to
use ‘continuity’ and ‘discontinuity’ as labels for this distinction, as it does not regard
whether there was discontinuity, but rather when there was discontinuity of the rel-
evant kind. It is only because these theories have such radically different answers,
correlating with categorical claims about the existence or not of homologues, that
these labels have stuck as shorthand for what is really a division over pre- versus
post-hominin discontinuity.

Lenneberg (1969: 642) rightly warned that it would be futile to ever speculate
on the evolutionary circumstances that gifted ancient hominins with language. The
purpose of biolinguistics, informed though it must be by evolutionary theory, is not
to tell stories about our ancestors, but rather to tell stories about ourselves, by giving
answers to the sorts of straightforward engineering questions posed by Searle:

Subtract language from a species like us: What do you have? Now add
language: What are you adding? (Searle 2009: 178)

Nonetheless, it is worth noting that the need for continuity and discontinuity in all
traits makes it meaningless to say that some traits evolve ‘continuously’ and others
‘discontinuously’. These are not terms that apply to evolutionary processes. It is
thereforewrong to think that continuity theories are gradualist theories, anddiscon-
tinuity theories saltational. Although these pairings have dominated mainstream
debate, the time of a trait’s origin is nonetheless independent of the mechanisms of
its evolution. There is certainly a connection between the amount of time a theory
allows for the evolution of a trait, the size of its phenotypic difference to be evolved,
and the mechanisms that might reasonably bring about that difference in that time,
but these are only implications to be explored. As such, many anti-generative theo-
ries, though gradualist, are also discontinuity theories (e.g., Deacon 1997), and there
are now some saltational generative theories that are continuity theories (see section
2.2).

Thus, if we are led to a discontinuity theory when answering Lenneberg’s
question, “howobvious are the antecedents of the humanpropensity for language?”,
we are not automatically committed to the belief that a gradual evolution of lan-
guage was impossible, or even unlikely. If we find that there are no obvious ho-
mologues of linguistic ability, this could suggest a sudden emergence of language’s
entire complexity, but it might turn out that language has antecedents that are sim-
ply not obvious, and which required only small discontinuities in hominins for the
language faculty as we have it to come into being. If so, its relatively recent origin
would be compatible with gradual evolutionary change. Before considering that
possibility, in the next section I consider the natures of linguistic and non-linguistic
communication to demonstrate the basic implausibility of continuity theories.



Draft

180 C. Hackett

2.2. A Theory of Communication

2.2.1. Giving and Taking Meaning

The major claim of continuity theories is that the human capacity to map between
utterances and ideas has homologues in other living species, so it has a continuous
inheritance extending further back than the first hominins (from here, I will frame
the debate in terms of whether these homologues exist, but readers should recall
from section 2.1 that this is a shorthand for whether the mapping is pre- or post-
hominin). As the utterance-idea mapping is the fundamental property of language,
continuity theories of course deny what I took to be a basic fact in my introduction,
which is that language is biologically unprecedented. For these theories, human
language really is just language as humans have it; it is only a hypertrophied form of
widespread communicative behaviours that are simpler, butwhich have essentially
the same mental basis.

Oneway to challenge continuity theories is to argue that the humanutterance-
idea mapping must be carried out by particular mechanisms, and that these mech-
anisms appear to be absent in other species. Generative theories in the Chomskyan
tradition typically do this by arguing that our performance systems are mapped by
a generative module that builds syntactic structures which each system must inter-
pret, so an absence of syntactic structure in utterancesmeans theymustn’t be gener-
ated by the kind of module that is necessary for utterances to map to ideas. There is
now a rich literature addressing the possibility for syntax in nonhumans, but most
studies have been undermined by shortcomings in experimental design (Watumull
et al. 2014), misinterpretations of data (ten Cate & Okanoya 2012), and a lack of
clarity on what we should even be looking for (Rogers & Pullum 2011). They are
further vexed by the systematic ambiguity with which ‘syntax’ is used to refer both
to any regularity in utterance sequencing (whatever its computational complexity)
and only regularities that match the particular complexity of human morpheme se-
quences. Nonetheless, while some nonhuman utterances (especially bird calls) do
seem to be generated by cognitive rule-systems, their syntax is never more complex
than that of human phonology, which has nomapping to ideas (Berwick et al. 2011).

Of course, it only follows directly from this that there is no nonhuman map-
ping between utterances and ideas if that mapping demands a syntax at least as
complex as the one that structures human morphemes. Certainly, a mapping like
ours, with hierarchical concept composition, requires a suitably powerful syntax,
but it is at least conceivable that a much simpler generative module could map be-
tween non-compositional utterances and non-composed concepts. If so, hominins
might have evolved only the syntactic complexity of language through some new
computational apparatus, rather than the utterance-idea mapping itself, and we
would require a continuity theory of language evolution. This is a latent possibility
in Minimalist theories like Hornstein 2009 and Boeckx 2015, where the emergence
of language is ascribed to computational discontinuities that are compatible with
(thoughdo notmandate) a continuity inmappingmechanisms (this is unlikeChom-
sky’s theory, where a computational discontinuity is the mapping mechanism; see
section 3.1).

Although these theories have much to recommend them, in what follows I
seek to establish that such syntactic discontinuities are unnecessary and burden-
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some to theories of language evolution, provided that a non-syntactic discontinuity
is inescapable and is alone sufficient to account for humanuniqueness. All the same,
readers should take amoment to appreciate the significance of these theories having
been developed at all. Generative linguists have ordinarily taken the evolutionary
discontinuity of language for granted, owing to the richness of language-specific
primitives that have seemed to be innate and which are transparently lacking in
nonhuman communication systems (such as the principles relating to case, binding,
argument structure, and so on). Now, however, some linguists have pursued the
Minimalist reduction of language-specific primitives to such extremes that they flirt
with the possibility of continuity, albeit a newkind, with continuity in the utterance-
idea mapping and rapid discontinuity in its structural complexity. Proponents of
this continuity Minimalism might object to it being considered a continuity theory
at all, as a discontinuity in the structure of utterances and thoughts wouldmake hu-
man language clearly distinct from all other animal communication systems. How-
ever, we have already seen that everyone acknowledges at least one discontinuity
in the performance systems, so our strength of feeling about some specific discon-
tinuity is irrelevant to its place in the overall debate about the origins of language.
We must always maintain a distinction between the history of the particularities of
our language faculty, and the history of the defining property of any language fac-
ulty, which is the utterance-idea mapping—any theory that couples a continuity in
that mapping with a discontinuity in its structure (or in anything else) can only be
identified as a continuity theory, though its proponents may set themselves apart
in other ways from gradualists.

Altogether, this new theoretical landscape makes arguing for discontinuity
much less trivial than it has often appeared, with many more consequences for
linguistic theory. For now, I will delay further discussion of what constitutes the
utterance-idea mapping in humans, as it will be more fatal to continuity theories
to reject them without having any particular theory of our human faculty in mind.
Instead, another means of challenging continuity theories—this one taken up by
Lenneberg—is to show that any discontinuity theory is preferable because all conti-
nuity theories are inherently implausible. This would be the case if either: (i) none
of the nonhuman utterance-idea mappings that are said to exist are of a type that
the human mapping could have evolved from, or (ii) there are no nonhuman map-
pings at all. Justifying this second, stronger claimwill be the focus for the rest of this
section (Lenneberg’s approach is quite different to the one I develop here, though I
consider the importance of that difference in section 2.3).

It is vital to recognisewhat identifying utterance-ideamappings in nonhuman
species demands. It is not enough to notice that an organism utters and thinks, or
that it utters when it thinks, or even that it reliably utters one thing when it has a
particular thought, as the mapping of utterances and ideas is more than their mere
coincidence. If I see a leopard and yell in fear, my yell will be related to ideas, in
that it will occur alongside my perception of danger and will allow others to infer
that a danger exists, but my yell will have no mapping to ideas, in that it would not
represent any of the ideas that it is related to. It might, for example, lead others to
think that there is a predator on their trail, that there is a person in need of help, or
that someone in a north-westerly direction is making an awful racket, but it would
not stand for any of these thoughts, or any of the concepts that they contain. A yell
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communicates simply that someone has yelled, with the association of yells and
heightened emotional states allowing a certain variety of useful inferences about
the yell’s possible causes.

This is totally unlike genuine utterance-ideamappings, such as theword ‘leop-
ard’ representing the concept LEOPARD in the expression of ideas that contain that
concept. Of course, the relation betweenwords and concepts is not straightforward.
It has been clear since Grice 1957, 1969 that the interpretation of linguistic utterances
is just as context-dependent as the interpretation of yells, as words do not denote
concepts in a one-to-one correspondence. Moreover, some have argued that this
is not just pervasive ambiguity, but rather that all words (as types) intrinsically
under-specify the ideas that they can refer to (as tokens) in contexts of use (there
is an interesting convergence on this point in both pragmatic and syntactic theo-
ries; see Recanati 2004 on the former and Borer 2013 on the latter). However, the
fundamental difference between something like a yell and something like the word
‘leopard’ is that, in context, only word-like things stand for concepts.

It might therefore seem that we ought to search for nonhuman utterance-idea
mappings by searching for nonhuman words, but this is ill-advised (if it is not sim-
ply tautology), as many of the properties that human words have in addition to
their idea-mapping are not necessary for that mapping. For example, I have al-
ready dismissed syntactic and semantic compositionality, just in case nonhuman
species have an unstructured, non-compositional mapping. We also cannot pre-
sume that meaningful units (i.e. morphemes) will decompose into strings of mean-
ingless ones (i.e. phonemes), as this ‘duality of patterning’ may be necessary for
large vocabularies of mappings (Nowak & Krakauer 1999), but it is not necessary
for small ones (Sandler et al. 2011 argue that Al-Sayyid Bedouin Sign Language has
no phonological patterning). Moreover, there are phonologically complex units,
like ‘hello’ and ‘abracadabra’, that are not syntactically compositional and do not
map to non-composed concepts, but which we nonetheless think of as words (no-
tice that human language seems to lack syntactically non-compositional words that
domap to concepts—I think this tells against the very possibility of it even in other
species, but I leave it as an open question).

As such, we can only consider whether utterances have a mapping to ideas,
ignoring all other incidental properties, but we face a difficulty here, as this is a
mind-internal property that we cannot observe. While we can probe the invisible
boundaries of our own linguistic capacity using circuitous introspective methods,
we obviously cannot do the same with nonhuman species. Thus, without access to
nonhuman minds, we are limited to a study of nonhuman behaviours, and so must
examine their utterances for literally superficial signs of an underlying mapping to
ideas. Yet, what visible features of utterances could possibly tell us that they have
this invisiblemental property? The classic inventory of utterance features isHockett
1960, and though none ofHockett’s features (as he defines them) is guaranteed of all
and only utterances with a mapping to ideas, en route to such a feature, it is crucial
to understand why it cannot be his most likely candidate: ‘Semanticity’.

There are really two ways that people think about ‘semantics’, only one of
which is sensible, though both are unhelpful to the task we are embarked upon.
Hockett defines ‘semanticity’ in terms of “relatively fixed associations between el-
ements in messages (e.g., words) and recurrent features or situations in the world
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around us.” This is an unabashed behaviourist definition, which may be attrac-
tive for locating semantics in things we can observe, but, like classic behaviourism,
these observables give no indication whatsoever of mind-internal properties. As
Hockett notes, it is semantic by this standard for gibbons to produce alarm calls in
alarming situations, though he stops short of recognising that such calls would still
be semantic by this standard even if produced with no conscious control, and with
no representation of conceptual content, just like my yell at the sight of a leopard.
All that this semantics requires is a reliable association between an utterance (e.g.,
a yell) and its contexts of production (e.g., nearby predators), so that hearers can re-
spond automatically (e.g., by running away), just as though they can recognise and
react to a concept-representing statement like, “there’s a predator!”

Hockett’s kind of semantics was rebirthed as ‘functional reference’ by Marler
et al. (1992), with their emphasis on functionalism suggesting that the term should
be agnostic about mind-internal properties. So it should be, but it’s important to
see that this is not because our knowledge of those properties is limited (though it
is), but because functional reference is just irrelevant to them. Primate vocalisations
have always been the troublesome case, as primates’ use of the vocal-auditory chan-
nel has a seductive familiarity that tempts us to treat their utterances as word-like,
when wemight treat them as yell-like if they were produced by humans (the classic
example being vervet monkey alarm calls, which vary with particular predators,
just as though they have words for each of them; Seyfarth et al. 1980). Luckily, we
needn’t take sides on this issue yet, as all we need to notice is that functional ref-
erence makes no distinction between words and yells, whatever alarm calls happen
to be more like—all it cares about is whether there is an observable association be-
tween an utterance and some salient element in its contexts of production, which is
true of many kinds of utterances that nobody even suspects to have a mapping to
ideas.

If we turn away fromprimate vocalisations, we find exactly this kind ofmean-
ingful association in avian courtship dances, where individuals interact with visual
scenes, rather than acoustic ones, to make the same sorts of contextually relevant
inferences. Of course, there is no suggestion that a dance might refer to a concept
in the dancer’s mind, so functional reference has no grip on the issue (see Wheeler
& Fischer 2012 for a detailed discussion of how permissive ‘functional reference’
is). In fact, all of this can be easily extended to non-biological phenomena, where
there are no minds producing utterances at all, let alone ones that might possibly
be producing utterances to represent concepts. Smoke clouds can be said to have
Hockett’s kind of semantics, as their fixed association with fire can be learned by an
organism, so that it can infer from any instance of smoke clouds that there must be
a fire somewhere. While the notion of functional reference might seem to exclude
these mindless cases, it does so only by stipulating an interest in evolved rather
than non-evolved associations and responses—it would otherwise construe mean-
ing identically in each scenario, and thus contributes nothing to our understanding
of meaning’s mental character.

Having said all this, it is difficult to finally dispatch behaviourist semantics
and its reincarnations, as it remains trivially true that a word can only represent
a concept by somehow coming into an association with it. Quine (1960) showed
that words having associations with observable features in the world is by itself
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hopelessly insufficient for determining a word’s meaning (see also Gleitman 1990
for a syntactic perspective), but it is at least a precondition for word meaning that
a word’s use should have some contiguity with the concept that it is meant to rep-
resent (i.e. for ‘leopard’ to come to mean LEOPARD, it is necessary, though in-
sufficient, for ‘leopard’ to be used alongside thoughts of LEOPARD). As such, as-
sociations must have some role in a theory of semantics, and therefore in a theory
of language origins, but only insofar as our interactions with smoke clouds have a
role. What is at issue in all this is only the capacity that some animals have to per-
ceive things as meaningful, rather than any capacity they may have for language in
particular, which is an entirely different, derived phenomenon.

To put this more concretely, consider the extremes of a smoke cloud com-
pared to some uttering of “there’s a fire.” In the right circumstances, both events
could be taken to mean THERE IS A FIRE (i.e. an observer could have that thought
as a consequence of observing the event), but only the linguistic utterance would
give the meaning that is taken from it—the smoke cloud is not produced in order
to specify the thought that the observer should have. What Hockett’s semantics
does is identify those associations that have a potential to be taken to mean some-
thing, and functional reference identifies those evolved behaviours that are in fact
taken to mean something, but neither notion addresses whether these meanings
are taken purely through observer inference, or through the meaning being given
by what the observer observes. Moreover, note that if a meaning is always some-
thing like an idea in the mind of an observer (we will explore other possibilities,
but the lesson here won’t change), then ‘given meaning’ is simply a reformulation
of the utterance-ideamapping, and as this is the defining property of language, lan-
guage is thus beyondHockett’s semantics and functional reference. These ideas are
not inadequate or wrong in theories of the nature and origins of language, they just
have nothing to say about language at all, despite their use of linguists’ jargon.

At this point, we can settle upon a conception of ‘semantics’ that is more sen-
sible. Presuming that we do not want to say that smoke clouds have semantics,
as this would empty the term of its purpose in a characterisation of language, we
must concede that having semantics is not the same thing as having meaning, as
smoke clouds can be meaningful. Semantics must therefore constitute some par-
ticular, limited contribution to meaning, in which case it could either be observers’
inferences, which determine the meanings that are not given by an observed event,
or it could be mappings to ideas, where the meanings are given. Of course, linguis-
tic theory already has well-worn terms for these things: Observers’ inferences are
the subject of pragmatics, and so semantics simply is the utterance-idea mapping
(that ‘semantics’ is therefore just another label for what we are trying to identify is
why this more sensible conception is also of no help).

It follows from this that the utterances that animals take to be meaningful
without there being any mapping to ideas ought to be classified as having prag-
matic meaning (and no semantics). That ‘pragmatics’ is not commonly used this
way is no doubt due to the false equivalence typically drawn between semantics
andmeaning, aswell as the to reputation that ‘pragmatics’ has for referring to some-
how peripheral, ineffable, and even socially complex aspects of meaning determi-
nation, rather than to the simple process of inference from observation. However,
as I will argue presently, post-Gricean, cognitive pragmatic frameworks (like Rele-
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vance Theory after Sperber & Wilson 1986) provide a robust basis, even if not fully
realised, for understanding pragmatics as inferential meaning wherever we find it
in the natural world, even in socially unintelligent and non-conscious interactions.
It’s worth bearing inmind here that, because linguistic utterances depend (like non-
linguistic ones) on pragmatics for their meaning, the ’utterance-idea mapping’ is
specifically the non-pragmatic element of linguistic meaning, as it is this alone that
distinguishes it from non-linguistic meaning (Carston 2002 has an insightful discus-
sion of these distinctions, though the finer details will not bother us here).

2.2.2. Communication Systems

There remains one other possibility for continued confusion that leads us now to
undertake a more formal analysis of the distinctive properties of language. While
we might be willing to accept that there can be meaning without semantics, and
therefore that wholly pragmatic meanings in animal interactions are no more in-
formative about the origins of language than wholly pragmatic meanings derived
from smoke clouds and other such cues, it nonetheless seems that there is a bound-
ary being crossed here: Even themostmindless animal interactions can be regarded
as communication. Naturally, the notion of communication, and its intimations of
information transfer, suggests something like the giving of meaning, even though
there is no question thatmost communicative behaviours do not have semantics as I
have described it. What we need in order to navigate the difficulties raised by these
intuitions is a principled description of the necessary properties of animal commu-
nication, which can allow us to appreciate where the utterance-idea mapping fits in
a grander evolutionary scheme.

Note that an essential premise of the description I will give is that there is no
such thing as metaphorical communication—if we feel that we are licensed to de-
scribe something as communicative, that is because it is, even if we are describing
a non-conscious interaction, like a poison dart frog dissuading a predator from eat-
ing it by having a vivid yellow colour that marks it as poisonous. For the moment,
I will focus particularly on what unifies non-linguistic communication, and I will
afterwards consider what must be added to form a minimal linguistic system.

Let’s begin by focusing on the simplest case of communication, where there
is one signaller and one receiver. Every instance of communication involves some
thing, which we’ll call the object, that the signaller wants the receiver to under-
stand (I will use such mentalistic language as ‘wanting’ and ‘understanding’ for
exposition, and will encompass non-conscious communication later, so the exposi-
tion should not be read as claiming a psychological reality for beliefs and desires
in nonhuman communication). There are two important limitations on objects in
communicative acts: An object must be something that the signaller and receiver
can perceive, and something that the signaller does perceive. To put this impres-
sionistically, a signaller can only communicate about something that both parties
can think about, and the signaller must be in some sense thinking about that thing
to communicate about it. Of course, by ‘perceive’, I mean something much broader
than sensory contact with an external reality, as humans are exquisitely capable of
talking about fictions, like fairies at the bottom of the garden, as well as about real
things that are abstract or not present to the senses. Instead, I take something to be
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perceptible so long as it can be thought about at all, and so something is perceived
when it is thought about, in which case, it is a percept (I deliberately avoid ‘conceive’
for this, so that we can later have a different understanding of ‘concepts’).

We can be more precise about this if we consider the property of intentional-
ity. For now, I don’t mean the term as it has generally been used in previous dis-
cussions of nonhuman communication, as there it often has only a common sense
meaning (i.e. that of volition and desire), or it refers only to a capacity to repre-
sent others’ beliefs, following Premack &Woodruff (1978) and Dennett (1983). This
latter sense preserves more of the philosophical meaning, but not quite enough of
it. Instead, we must begin with intentionality as it was revived by Brentano (1874),
and as explored by Searle (1983) and especially Dennett (1987). Quite simply, in-
tentionality is the property of mental states and events that are about something, or
directed towards something. Belief and desire are certainly the classic examples: If
I desire an apple pie, my desire is an intentional state in being directed at the pie. If
I believe that the pie is too hot, my belief is intentional in being about that particular
proposition. However, these states do not exhaust the possibilities—if I am scared
of clowns, my fear is an intentional state about clowns; if I am irritated by a fly,
well, you see how the story would go. With this in mind, to say that the object in a
communicative act must be a percept (i.e. that it must be something thought about)
is to say that it must be something that an intentional state is directed towards. This
is satisfactory for now, but we will later on break down this equivalence between
thinking-about and intentionality, and it is vital that we understand percepts exclu-
sively in terms of intentionality.

So far, so much stipulation, but why should any of this be true? It’s important
to appreciate that the physical reality that is external to an organism never enters
directly into communication any more than apple sauce gets smeared across my
brain when I think about it. However accurately or inaccurately our thoughts rep-
resent the world, all that we know of the world is what we perceive of it through
the prism of our biology, and everything that we can communicate about is deriva-
tive of this mental organisation of experience. Thus, when we communicate about
apple sauce, we really communicate about our mental representations of it, rather
than about the sticky stuff itself, and any suchmental representation is by definition
a percept when it is thought about. More generally, whenever we talk about having
any intentional disposition towards something, the disposition must be mediated
by a mental representation of the physical thing itself. As such, it is always that
mental representation that is the percept, and this is why communication must al-
ways be about things as we think of them, rather than about things as they actually
are (here lie the beginnings of a criticism of referential theories of meaning, which,
like Chomsky 2000, I reject).

For exactly the same reasons that a signaller’s object must be a mind-internal
percept, so a receiver’s understanding of the object must also be a mind-internal
percept (a receiver is also a biological entity that communicates in mental represen-
tations). Of course, these percepts are not publicly accessible—even when we are
in some sense thinking the same thing, we do not literally have the same thought,
as thoughts are fundamentally physical properties of individual brains—so the per-
cept that is the signaller’s object cannot be the same percept as the receiver’s under-
standing, whichmust instead have an independent existence in the receiver’s mind.



Draft

Justifications for a Discontinuity Theory of Language Evolution 187

This second percept introduces a second intentionality into the communicative dy-
namic, and we shall call it the interpretant in imitation of Charles Sanders Peirce’s
philosophy, which has many important points of contact with this discussion that I
won’t develop explicitly (see Short 2007 for an introduction to Peirce’s work). Note
that communication is not perfect, and there are always two perspectives on inter-
pretants: That of the signaller’s intendedmeaning, and that of the receiver’s actually
taken meaning (e.g., I might point to something on the windowsill, and you might
look through the window). As we are primarily interested in the mental basis and
content of utterances, the utterer’s desires are paramount here, so for us the ‘inter-
pretant’ is the percept in the receiver as the signaller wishes it to be.

So far, we have a signaller and a receiver who are synchronous in perceptual
abilities, and we have labels for the percepts that they have in a communicative
interaction. For example, if I want to communicate with you about some book, we
had both better be able to think about it, and, if we can, my thought of it will be the
object, and the thought that I want you to have of it, the interpretant. However, we
have not yet equipped signaller and receiver with a communicative competence,
so that an object can in fact be related to an interpretant. For this, the signaller
requires some kind of sign, such as an utterance, that can direct the receiver to have
the interpretant that the signaller desires, as would be the case if I directed you to
share my percept of some book by pointing at the book that my percept represents.
Here, the use of a sign embodies a third intentionality, involving the desire that the
signaller has towards provoking some particular interpretant. Now, if we have an
intentionality, wemust also have the percept that it is directed towards, butwemust
be careful here, as this percept is not quite the interpretant that the signaller desires.
I could want you to notice a stain on the carpet, perhaps, and yet do absolutely
nothing about that desire, in which case it would have no place in a story about
communication. Instead, if I decide to use a sign, it is because I know the sign is a
means of bringing about a response, so it is the whole complex of the sign and its
interpretant that is the percept of this desire.

Signs do not have their meaning intrinsically, so they must have a ground
that gives them some connection to their object. The grounds that are traditionally
recognised are iconicity (resemblance of sign and object), indexicality (existential
connection), and symbolism (arbitrary connection), with the three often mixed in
one sign (Short 2007). The details of this taxonomy are unimportant here, except
for the fact that all grounds acquire an additional property in communicative inter-
actions that it is worth keeping in mind. A non-communicative sign (e.g., a rash)
might be taken to represent its object (e.g., an illness) by being indexically linked
to it, such that the connection will hold independently of any specific instance of
the sign (rashes just signify illness generally by brute association, wherever we find
them). A communicative sign, however, must always be grounded with some ele-
ment of self-reference, in that its object is inevitably dependent upon a specific token
of the sign. With pointing, for example, though we all have a general plan for how
to interpret the gesture when we encounter it, it has no pre-determined object in-
dependent of its particular uses (there are as many objects as there are things you
can point at). This is true even for symbols, which need not be linguistic—culturally
variable handgestures for approval, for example, do not signify approval abstractly,
but rather approval as an attitude of the signaller (note that rashes do not signify
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illness as a property of their signaller, as there isn’t one—the rash is an effect of the
illness, not produced by the person who is ill). The reason that this self-reference
is necessary is simply that signs that are produced by signallers always have mind-
internal objects, and so they are always used to represent properties of their users.

With the object, interpretant, sign, and ground, we have enough in place for
many varieties ofmeaning, but not quite enough for communicatedmeaning. There
are many interactions in which an object and an interpretant are brought into a
relation by a sign, but which are not communicative. For example, I might have a
piece of music in mind that I want you to think about, and I could achieve this by
inconspicuously whistling its melodies while you’re nearby, without you realising
when you think of the piece that I intended you to think of it. Although you thus
perceive the object and I get my desired interpretant by whistling, the sign has not
beenmutually recognised for what it is. Similarly, I might go about whistling with no
intentions at all, and you might notice the whistling and interpret it as a sign of my
good mood, though I had no desire to communicate that state of mind (although
I could do just that if I whistled ostentatiously while kicking my heels). Thus, in
order for the use of a sign to constitute a communicative act, there must be mutual
recognition that the sign is intended to bring an object and an interpretant into a
relation (Iwill comment on the obvious connection this haswithGricean pragmatics
momentarily).

Here, we add yet further degrees of intentionality that we must be careful
with. First, recognition is itself an intentional state, directed at whatever it is that
is recognised. In this case, it is an intentional state in the receiver, directed at the
signaller’s use of the sign (i.e. it is recognition not only of what the sign means,
but of the sign being meant to mean what it means). Second, to ensure mutuality,
the signaller must have a desire for the receiver to recognise their sign as having
communicative purpose, and the percept here is thus the complex of the sign and
its recognition. As an example, if I point at something, in addition to noticing what
I am pointing at, you must recognise that I am in fact pointing, rather than merely
stretching out my arm, and in performing the action, I must want you to have that
recognition, as it aids the interpretant I intend.

In the description up to this point, we have encountered all of the elements
that we need. To recap, we have five intentional states, each directed at one or
more of the object, the interpretant, and the sign (and it is the relations among these
that collectively determine the sign’s ground). Of the intentional states, two are
simply the perceptions of the object and interpretant, respectively; the third is a
signaller’s desire directed at use of a sign to bring about its interpretant; the fourth
is a receiver’s recognition of this desire for the sign and its interpretant; and the
fifth is the signaller’s desire for this purpose in the sign to be so recognised. There
are many interdependent elements to juggle in this account, and they are easily
confused, but all can be arranged into a more palatable definition:

(3) Communication: Use of a sign to produce an interpretant throughmutual recog-
nition of the sign as grounded to an object.

Human non-linguistic communication lends itself most readily to description
in these terms. For example, if I communicate to you that someone else’s cat is
crouching in the garden again by looking wide-eyed from you to the patio door, a
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fuller description we could give of this is that I use a facial gesture to produce (in
you) a percept of the cat through mutual recognition of the gesture as standing (in-
dexically) for (my) percept of the cat. My claim, however, is that this definition, with
one important adjustment, can extend to all possible varieties of communication in
the natural world, including those where all of the elements in the communicative
act are non-conscious.

Returning to an earlier example, we essentially have to askwhat it couldmean
for a poison dart frog to have communicative desires that it fulfils by signalling a
property of itself. Although intentionality was originally believed by Brentano to
be the hallmark of mental phenomena, it is not difficult to extend it to non-mental
phenomena if we adopt the intentional stance advocated by Dennett (1971). We
already do exactly this when we think, say, that a frog wants to make its poisonous-
ness known in order to be avoided, and there are reasons why this doesn’t seem
so ridiculous, even though we don’t believe that frogs have desires in the sense
that humans do. To adopt the intentional stance towards a system (such as an or-
ganism, or even a computer) is to describe it as having beliefs and desires, with a
view to predicting its behaviour. Thus, when we say that a frog wants to make its
poisonousness known, we can predict the development of a sign to represent that
property as a fulfilment of its desire.

Unsurprisingly, there has been considerable controversy about the adequacy
of using these anthropomorphic descriptions for non-conscious systems, as well
as about whether human beliefs and desires might in fact reduce entirely to non-
conscious equivalents (see Dennett 1987 and Ross et al. 2000 for more discussion).
However, the purpose of the intentional stance is not to make claims about the re-
ality of beliefs and desires as psychological states, but rather to predict behaviours
through the idiomatic ascription of such states, when this may be the best (and even
only) means of understanding behaviour. In this context, we can adopt the stance
just instrumentally, without concern for its metaphysics, and we need only think
about organic systems.

The critical point is that it is in the nature of evolution by natural selection
to produce organisms that can all be characterised as intentional systems. It is fun-
damental to the selective process that it favours those organisms that survive and
reproduce, and it favours those that do so most effectively (note that the ubiqui-
tous talk of natural selection as ‘favouring’ anything at all treats it as an intentional
system), so all organisms that exist can be fruitfully described as having a desire to
survive and reproduce, as well as beliefs about how best to go about it. Thus, it is
not so startling to say that a poison dart frog wants to communicate its poisonous-
ness because it believes that doing so will keep predators away, as this is just one
way of employing certain vocabulary to talk about targets of natural selection. Of
course, we still have all our work cut out for us in ensuring that the traits we talk
about are so targeted, but, if they are, the intentional stance applies automatically
as a consequence. One way of viewing this is to say that any attribute an organism
has that it would want to have in aid of its fitness, if it could think about it that way,
should be regarded as a percept of its survival intentions. Perhaps a less awkward
way of thinking about this is simply to say that any adapted property of a species
is a percept of selective intentions, and it is thus natural selection, rather than the
frog, that perceives the benefits of the frog being yellow.
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With this expanded notion of intentionality, we can understand percepts ei-
ther as things thought about, or as targets of natural selection. This imposes some
important limits on what might otherwise seem to be an unconstrained metaphor,
in that our definition of communication requires its elements to be percepts, so if
a property of an organism is neither a thought or an adaptation, then we should
expect that it cannot enter into communicative acts. This moreover means that non-
human communication cannot be distinguished from human language by thinking
of the former as being externally referential, as the only things that nonhumans can
communicate are things that are relevant to their fitness and are thus percepts of
natural selection—there cannot be referential meaning, human or otherwise. Bear-
ing all this in mind, we need not alter the definition of communication in (3) to
have it apply to non-conscious varieties—all we have to do is be clear that the five
intentionalities could be either psychological or selective. Compare the following
descriptions of communicative interactions, for example:

(4) a. Use of a facial gesture to produce a mental percept of a cat through mutual
mental recognition of the gesture as grounded to a mental percept of the
cat.

b. Selection of yellowness to produce selection of predator avoidance through
mutual selected recognition of the yellowness as grounded to a selected
property of poisonousness.

The parallelism is exact evenwith regards tomutual recognition, aswewould
discount as non-communicative any interactions where a trait has a signification
that evolution did not intend it to have (e.g., when the size of an animal is taken as
a deterrent, though that is not its evolved purpose). In the intentional idiom, a frog’s
colour is rightly regarded as communicative because it is meant to be recognised as
representing its poisonousness, and it is recognised as such, as evidenced by the
avoidance response.

Before seeing where this leaves us with language, we should appreciate quite
how general this account of communication is, given my claim that it can apply to
any communicative system. There is in fact no element of this description that is
novel, though it brings together several different perspectives. The triadic concep-
tion of the sign, object, and interpretant is of course Peirce’s (though Peirce would
have rejected such thorough mind-internalism), but, though the triad is excellent
for capturing taken meaning generally, it is only by making all three elements in-
tentional percepts that we limn communicated meaning especially. Of course, my
particular use of intentionality is Dennett’s, whose (1983) discussion of nonhuman
intentionality was heavily influenced by Grice, though he construed Grice’s ap-
proach more in terms of theory of mind than in terms of necessary elements in a
communicative dynamic. More important than Grice’s approach, however, is its
development into the definition of ostensive-inferential communication in Sperber
& Wilson 1986:

(5) Ostensive-Inferential Communication: The communicator produces a stimulus
whichmakes itmutuallymanifest to communicator and audience that the com-
municator intends, by means of this stimulus, to make manifest or more man-
ifest to the audience a set of assumptions I.
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It is by deliberate design that every aspect of this definition has a correspon-
dent in the definition of communication I gave, with the exception of the ground,
which is an important but often overlooked interaction of the other elements. In
translation, the stimulus is the sign, the set of assumptions is the object, their de-
sired manifestness is the interpretant, and that manifestness is mutual. The defini-
tion also has a correlate of the signaller’s desire towards the sign and interpretant
complex (Sperber & Wilson call this the ‘informative intent’), as well as to the sig-
naller’s desire towards the sign and its recognition (what they call the ‘communica-
tive intent’). The five intentionalities are all here, categorised in the same way, with
no more and no less. The only limitation of this definition of ostensive-inferential
communication is that it treats human interactions as possibly a special case, de-
pendent upon the subtleties of our social intelligence. Not so—this simply is com-
munication as it must be, and its ostensive-inferential character is simply the result
of the informative and communicative intents being realised mentally, rather than
selectively. Compare this with a completely different definition of communication,
that of animal signalling given by Maynard Smith & Harper (2003):

(6) Signal: Any act or structure which alters the behaviour of other organisms,
which evolved because of that effect, and which is effective because the re-
ceiver’s response has also evolved.

Note first that the inclusion of ‘structure’ here allows physical traits, like skin
colour, to be signals, which is what we allow by making it possible for signs to be
percepts of natural selection. In this definition, we find that the sign corresponds
to the act or structure, the interpretant to the altered behaviour, and the mutual
recognition of the sign to the necessary co-evolution of signal and response. There
are things missing in this definition, but they are all implicitly necessary—a sig-
nal can only have some effect on another organism if it has an object (or it would
be meaningless), which it is grounded to (this relation being what underlies the
well-studied problem of honest signalling; see Higham 2014 for a recent overview).
Maynard Smith & Harper also circumscribe the intentionalities for an interpretant
and for recognition by contrasting signals with other kinds of interactions: ‘Cues’
are thosewhere the trait has a signification it has not evolved to have (i.e. there is no
intention for the interpretant), and ‘coercion’ is where a response is forced without
communicative engagement (i.e. there is no intention for recognition).

These approaches to communicated meaning appear very different on the
surface as theywere designed to deal with very different phenomena, but I find that
they all present facets of one underlying dynamic that could be no other way. Once
we properly identify the five intentionalities of communication and the various in-
teractions of their percepts, we can abstract from their particular psychological or
selective character in particular acts and species, and thereby account for every va-
riety of communication in one like manner.

2.2.3. Language is More than Communication

Recall that, to establish the discontinuity of language, we must establish the non-
existence of the utterance-ideamapping in nonhuman species. Our account of com-
munication now allows us to ask more pointedly how utterance-idea mappings fit
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in the overall scheme of utterances relating to ideas. Consider, then, the differ-
ence between our poison dart frog, and, say, one person uttering to another, “it’s
poisonous”, to dissuade them from eating a death-cap mushroom. What are the
differences, and which (if any) are especially linguistic?

The most immediately obvious difference is the mental, rather than selective,
nature of the intentions in the communicative act. If language were selective like a
frog’s colour, we would all be born speaking the same words, and speaking them
automatically in the same situations. Fully selective vocal utterances are in factwhat
yells are: Selected calls that produce selected alertness in conspecifics through mu-
tual selected recognition of the calls as grounded to a selected property of panic.
Note how the fact that yells only relate to, rather than represent, ideas is partly cap-
tured in this by their objects and interpretants being affective states of the signallers
and receivers; any ideas that the receivers have are inferences from this affective
stimulation, which are not given by the sign.

We must therefore recognise the intentions in linguistic communication as
mental, but which ones? So far, I have only discussed cases where all of the in-
tentions are in harmony, but they need not be. For example, it is possible to make
conscious mental use of a sign as standing for a selected object, to produce a selected
interpretant. If I voluntarily fall about in tears (it being an act, rather than a phys-
iological response), it will be to produce sympathy (a selected response to crying)
through mutual selected (i.e. programmed) recognition of the crying as grounded
towards an unhappy state ofmind (states ofmindwithout percepts also being prod-
ucts of organic design). We therefore have to ask whether all, or only some, of the
intentions must be mental for utterance-idea mappings. It is certain that the object
and interpretantmust be, asmappings are always from and tomeaning. Evenwhen
an intended interpretant is a behaviour, as in an imperative, it is always targeted
indirectly through perception of the mental content specified by the utterance. It
is also necessary that the signaller’s intention towards the sign and its interpretant
is mental, as not having this mental intention would mean that the sign must be
produced automatically, while linguistic utterances are voluntary.

The receiver’s recognition, and the signaller’s intention for it, are similarly
clear-cut, though they aremore nuanced. If therewere a one-to-one correspondence
between utterances and the ideas they refer to (i.e. if language were entirely unam-
biguous), then the receiver would not need to know of the signaller’s intentions
towards the sign and its interpretant, as each interpretant could be derived without
any understanding of the signaller’s psychology. However, this is nowhere close
to reality—language is deeply ambiguous and, as previously discussed, pragmatic
enrichment of utterances is an all-pervasive necessity, so there is no possibility for
language unless a receiver has some mental recognition of the purpose to which a
signaller is putting their utterance, and the signaller likewise intends this recogni-
tion. Unlike non-linguistic and non-conscious communication, any communication
with a mapping of utterances and ideas therefore requires all the intentional com-
ponents to be mental in character.

We reach an important juncture here, as a lesson we learn from this is that
mutual recognition of communicative intentions (i.e. ostensive-inference) is a bi-
ological precondition for utterance-idea mappings. This mutual understanding of
intentions is the property of ‘shared intentionality’ analysed by Tomasello et al.
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(2005), and it is generally agreed to be a human development of theory of mind.
In other words, we are all implicitly or explicitly in agreement that a precondition
for utterance-idea mappings is not met by nonhuman species, so they cannot pos-
sibly have such mappings. The few scholars who suggest otherwise (e.g., Corballis
2017) largely focus on the gestural repertoires of other great apes, which are ‘inten-
tional’ in the sense of being voluntary, but there is no evidence that they have shared
intentionality (Byrne et al. 2017). Instead, apes gesture mostly unsuccessfully and
repetitively until some behavioural goal is achieved, as their actions are structured
to give cues for physical responses, rather than to communicate mental percepts
(this is true whether they are interacting with conspecifics or humans). They realise
that conspecifics are agents with abilities to satisfy desires, and they may even un-
derstand that others have beliefs and desires of their own, but they do not cognize
that an individual’s beliefs could be about another’s, so they lack the leverage of
shared intentionality to exchange mental content (note that their interactions can
be described as communicative despite not having shared intentionality, as mutual
recognition is still instantiated by natural selection, the gestures and their responses
being innate). As See (2014) observes, even if we are generous about primate vo-
calisations, interpreting those as volitional and goal-directed rather than automatic
and non-conscious, they would also have the same intentional limitations.

In a moment, I will describe a visible property of utterances that we could
use to identify them as mapping to ideas, but so long as we accept the uncontrover-
sial point that only humans have shared intentionality, we have already ruled out
nonhumanmappings as an impossibility. Why is it, then, that we are not all discon-
tinuity theorists? Well, we are interested in somethingmore precise thanmappings
themselves—we are interested in the cognitivemechanisms that facilitate the devel-
opment ofmappings in the right circumstances. We know that shared intentionality
is not itself this mechanism, as there is shared intentionality in much non-linguistic
communication (i.e. communication that is all pragmatics and no semantics). Con-
tinuity theories are therefore those that claim that the mechanism that facilitates the
association of utterances and ideas pre-exists shared intentionality, and the evolu-
tion of shared intentionality led inevitably to utterance-idea mappings through a
drift to abstract linguistic signs (e.g., Tomasello 2008 and Scott-Phillips 2014).

Stating this in some other equivalent termsmay set some alarmbells clanging:
Continuity theories are those that claim that the mechanism underlying utterances’
mappings to semantics pre-exists shared intentionality, and the evolution of shared
intentionality led inevitably to semantics, as just a highly derived form of pragmatics.
Discontinuity theories maintain a categorical difference between pragmatics and
semantics, and claim instead that the mechanism for semantic mappings came after
shared intentionality and is distinct from it. We therefore need to consider whether
this categorical distinction is justified.

We have a framework in place for the meanings involved in pragmatic com-
munication: They are mental or selected percepts, and, as semantic meanings are
never selected meanings, we need only be concerned with mental ones. These per-
cepts are individual in two very important respects. First, they are mental repre-
sentations of individuated perceptible entities, whether real or fictional. For ex-
ample, I can think about and point at some particular chair, but I cannot gesture
non-linguistically at CHAIR, the abstraction of all things that can count as some
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kind of chair. These meanings are also individual in the sense of their grounds be-
ing self-referential—the chair that I point at can only be identified as the object of
my pointing by recognising my signaller’s intention and following the line of my
arm.

Utterances with semantics are also partially individual, as they all require
pragmatic interpretation. It is the purpose of any linguistic utterance, like many
non-linguistic ones, to specify an individuated mental percept, and this requires
an amount of self-reference for ambiguity resolution. However, the essence of ut-
terance semantics is what is general, rather than individual. Although I have no
non-linguistic gesture for CHAIR, I have a word for it, and I have words for all
kinds of properties that cross-cut individuated mental representations—how could
one non-linguistically gesture at the colour of a wall, or at the exact number of a
heap of stones without counting them out individually? All of these things are con-
cepts rather than percepts, and it seems that concepts cannot be percepts, in that we
cannot bring concepts before our mental attention. Although we may try to think
of our concept BIRD, say, what we will think about is some particular prototypical
bird standing for the properties that our concept organises, though that prototype
cannot be the concept itself (see Armstrong et al. 1983, Connolly et al. 2007). We
cannot have a mental perception of the concept as it subsumes everything from the
peewit to the penguin, and if we otherwise tried to describe it, we would resort to
using other words for other concepts as periphrastic definitions. Concepts are thus
like ‘filenames’ that organise our thoughts (Fodor 2008), but the only things we can
actually think about, in intentional terms, are perceptible file contents.

While the individuality of pragmatic communication requires the ground of
a sign to refer to a signaller, the generality of semantic communication allows non-
self-referential grounds, as concepts are not specific to individuals—concepts are
relations among percepts, and though such relations must have individual neural
instantiations, they are also abstractions over individuals, in just the same way that
we must all have different neural instantiations of structurally identical sentences.
We can therefore identify utterances with semantics by observingwhether their use
has a non-self-referential ground (i.e. an independence of signallers’ communica-
tive intentions). Of course, this is impossible to observewith any single utterance, as
all utterances have a pragmatic element, but if we look at patterns of use, semantic
utterances ought not to be correlated with characteristic intentions for recognition
and interpretation:

(7) Non-Self-Referential Grounding: Utterances that map to ideas can be identified
by a pattern of use that is independent of particular communicative intentions
on occasions of use.

This applies quite neatly to humans, as we can use it to distinguish words
that do and do not have a mapping to ideas. For example, ‘hello’, which is not
syntactically or semantically compositional, is strongly correlated with a specific
intention to be recognised as signalling a greeting. Take semantically contentful
words, however, and they have no strong correlation with specific intentions (we
put other words to use for all kinds of different purposes). In case we are not con-
vinced of other species’ deficiency in shared intentionality, we can instead observe
that none of their utterances exhibit this patterning—the most advanced vocal and
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manual gestures in closely related primate species are all directed towards specific
communicative goals, and are thus fully pragmatic. This evokes some of the old
arguments against behaviourism, the first page of Fodor 1975 stating:

the contribution of [an] organism’s internal states to the causation of
its own behavior seems sufficiently undisputable, given the spontane-
ity and freedom from local environmental control that behavior often
exhibits. (Fodor 1975: 1)

Here, we could just as well say that an organism’s internal mapping of utterances
to ideas is sufficiently undisputable when the utterances have a spontaneity and
freedom from local environmental control.

This much establishes that semantic and pragmatic meanings are mentally
different in kind, but mightn’t shared intentionality nonetheless be sufficient for
both, as continuity theories claim? There are two points to consider here. In a se-
mantically compositional system, where composition is driven by syntactic struc-
ture, accepting standard arguments for a poverty of the stimulus entails that there
must be some innate syntactic capacity over and above our pragmatic abilities that
is responsible for the semantic composition of morpheme sequences. One can try to
get around this by denying the poverty of the stimulus and arguing that syntactic
structure is a byproduct of cognitive efficiency or learning constraints, but in set-
ting out the theoretical landscape, I will simply assume the generative position that
these arguments are fundamentally misguided.

Earlier, however, I stated that compositionality (and thus syntax) is not an ob-
viously necessary component of the utterance-idea mapping. We can at least imag-
ine a scenario in which shared intentionality at first permits holistic utterances to be
associated with situation-specific pragmatic meanings, with forces in cultural evo-
lution later leading to holistic utterances being associated with abstract concepts,
thus being more recognisable as morphemes with semantics. To get compositional-
ity, an innate syntactic facultywould still need to be added afterwards, as there is no
route from holism to compositionality without it (Tallerman 2007), but still, some
formof utterance semanticsmight have preceded syntactic structure. At heart, what
this claim amounts to is that there is no cognitive, mechanistic difference between
acquiring the purely pragmatic significance of a word like ’hello’ and acquiring
the semantic significance of a word like ’cat’—in both cases, shared intentionality,
mixed with domain-general associative learning mechanisms, are sufficient for the
morphemes to get their meanings, even though these abilities would be insufficient
for morpheme sequences to get compositionalmeanings.

Though this seems admittedly more plausible, I think it has to be false. As
with syntactic structure, the problem is again a poverty of the stimulus, though this
time with the non-self-referential grounding that characterises semantic utterances.
Utterances with pragmatic meanings, like ’hello’, are by their nature identifiable
with the intentions of their users—what their users intend by them on individual
occasions simply is constitutive of their meaning, and associative learning can han-
dle this without issue. However, semantic utterances are more than their intended
use on individual occasions. It is not just that semantic utterances refer to abstract
concepts that are context-independent, but also that their use extends beyond the
conceptual referents to which we are exposed, such that there are cases in which
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it seems implausible to account for the novel use of a word as being a pragmatic
modulation of some meaning that we have observed it to have in a prior instance.

Themost obvious examples aremetaphors. Consider theword, ’open’, for ex-
ample. It has various ordinary uses, as in ’open the door’, ’open the letter’, ’open the
shop’, and ’open thewound’. Each of these uses requires a contextual interpretation—
taking a scalpel to a door would not satisfy the meaning as it would for a wound
(Recanati 2004)—but it superficially seems that there is some highly abstract sense
of ’opening’ that applies to them all. Yet, consider the use of the word in Bellow’s
The Dean’s December, where a dog, barking as if in protest at the limits of its ex-
perience, is imagined to be saying, ’open the universe a little more!’ There is no
difficulty in assigning an interpretation to this unusual use of the word, but what
schematic sense of ’open’ applies equally to this use as it does to all the others?
It seems rather that ’open’ has no core conceptual meaning that is modulated sit-
uationally, but rather that it can refer to entirely novel concepts, so long as these
concepts have a sufficient resemblance to those of previous uses (Carston 2013). If
this is true, then the meaning of a word is strictly speaking not a concept or even
a range of possible concepts, but rather some network of conceptual features that
implicate concepts as more or less likely to be referred to by the word. As these
features and their connection to morphemes is a form of tacit knowledge not sup-
ported by experience, there must be some domain-specific mapping capacity that is
responsible for organising an individual’s lexicon in this way, and this would have
to be an evolutionary discontinuity that post-dates shared intentionality. Exactly
what this lexical capacity consists in is as yet unclear, but in §3 I will consider some
of its broader implications for a Chomskyan theory of syntax. First, however, a few
brief comments are warranted on the overall significance of such a discontinuity.

2.3. The Significance of Discontinuity

In section 2.1, I stated that defining discontinuity as a lack of inheritance is compati-
blewith evolutionary gradualism, so the fact that a discontinuity theory is necessary
should not dishearten those who feel that an adaptive explanation of language ori-
gins is essential. To understand the relation between discontinuity and gradualism
more precisely, we first need to acknowledge that choosing traits to study can be
somewhat artificial if it is not done carefully, as we are led to deconstruct whole,
integrated organisms into collections of interacting parts. Often, we are biased in
this by how we, as humans, have evolved to categorise the things we perceive in
the world, and this need not relate in any informative way to the actual genetic,
developmental and structural organisation of organisms. We therefore tend to end
up with false impressions of traits as being somehow isolated from the rest of the
organism in which they are incorporated, suggesting that they have been targeted
by selection pressures, even though they may be nothing more than non-selected
byproducts of other traits, or ‘spandrels’ (Gould & Lewontin 1979).

The ‘biological’ conception of homology that I discussed in section 2.1 has
tried to counteract these problems by focusing on just those traits that are develop-
mentally individualised, with the expectation that their evolutionary development
will likewise have been independent of much of the rest of the organism (Wagner
2016). However, even if we succeed in identifying such traits, this ontogenetic and
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phylogenetic independence does not eliminate a fundamental reliance that all traits
have upon pre-existing organic material to come into existence at all, and this basic
fact grounds all discontinuities in continuity.

To demonstrate this, it is perhaps unhelpful to search for developmentally in-
dividualised traits, as we know far too little about how language cognition individ-
uates in this way. Instead, we can learn from the similarly messy, integrative trait
of bipedalism. There are many other traits besides bipedalism with longer genetic
histories that had to exist prior to its development—some are obviously necessary
precursors, like having at least two legs, while others are more subtle, like having a
particular configuration of the legs, hips, and spine. All of these traits would have
evolved for their own independent benefits, and none with any foresight for mak-
ing bipedalism inevitable or even possible, but only when they came together in
conspiracy could a rudimentary form of bipedal behaviour be experimented with,
and subsequently refined. In a sense, thoughwe can identify the discontinuous ori-
gin of bipedalism with the narrow window of time in which something resembling
bipedal behaviour began, the possibility of its origin was much more deeply rooted
in the history of life. Every trait has these substrates: Traits that are the basis for
other traits to evolve.

Whenwe identify a trait of interest, then, establishing some vague time for its
origin is only the first step in an explanation of its evolution, and the easiest. True
understanding comes with identifying a trait’s substrates in antecedent species, be-
fore the interactions of variation and selection created it in some primitive form
and then developed it through descent. Of course, all substrates are themselves
traits with their own substrates, each one implicating more and more, until the en-
tire organism and its evolutionary history are involved. Part of the challenge we
face in this is to delineate traits and trait relationships in ways that can elucidate
an organism’s functions and their history. With regards to language evolution, a
useful example is speech physiology. Our species is capable of producing a variety
of speech sounds, and we know from the highly limited abilities of other apes that
this capacity arose as a discontinuity in hominins, but how did its substrates lead
to the possibility of that origin?

The production of speech sounds has many phenotypic and genotypic sub-
strates, minimally and most importantly including the anatomy of the vocal tract
and its integration with fine motor control. Consider, then, a hypothetical sce-
nario in which some hominin ancestor had a vocal tract configured roughly like
that of modern humans, but without the neural integration necessary for any ac-
tual speech-making behaviour. Tattersall (1998) suggests that this is in fact close
to the truth, and macaques provide an intriguing parallel—a study by Fitch et al.
(2016), revising the methods and conclusions of an influential paper by Lieberman
et al. (1969), showed that macaques have vocal tracts that are physically adequate
for a variety of speech sounds, though the monkeys don’t produce any, presum-
ably because of a lack of neural control, rather than motivation. Given a scenario
like this in hominins, we would obviously conclude that the ability for speech was
brought about by modifications to our ancestors’ motor control of the vocal tract.
Thus, the discontinuous origin of one trait—speech—would have been predicated
on underlying continuities in its substrates—vocal tracts andmotor control—which
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underwent a gradually transitioned integration (see Ackermann et al. 2014 for one
such story).

Ultimately, what this means is that it is never quite right to talk of a trait
discontinuity as a discontinuity tout court. All traits are the integration of their
substrates, and all trait continuities are the integration of their substrates’ conti-
nuities. Moreover, as the evolutionary process is enormously conservative—recall
that the average genomic difference between humans and chimpanzees is around
1–2% (Chen & Li 2001)—every discontinuity arises in a context of massive substrate
continuity. It is in this sense that all discontinuities can and should be construed as
special cases of continuity: All are tips of innovation on icebergs of conservation,
with the tip unable to exist without its supporting structure.

Bearing these aspects of discontinuity in mind, Lenneberg’s approach dif-
fered considerably from the one I developed in the previous section, as he regarded
the discontinuity of language in a deliberately trivial way, noting only that every
species is by definition discontinuous with every other, and he felt that the unique
properties of language ought to be explained as much as possible through develop-
mental reorganisations of commonalities (see Boeckx & Longa 2011 for a detailed
discussion of this point from a more modern perspective). Thus, while Lenneberg
did not deny that language is unique among animal communication systems, he
avoided talk of language as an integration of other, independent traits (and espe-
cially the idea that somemight be sui generis), while trying to explain characteristics
like syntactic structure as developmentally complex expressions of widely shared
conceptual capacities for categorisation and differentiation.

Initially, this seems antagonistic to any attempt to isolate a constituent prop-
erty of language and claim it as an evolutionary capstone that brought other traits
together in a new system of linguistic behaviour. However, note how the hypothe-
sised discontinuity in speech described above was behavioural, and predicated on
continuities in traits at the lower anatomical level. Just as was the case in the discus-
sion of homology (and drawing parallels with Marr’s 1982 plan for understanding
the visual system), if we are careful to not mix up different levels of analysis, we
will find that these different approaches to trait evolution are complementary.

By simply identifying a unique behavioural or cognitive feature, we are not
forced to make any claims about it corresponding exactly and exclusively to some
individualised developmental process. It could well be the case that the utterance-
idea mapping, or Merge, is nothing more than a theoretical abstraction that labels a
phenomenon which emerges from our complex biological design, but which has
no encapsulated existence at a physical level. As such, Lenneberg’s program is
crucial for identifying how these sorts of discontinuities can result from gradual
descent with modification. However, just as we mustn’t take ‘biological’ homol-
ogy too far in its obsession with developmental individuation, so we mustn’t do
the same here—if we don’t develop the theoretical abstractions in the first place,
we will not even identify what it is that is to be explained in terms of its physical
implementation. Indeed, approaches that repudiate these abstractions inevitably
have their own; they are just either so mindless or simplistic that they are not seen
for what they are. Of course, our abstractions must be open to significant revision
upon discoveries in neuroscience and developmental biology, but we will end up
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understanding nothing if we pretend that we can understand everything from the
bottom up (Krakauer et al. 2017).

In sum, there is nothing upsetting about discontinuity, and nothing inher-
ently saltational about it, as all trait origins are discontinuities, and all disconti-
nuities have continuous substrates. Moreover, the task I have been engaged in
is specifically the identification of a cognitive discontinuity, independent of any
claims about its developmental organisation. Of course, the real test for such a dis-
continuity, as I will explore in the next sections, comes with actually explaining its
origin. What discontinuity theories of language evolution must do is make clear
what substrates preceded linguistic ability so that it could have had a hominin ori-
gin. As stated previously, there aremany potential varieties of discontinuity theory,
but I will only be concerned with Minimalist ones here.

3. Discontinuity in Minimalism

3.1. The Standard Account

In the context of language evolution, the main attraction of Minimalism—and ad-
mittedly its implausibility to some (e.g., Pinker & Jackendoff 2005)—is its offer of
a clear response to what has been dubbed ‘Darwin’s problem’. This is simply the
question, “how could language have evolved?”, only asked quizzically because we
appear to be dealing with an inconceivably speedy evolution of a biologically com-
plex system. As Lieberman (2015) states, Darwin’s problem does not exist in con-
tinuity theories, which hypothesise an evolution over many millions of years, but
we’ve seen that continuity theories have more serious things to worry about.

Chomsky has also in various places (e.g. Chomsky 2010) referred to this as
Wallace’s problem to emphasise the doubt he shares with Wallace about the mech-
anism of natural selection being able to produce linguistic competence (Wallace
1869). However, Wallace also doubted that natural selection could be responsible
for human hands and hairlessness, so his was not a cogent reflection on the rela-
tionship between human cognitive abilities and evolutionary processes. Ultimately,
whether it’s Wallace arguing incredulously for a guiding divinity or, say, Pinker &
Bloom (1990) flogging adaptationism as an elixir for complex design, too many hy-
potheses about language’s evolution begin with astonishment and then search for
mechanisms that can create astonishing things. I think we are safer starting with
biological properties.

Biologically, then, the core motivation of Minimalism is to narrow the differ-
ence between humans and other animals while maintaining a qualitative separa-
tion in linguistic competence, so that the origin of language can happily fit into the
available time. Ideally, this should be accomplished by some very small genetic
changes with large phenotypic effects, so that there would be no need for incon-
ceivable amounts of mutation and selection. If this were possible, accusations of
fanciful saltationalism would then fall flat.

Linguistically, Minimalism aims to do this by unifying the diverse structural
phenomena that were at the heart of Government and Binding theory (GB), such as
binding relations, case assignment, and argument structure, with more basic prin-
ciples of syntactic derivation. As Hornstein (2009: 7f.) notes, the GB vision of the
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language faculty was internally modular, its phenomena having their own inde-
pendent primitives, and this is a highly suspect property for the language faculty,
as it is unlikely that such modules could have evolved and integrated in so short
a time. Indeed, even over many millions of years, it is difficult to see how these
modules could have developed as basic units of language ability, rather than their
properties being emergent (see Poeppel & Embick 2005 on the ‘mismatch problem’
between the primitives of linguistic theory and cognitive neuroscience).

There are now many approaches within the Minimalist framework, but all
try to stray as little as possible from the StrongMinimalist Thesis, which claims that
all the structural properties of languages are derived from the binary set-forming
operation, Merge, taking lexical items as input, building them into recursive hier-
archical structures while constrained by third factor principles of efficient compu-
tation (Chomsky 2005), before converging at interfaces with the sensorimotor and
conceptual-intentional systems.

Of many expositions, Berwick & Chomsky (2016), hereafter B&C, give a con-
cise summary of how the Strong Minimalist Thesis ought to lend shape to our bio-
logical history:

In some completely unknownway, our ancestors developedhuman con-
cepts. At some time in the very recent past, apparently some time before
80,000 years ago if we can judge from associated symbolic proxies, indi-
viduals in a small group of hominids in East Africa underwent a minor
biological change that provided the operationMerge—an operation that
takes human concepts as computational atoms and yields structured ex-
pressions that, systematically interpreted by the conceptual system, pro-
vide a rich language of thought. These processesmight be computation-
ally perfect, or close to it, hence the result of physical laws independent
of humans. The innovation had obvious advantages and took over the
small group. At some later stage, the internal language of thought was
connected to the sensorimotor system, a complex task that can be solved
in many different ways and at different times.

(Berwick & Chomsky 2016: 87)

Although I ultimately favour Minimalist descriptions of syntactic derivation,
I think this account has some irreparable conceptual flaws, deeply rooted in a certain
view of language that wemust take pains to pick apart. First, though, let me discuss
what is notwrong with this description.

An architecture consisting ofMerge (or something like it), with some interface
and third factor constraints, I fully take for granted. There is no issue with positing
that a minor biological change could have produced Merge (though the talk of its
adaptive benefits is perfunctory), as it is computationally basic. It may be a com-
posite operation of, say, concatenation and labelling (Hornstein & Pietroski 2009),
but, however it is implemented, a capacity to compute recursive set formation is an
all-or-nothing deal.

Of course, a consequence of accepting both that syntax is fully captured by
Merge and that Merge evolved almost instantaneously is that all syntactic phenom-
ena ought to have appeared instantaneously too. At risk of contradicting myself, I
share the doubts about this (e.g., Tallerman 2014), but in a specific weak sense. It
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has been the traditional approach in generative linguistics to have syntactic deriva-
tions fully determine utterance output. This is exemplified by Kayne 1994, where
the Linear Correspondence Axiom was intended to ensure a one-to-one correspon-
dence between the left-to-right sequence of morphemes in an utterance and their
top-down sequence in a syntactic tree (this approach had a notable cross-linguistic
application in Julien 2002). However, it is now common practice, if not universal,
for syntactic derivations to under-determine utterance output, so that many features
of left-to-rightmorpheme sequencesmust be imposed by the sensorimotor systems,
creating many language-particular discrepancies with the underlying syntax. Al-
though this inevitably makes the connection between utterances and syntax more
oblique, so that it is harder to work out what syntax is doing (Anderson 2013), it
means that many traditionally ‘syntactic’ word order phenomena may not be ‘syn-
tactic’, in the sense that they arise aftermental computations have finished and been
spelled out. Thus, the full panoply of traditionally ‘syntactic’ (i.e. word order) phe-
nomena would not have arisen instantaneously withMerge but this is because they
are not due to Merge, in which case they are after all not ‘syntactic’ in the relevant
sense (i.e. computationally derived). The small-print of this Minimalist offering is
that Merge will give you everything, but everything isn’t as much as it used to be.

Also unproblematic is the suggestion that concepts precede language, and the
structures built by Merge are primarily connected to the conceptual system, rather
than the sensorimotor systems. Themost obvious reason for this is that there simply
isn’t any inherent hierarchical structure in utterances, as they are one-dimensional
acoustic or visual strings. We are only able to infer that this structure is supposed to
be represented in utterances, and perhaps form our expressions with prosody that
respects and suggests it, because we have an innate mental prejudice to discover
it, given that utterances map to semantic compositions that are syntactically struc-
tured by necessity. Moreover, while hierarchical structures have clear benefits in a
system of thought, allowing the generation of internally complex ideas, there has
been no convincing demonstration that a non-hierarchically structured signalling
system would be improved by this additional complexity (Számadó & Szathmáry
2006)—unless, of course, it was to represent ideas that already possessed that struc-
ture.

The fact that utterances have syntactic structure only secondarily often creates
a confusion about what exactly linguistic competence is, given that the syntactic
structure of concepts is a precondition for anything we would identify as linguistic
expression. Does this mean that linguistic competence after all cannot be the ability
to map between utterances and ideas, as I have described it, and must instead be
the ability to generate syntactic structures, evenwithout actual or possible external-
isation? While it is undeniable that linguistic structure is rooted in the conceptual
system, it is stubborn to insist that linguistic competence is merely that structure-
building capacity. On the standard Minimalist account, there was a time, however
brief, when hominins had syntactically structured ideas that were not externalised,
as the sensorimotor systems had not yet been integrated, and it would be foolish
to call these intelligent but mute hominins linguistically competent. Allowing for
the possibility that syntax originated in ideas therefore does not affect my state-
ments characterising linguistic ability as the utterance-idea mapping. Competence
is therefore not the same thing as the ‘narrow’ language faculty limned by Hauser
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et al. (2002), which may in any case not be helpfully defined (see especially Boeckx
2013 on this).

Finally, there is mounting evidence that refinement of the sensorimotor sys-
tems, with neural integrations allowing complex acoustic signals and a vocal learn-
ing capacity that far surpasses that of other primates, would have had sufficient
time to evolve, even if the developments were entirely hominin. As stated already,
there is evidence that our vocal tracts were speech-ready long before speech use,
even if not quite so exquisitely (Tattersall 1998), and there appear to be deeply con-
served genetic bases for vocal learning that may find a rapid implementation in the
right circumstances (Pfenning et al. 2014).

Now to the problems. As stated in section 2.3, identifying the trait (Merge)
and the time of its origin (in hominins) is only the easy work of setting the parame-
ters for the question (perhaps the arrival of the Minimalist program over a century
after On the Origin of Species should be a warning to us). What an actual theory of
language evolution needs to do is identify the substrates of the identified trait in
antecedent species to explain how its origin and spread was possible. For the lan-
guage faculty, the substrates that we might identify could be genetic, anatomical,
neurological, cognitive, behavioural, and even cultural. Although it is encourag-
ing that B&C and Boeckx (2017) have attempted to identify a neurological basis for
Merge (for a short review of neuroimaging data also see Friederici, this issue), in or-
der to make it seem less like a bolt from the blue, I think there is still so much to be
said about the computational substrates of the language faculty (again setting aside
their developmental basis as a separate issue) that we don’t yet need to venture into
other territories.

Although Merge would have appeared rapidly, its first interactions would
have been with the conceptual system, and the sensorimotor systems could have
been refined quickly, what seems entirely unreasonable is that Merge’s integration
with the rest of our cognitive faculties had to come for free. Bear in mind, Merge
is not just an operation with some output, it is an operation with very specialised
input (‘conceptual atoms’, which are supposed to be unique to humans), as well as
outputs that have to be interpreted by interfaces with independent cognitive mod-
ules of phonology and semantics.

Even if we can explain how syntactic computation originated in hominins
(ignoring the mystery of its conceptual input), we would still have to account for
the cognitive mechanisms that translate its structures into forms that are intelligible
these other mental systems. For this, it does not matter that the sensorimotor and
conceptual systems are comparatively ancient—syntactic structures are purported
to be generated in a novel autonomous module that these other systems now inter-
face with, so their mechanisms for interpreting syntactic structures must be every
bit as novel as the syntactic process itself. For example, if the meaning of some syn-
tactically structured utterance depends upon interface rules that translate syntac-
tic configurations into logical forms, those translation rules must surely post-date
the origin of syntax. What would it mean to say that the conceptual-intentional
system was able to interpret syntactic structures before there were any such struc-
tures? Did Merge bring its own interface rules, or did the interfaces evolve their
rules independently? Merge is generally thought to be constrained in its deriva-
tions by conceptual impositions like the functional hierarchy, but if Merge is just
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a set-forming operation whose autonomous structures are built for interpretation,
how did the conceptual-intentional system ever come to impose these constraints?
To date, the most prominent answer is only that Merge is not so constrained (e.g.,
Chomsky 2004) and that the interfaces filter out sequences they don’t like. As I will
come to explain more fully, these ad hoc stipulations are the result of an unnatural
severance of a syntax that should be closely intertwined with its semantics.

To make a start at this resolution, let’s return to the three as yet unexplained
hominin discontinuities that the standardMinimalist account proposes. Paraphras-
ing the earlier quotation from B&C, these are (in order of origin):

A. The origin of (some relevant notion of) atomic concepts.

B. The origin of Merge within the conceptual system.

C. The origin of sensorimotor integration with the output of Merge.

Immediately, we can note that this improbable sequence must be incorrect
if all of (A)-(B) are hominin origins and independent of each other. Although lan-
guage, as an autapomorphy, is simply biologically improbable, if (A) does not pre-
dispose a species to (B), and (B) does not (C), it is inconceivable that hominins should
have accrued all of these fortunes while nonhumans have been blessed with none.
Nonetheless, it is basically correct to characterise the language faculty as constituted
somehowof the elements in (A), (B) and (C), and in that order, sowehave two routes
to plausibility: Either these are not all hominin in origin (i.e. other species possess
at least concepts, and perhaps Merge), or these are not independent.

The approach taken in B&C entails that language evolution, though described
in three stages, after all required only two innovations—concepts andMerge—with
sensorimotor integration in some sense inevitable or free (and thus not an indepen-
dent development). What this means is either that sensorimotor integration is so
cheap and valuable after Merge evolves that it is unavoidable, so a species simply
cannot find itself at (B) and not proceed to (C), or the sensorimotor systems have
always had some kind of access to the content of the conceptual system, so that (C)
was not the evolution of lexical andphonological capacities, butwas rather amere re-
finement of sensorimotor physiology to make the externalisation of an unbounded
system of ideas more effective. In either case, for B&C other species cannot have
Merge because its presence is sufficient for its externalisation.

B&C in fact seem to believe that, whatever integration of the sensorimotor
systems was necessary, sensorimotor access to concepts is ancient (and therefore
free, in the sense above), as they take utterances in every species they consider to
be straightforward reflections of conceptual ability (see Tallerman 2014: 208f. for
more discussion of this). This effectively means that they draw an equivalence be-
tween words and concepts, or, more weakly, that they presume conceptual reper-
toires to guarantee lexical ones, so that the lack of words in other animals (which
is undoubted for the reasons given in section 2.2) means that animals have no con-
cepts. They do state (p. 84) that other primates have “conceptual structures”, but
by this they seem to mean that primates can make relational distinctions between
things like actors and actions, singular and plural, without anything like property
categorisations.
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There are bizarre consequences to claiming that animals do not have concepts,
as demonstrated by a discussion of the chimpanzee, Nim, where B&C cite Pettito
(2005: 86f.) before concluding that he had neither words nor concepts:

Chimps, unlike humans, use […] labels in a way that seems to rely heav-
ily on some global notion of association. A chimp will use the same label
apple to refer to the action of eating apples, the location where apples
are kept, events and locations of objects other than apples that happened
to be stored with an apple (the knife used to cut it) […] all simultane-
ously and without apparent recognition of the relevant differences or
the advantages of being able to distinguish among them […] Surpris-
ingly then, chimps do not really have “names for things” […] They have
only a hodge-podge of loose associations with no Chomsky-type inter-
nal constraints or categories and rules that govern them.

(Berwick & Chomsky 2016: 146)

Nim clearly did not use anything in a word-like way, but if the sign he used
was used of eating apples, apple locations, apple actions, apple tools, and so on,
then he likely had the concept of an apple, as that is the only psychological constant
that relates all of these disparate references. However, by allowing him the concept,
we are not compelled to somehow interpret his use of the sign as being intended
to mean APPLE, which I agree is impossible. Rather, his haphazard pragmatics
seem very much like a child at the one-word stage, where single words can repre-
sent complex thoughts that include the referent—for example, doggie for, “there’s a
dog!”, “can I pet the dog?”, and “the dog is biting me!” (Jackendoff & Wittenberg
2014). What Nim lacked may not have been the concept that his trainers wanted
the word to signify, but rather an ability to form systematic associations between
repertoires of concepts and signs, so that he could pass the one-word stage and be-
gin expressing structured ideas in a way that respects things like lexical categories
and functional relations. In other words, this is just what sign-use looks like when
you have concepts and a reasonable pragmatic ability, but no mechanism for form-
ing semantic mappings.

Moreover, just as Nim would have been incapable of mentally represent-
ing his handlers’ intentions, his handlers appear to show a systematic oversight
of Nim’s own intentional competence. As we know chimpanzees to be limited by
their lack of shared intentionality, we can only expect that, even if they have con-
cepts, they must fail to communicate them, as being able to do so requires a degree
of theory of mind that they don’t possess. Indeed, Nim’s behaviour is remarkably
similar to the goal-orientated activity of chimpanzees in the wild, whose behaviour
is highly likely to be structured by competences to categorise objects and properties
in the world as concepts (see Fitch 2017 for more discussion of the false conclusions
that B&C draw from limitations on communication of ideas).

The identity between word and concept that B&C tacitly assume is particu-
larly evident in their conclusion from that same passage:

It appears that chimpanzees are perfect examples of pure “associationist
learners”—what they seem to have are direct connections between par-
ticular external stimuli and their signs. They do not seem to regard the apple
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they see in some mind-dependent way […] Rather, they have stored a list of
explicit, mind-independent associations between objects in the external
world and the ASL signs for them.

(Berwick & Chomsky 2016: 146–147; emphasis added)

Again, rather than Nim using associative intelligence, B&C interpret Nim as
an associative intelligence, his psychology a repository of statistical correlations be-
tween stimuli, with no conceptual understanding of types of objects and events that
he encountered—Nimwas just one of Skinner’s superstitious pigeons in an ape cos-
tume. I in fact agree that Nim stored an explicit list of associations between external
objects and signs (i.e. he had only Hockett’s semantics, not the real deal), but the
portion I italicised is a non-sequitur: Just because Nim was unable to form an as-
sociation between utterances and concepts does not mean that Nim had no such
concepts, as there are cognitive capacities besides having concepts that are neces-
sary to form systematic sensorimotor representations of them. B&C are thus led
to a catastrophic vision of human evolution, with language not just a capacity to
communicate structured ideas, but the primary source of ideas, fundamentally re-
constituting the way that our brains organise and process information:

Human cognoscitive powers provide us with a world of experience, dif-
ferent from the world of experience of other animals.

(Berwick & Chomsky 2016: 86)

Their continued underlying assumption is that utterances across species are a direct
insight into their mental life. All one has to do is listen, and one knows what it is
like to be a bat (see Nagel 1974).

Against these ideas, not only is there substantial empirical evidence that non-
human species have concepts as humans have them (see Hurford 2007 for a com-
prehensive review), it also seems cognitively necessary, in that the same associative
mechanisms that were rejected as a theory of utterance-idea mappings in the rejec-
tion of behaviourism are just as incapable of explaining non-linguistic behaviour—
nonhuman specieswould simply not be capable of their richly structured behaviours
were it not for a capacity for forming mental abstractions of sensory experience.
Dupré (1996) has correctly pointed out that to assume otherwise is to be beholden
to the Cartesian view that there is a gulf between humans and nonhumans, the latter
being unthinking automata.

Importantly, if we are compelled to believe that other species have concepts,
then, as they don’t have words, words and concepts must be fundamentally disso-
ciated, and this dissociation means that B&C must be wrong to think that sensori-
motor access to the conceptual system was cheap or free—if so, animals with even
the most basic conceptual systems should be capable of the most basic meaningful
expressions, and this is not what we find. As explored in section 2.2, despite the
abundance of nonhuman conceptual abilities, the representation of concepts in non-
human utterances isn’t tiny, it’s nil, as it’s impossible. As sensorimotor access to
concepts must be secured by a specific capacity that uniquely evolved in humans,
it’s absolutely essential that we understand the role of Merge in this, as if Merge in
addition to concepts is sufficient for their externalisation, then other animals ought
not to have Merge, but if Merge is genuinely a conceptual tool, and concepts have
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no automatic connection with sensorimotor representation, then Merge might be
found in non-speaking animals.

Though evidence of syntactically structured thought in nonhuman species is
slim, and we perhaps don’t even know how to confirm or deny it convincingly, it
would arguably be a parsimonious outcome, as other animals could be said to pos-
sess the sorts of ideas thatMerge can generate (taking concepts rather thanwords as
input), and many species seem capable of mentally representing relationships like
whodidwhat towhom, with the kinds of argument structures that are secured by a hi-
erarchical syntax (see Carruthers 2002 and Gallistel 2011 for discussion). What pre-
vents them from having the same cultural and symbolic intelligence would there-
fore not be a lack of Merge, but a lack of an ability to externally represent what
Merge generates, so that they could acquire more complex conceptual structures
by building a shared lexicon (Tallerman 2009). Likewise, what caused the flourish-
ing of symbolic behaviour in human societies around 100,000 years ago may not
have been our species’ acquisition of Merge, but rather our acquisition of a capacity
to express its structures. Of course, if feasible, this would also be attractive within
the Minimalist aesthetic, as it would reduce the chasm between humans and other
species, while still maintaining some domain-specific linguistic capacity.

Arguably, a keymotivation for B&C to hold to their position is that if we allow
Merge to exist without externalisation, it is more literally a device for structuring
thoughts than they ever intended, as syntax could no longer be understood as a fully
autonomous module facilitating interaction between the performance systems—
Merge would just build ideas, and whatever maps those ideas to utterances is a
mystery again. Although the hierarchical structure of utterances and ideas would
be as central to linguistic competence as ever, narrow syntax would be gone, and, as
hinted at twice already, much of what we previously believed to be determined by
mental computations would instead be effects of externalisation processes. In the
remainder of this paper, I will briefly outline some ideas that lend support from a
more linguistic perspective.

3.2. There’s Minimalism and then There’s Minimalism

If it is true that Merge has no necessary connection to utterances and can exist in
many species purely to structure ideas, then there is no prior reason for the objects
it derives to feature elements or relationships that have no semantic interpretation.
Moreover, though syntax might in the end be imperfect and generate some things
that are not semantically interpreted, none of its redundancies should be coinci-
dentally targeted for sensorimotor legibility. For example, in a standard T-model
of the language faculty, syntax may undertake a movement operation to ensure the
left-to-right order of words in an utterance. However, if this movement operation
has no purpose at logical form, it ought to be prohibited from syntax and the dis-
placement explained by externalisation mechanisms (see Tallerman 2014 for some
possibilities).

This suggests a broader research program to demonstrate that Merge can in-
deed exist as a conceptual device with no necessary sensorimotor connection, or, in
other words, to demonstrate that Merge only needs and uses atomic concepts in-
stead of lexical items (see Burton-Roberts & Poole 2006 for some reasons why this
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undertaking is attractive for reasons independent of the arguments presented here).
Whereas the Minimalist program proffers the Strong Minimalist Thesis, claiming
that Merge is an optimal solution to the needs of two interfaces with the perfor-
mance systems, we can test what I will call, only half-facetiously, the Minimalist
Minimalist Thesis, which claims thatMergemeets only the needs of semantics, with
all utterance phenomena that are not reducible to the derivation of a logical form
being explained by externalisation pressures imposed upon completed derivations.
Testing this properly is beyond this paper, but it has some initial promise.

We can approach the core issues by thinking about the ways in which syntac-
tic structure can relate to semantics. If what we are after is some kind of equivalence
between syntax and semantics, then it is immediately tempting to reconsider gener-
ative semantics, but I take it that that paradigm failed for good reasons (Newmeyer
1980). However, we should bear in mind that the fault with generative semantics
may not have been its proposal that semantics should be homomorphic with syn-
tax, but rather that it attempted its homomorphism pre-derivationally. Let us think
about various possible derivational relations, then:

1. Configurational interpretation

2. Rule-to-rule interpretation

3. Piggybacking

4. Derivational equivalence

The first two terms are due to Bach (1976). In a configurational system, Bach
says, interpretative rules take “a [syntactic] structure of such and such a form [and]
translate the structure into an expression in the interpreted language of such and
such a form” (Bach 1976: 184). In such a system, rules of arbitrary complexity map
completed syntactic structures onto logical forms, with any input suitable for any
output. Although this sounds unconstrained, limits are of course imposed by ex-
planatory elegance and it has perhaps been the most common approach.

There is some variation in what rule-to-rule interpretation is supposed to
mean, but the interpretative rules ought to be in some sense less arbitrary, with
every application of some well-defined syntactic rule having a direct semantic con-
sequence. Lohndal (2014) develops a version of this where every cyclical Spell-Out
of syntactic structure creates a conjunct in a neo-Davidsonian semantics (Davidson
1967, Pietroski 2005). Conversely, this means that every conjunct in a logical form
ought to correspond to a Spell-Out domain.

What I call ‘piggybacking’ is just a special type of rule-to-rule interpretation
that is maximally transparent. For this, every syntactic operation ought to have
an immediate logical interpretation. One such system is developed by Hornstein
& Pietroski (2009), where Merge (renamed Combine) is first decomposed into the
structure-building operations Concatenate and Label, and then all concatenations
signify conjunction of monadic concepts, and all labelling signifies the building of
thematic relationships.

These three approaches are all interpretative: Syntax first creates a structure
on its own and, however soon afterwards, translation rules apply to that structure
to create a logical form. However, abandoning any notion that the output of Merge
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must interface with a sensorimotor system means that having an independent syn-
tacticmodulewith just a semantic interface is unmotivated. Such an interface is only
substantive when there is a many-to-one relationship between syntactic structures
and logical forms, which is what we find in architectures where syntax takes lexical
items (not concepts) as input, with that relationship holding of cross-linguistic dif-
ferences in utterances that express synonymies. However, if atomic concepts are the
input to syntax and, by extension, the syntactic process is not affected by its input,
then there must be a one-to-one correspondence between structure and meaning,
making an ‘interface’ vacuous. In essence, separating syntax from semantics is only
credible if syntax takes input with non-semantic features, or in some other way in-
terfaceswith non-semantic systems. Especially given the possibility for there to be a
maximal rule-to-rule correspondence between operations in syntax and semantics,
if syntax has no necessary connection to any other cognitive faculties, then syntactic
rules simply are semantic rules, and the two are derivationally equivalent.

Having talked about ‘syntax’ now inmany differentways, a concrete example
may help illustrate these points. Consider the utterance in (8), the simplified syntac-
tic structure in (9), and the logical form in (10) (for the purposes of this discussion,
we do not need a precise theory of the functional sequence, so I do not specify all
functional heads):

(8) Brutus stabs Caesar.

(9) T

Brutus T

–s F3

<Brutus> F3

F3 F2

Caesar F2

F2 V

stab

(10) ∃e[stab(e) & THEME(e, Caesar) & AGENT(e, Brutus) & PRES(e)]

The claim of the Minimalist Minimalist Thesis is that Merge, taking concepts
as input, is directly responsible for the derivation of (10). That is, the logical form is
not created by an interpretation of a previously built syntactic structure; the logical
form is a syntactic structure, from which the utterance ‘Brutus stabs Caesar’ ought
to be derived. As such, the representation in (9) is equivalent to (10) to the extent
that what it represents is also represented in (10), and whatever other features (9)
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has that correspond only to the utterance (e.g., agreement and possibly movement)
need to be explained as artefacts of externalisation—they are not genuine features
of a syntactic derivation.

While the transparency between syntactic and semantic forms means that
syntactic trees as normally drawn contain morpho-phonological information that
is not truly part of syntax, we ought nevertheless to recognise richer structure in
logical forms. To reiterate, I argue that logical forms themselves are produced by
derivation, not by interpretation of prior derivations, so logical forms have deriva-
tional histories due to Merge, making them recursive hierarchical trees. Though
that may not be clear from the appearance of (10), we can give it a better represen-
tation:

(11) PRES(e)

AGENT(e, __)

Brutus THEME(e, __)

Caesar e

stab

Although this looks simpler than the earlier syntactic tree, it contains the same
structural, functional information and, in amore developed theory, should be suffi-
cient to determine externalisation. Readers may notice that (11) strongly resembles
Brody’s (2000) Mirror theoretic representations of syntactic structures, which he ar-
gues for from entirely different motivations. In that system, (9) would look like
this:

(12) –s

Brutus F3

<Brutus> F2

Caesar V

stab

Clearly somequestions immediately arise, presuming that a system likeHorn-
stein & Pietroski (2009) can indeed establish a derivational equivalence between
these semantic and syntactic forms: What exactly is the relation between the func-
tional heads and the thematic roles (Borer 2005b, for example, replaces these the-
matic roles with ones that specify event structure)? How might movement be mo-
tivated at the sensorimotor interface, so that Brutus is linearised as the specifier of
Tense? And is it possible to dispense with other canonical syntactic relations, like
specifier-head-complement order, feature-valuing andvariable argument structure?
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It should be noted, of course, that syntactically structured logical forms un-
dermine any potential objection that they are not suitable for externalisation, as
such objections fail to treat logical forms as inherently structured. For example, one
might say that because conjunction is commutative—AGENT& THEME = THEME
&AGENT—pronunciation order is impossible to determine. However, as a seman-
tic derivation byMerge has a temporal history and is constrained in its construction
by whatever usually constrains Merge, like the functional hierarchy (Cinque 1999,
Ramchand & Svenonius 2014), the proper shape for a derived logical form is the
one in (11), which is suitable for linear ordering.

The most obvious difficulty for these ideas is that Merge taking atomic con-
cepts, rather than lexical items, as input means that every identical meaning across
languages ought to have an identical syntactic representation despite massive sur-
face variation. One could argue that, once concepts have been connected with
words,Merge could take feature-rich lexical items as input instead of concepts. This
is essentially what Chomsky claims (with the presumption that the connection to
words came for free), as he argues that Merge began with concepts, though the en-
tire basis of parameterised language acquisition according to the Borer-Chomsky
conjecture (Baker 2008) is that the input to syntax can bemarkedwith syntax-affect-
ing features (thus, they must be lexical items, rather than concepts, which do not
bear such features). However, I believe this defeat can be avoided if we consider
what it means to get rid of the lexical and morpho-phonological features that are
normally associated with the lexical input to syntax.

In mainstream Minimalism, the secondary nature of externalisation is usu-
ally taken to mean that syntax is blind to morpho-phonological features, if they are
present at all, though parameterised syntactic features are of course only possible if
there are sensorimotor forms from which they can be inferred during acquisition.
In other words, syntactic features are properties of lexical items that index concepts;
they are not properties of concepts themselves. However, if concepts do not auto-
matically entail lexical items, this system faces a fundamental problem, as the syn-
tactic process at the time before externalisation either has unvalued features that
cannot be valued, or if it can get by without feature-valuing, the origin of features
and a sensitivity to them is unexplained. This much suggests that we should be
aiming to get rid of non-semantic features if we believe that morpho-phonological
features are irrelevant to syntax, but we need to approach the issue from another
direction to really substantiate this.

Exo-skeletal (XS) syntax, following (Borer 2005a,b), has in the past ten years
had great success with undermining the traditional view that syntactic structure
projects from lexical specifications (with, for example, argument structure being li-
censed by features on verbs specifying how many and which theta-roles they must
assign). Instead, XS syntax develops a frameworkwhere structure is templatic, uni-
versal, and (in a T-model) imposed upon lexical items, with meaning turning out to
be variously acceptable, coerced or unacceptable (oftenwith semantic unacceptabil-
ity better explaining ‘ungrammaticality’). Moreover, there are programmatic rea-
sons for wanting to do away with lexical features even without pursuing a deriva-
tional semantics (e.g., Boeckx 2015), and there is interesting work being done to
reformulate phenomena like case assignment in terms of structural configurations
rather than feature-valuing (e.g., Preminger 2014).
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For now, if we take it for granted that lexical features can be dispensedwith, it
becomes much more difficult to do away with morpho-phonological ones, and it is
seriously tempting to conclude from studies like Borer (2013) that syntax is simply
not possible without morpho-phonological input leading derivations, which seems
counter to the basic intuition that syntactic structure is the structure of ideas. Per-
haps we will one day have to concede that syntactically structured thoughts were
only possible once spoken communication provided a means of organising concep-
tual structure, but this is an extraordinary claim requiring extraordinary evidence.

The main obstacle to reconciling XS syntax with a derivational semantics is
the very clear mismatch between the units of morphology and units of meaning.
In particular, basic (i.e. non-composed) meanings are sometimes matched with al-
ready syntactically structured words and word sequences, so the apparently nec-
essary conclusion that has been reached by Borer is that morphemes are the true
atomic input to syntax, with super-morphemic Spell-Out domains triggering con-
ceptual access. This moreover means quite strikingly that morphemes (or ‘roots’)
as listed in the lexicon are not associated with conceptual content, as they acquire it
only when integrated within functional structure.

Of course, this must all be turned on its head tomaintain the claims that other
species have Merge, and that Merge structures concepts alone, and the only way to
do this is to challenge the belief central to most syntactic theory that syntactic termi-
nals correspond to actual or possible morphological units. With the morphology-
concept mismatch, if concepts are to be the input to syntax, then syntactic terminals
must be in many cases larger or smaller than morphemes, and morphemes must in
many cases be externalisations of multiple terminals. This novel approach has had
its first explorations in ‘spanning’ (Svenonius 2016), an outgrowth of Nanosyntax
(Starke 2009) and Distributed Morphology (Halle & Marantz 1993), although these
approaches still retain language-specific elements as the input to syntactic compu-
tation, rather than human-universal conceptual atoms.

To end this sketch, I would like to offer a metaphor for envisioning exactly
the kind of system that is required, as technical implementations could have many
guises, and the real sticking point here is what the input to syntactic computation
must be. Especially as Chomsky already regularly claims that syntactic deriva-
tion is optimised for semantic interpretation, how is any of the preceding discus-
sion genuinely different from his proposals? It is the input that matters, as syn-
tactic analysis since the earliest days of generative grammar has always assumed,
to a greater or lesser degree, an isomorphism between syntactic terminals and the
morpho-phonological units of particular languages, whereas it is essential to this
system that syntactic terminals are the atomic concepts that can enter into syntactic
composition, which are universal for all speakers of all languages (and such con-
cepts must exist if concepts and their composition are prior to linguistic ability). In
other words, the ‘lexical item’, defined as a conjunction of phonological, syntactic,
and semantic content, has no basis in the theory. Yet, if syntactic structures are so
regularised, and if they do not structuremorphemes, how is language variation pos-
sible? Note that frameworks like Distributed Morphology (Halle & Marantz 1993),
which posit the phonological emptiness of syntactic roots, are not answers to this,
as they still claim that roots are language-particular, and thus the invisibility of the
phonology is sleight of hand.
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Let’s address this by asking quite simply: How do morphemes get their syn-
tax if not from Merge, which is said to structure only concepts, prior to any mor-
phological representation? Imagine first of all that you are a child again, and, pre-
suming that your childhood was at all like mine, that you’re on a school trip to the
woods. You have in your hands a sheet of paper and awax crayon, and youwalk up
to a tree, hold the paper against the trunk, and rub the crayon across the sheet. What
you now hold in your hand is a two-dimensional picture of the three-dimensional
trunk that was underneath. Of course, even though it is two-dimensional, there is
sufficient contrast in light and depth of colour that you can look at it and accurately
reconstruct an idea of how the tree must have been. It is a property of our visual
systems, as with any painting or photograph, that we can look at a two-dimensional
object and see it as three-dimensional. However, just because your tree rubbing has
the appearance of three-dimensionality to you, you do not conclude that it must
have been produced by a three-dimensional process. Whatever constructed the
tree’s trunk from carbon and nutrients in the soil did not construct your picture
from the wax crayon. You placed against the tree an independent interface, and
applied a different substance to represent the tree in lesser dimensions.

In the mental woodlands of our language faculty, we have syntactic trees,
which are logical forms constituted of concepts, that are two-dimensional, and some-
how they correspond to sequences of morphemes. Of course, when we produce
an acoustic signal, the signal is entirely one-dimensional, though we are capable
of identifying the two-dimensional mental object that it represents. Perceiving this
correspondence, however, does notmean that the substance of the one-dimensional
representation must be brought into sequence by the same process that is responsi-
ble for the two-dimensional structure it represents. Instead, it is perfectly possible
that the two-dimensional object has a prior, independent existence, and the func-
tion of language—the utterance-idea mapping—is to hold up a one-dimensional
interface against that structure and cover it with morpho-phonological substance
in ways that are highly variable across languages. This would in part explain why
it is that words do not straightforwardly associate with concepts, and it would ulti-
mately support the view of Fodor (1998) that language is a non-compositional rep-
resentation of a compositional Mentalese. It would moreover defuse the criticisms
of Fodor’s position in Pietroski 2006, as there would be no second morpho-syntax
to account for, independent of the syntax of Mentalese—the structure of morpheme
sequences comes not from a syntactic operation, but from an externalisation mod-
ule. There are of course many intricacies in cross-linguistic variation that it would
take detailed study to reconcile with these suggestions, but it seemsmore andmore
that independent developments in pragmatics, semantics, and syntax are converg-
ing to make this a possibility worth serious attention.
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What’s in (a) Label? Neural Origins and

Behavioral Manifestations of Identity Avoidance

in Language and Cognition

Evelina Leivada

The present work defends the idea that grammatical categories are not in-
trinsic to mergeable items, taking as a departure point Lenneberg’s (1967,
1975) claim that syntactic objects are definable only contextually. It is ar-
gued that there are four different strands of inquiry that are of interest
when one seeks to build an evolutionarily plausible theory of labels and
operation Label: (i) linguistic constraints on adjacent elements of the same
type such as Repetition/Identity Avoidance ([*XX]), (ii) data that flout
these constraints ([XX]), (iii) disorders that raise questions as to whether
the locus of impairment is a categorial feature per se, and (iv) operation
Label as a candidate for human uniqueness. After discussing categorial
identity through these perspectives, this work first traces the origins and
manifestations of Identity Avoidance in language and other domains of hu-
man cognition, with emphasis on attention orienting. Second, it proposes
a new processing principle, the Novel Information Bias, that (i) captures
linguistic Identity Avoidance based on how the brain decodes types and
tokens and (ii) explains the universal fact that generally the existence of
adjacent occurrences of syntactically and/or phonologically identical to-
kens is severely constrained.

Keywords: attention; categories; Label; repetition avoidance/blindness

1. Introduction

Over the last five decades, linguists have observed a very interesting phenomenon:
Elements of the same type are unlikely to occur in immediately adjacent positions;
instead, they are usually mediated by other elements. This observation has been
described in different, yet similar ways, in the linguistics literature: Obligatory
Contour Principle (OCP; Odden 1986, Yip 1988), Identity Restrictions/Avoidance
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bert Corver and Jane Grimshaw. I also thank the audience of the AcqVA seminar in Trond-
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(Berent et al. 2012), Similarity Avoidance (Frisch et al. 2004), or Repetition Avoid-
ance (Walter 2007) in phonology, Identity Avoidance (van Riemsdijk 2008), Distinct-
ness (Richards 2006, 2010), or absence of X-within-X structures in syntax (Arseni-
jević & Hinzen 2012). In the syntactic domain, this is also the basis for anti-locality
relations (Grohmann 2003). All these different designations essentially describe
various versions of the same observation: adjacent elements of the same type or
category are either constrained or prohibited (henceforth [*XX]), depending on how
strong the ban is argued to be. The ban spans across not only domains of grammar,
but languages too. As Berent et al. (2012) note, constraints on identity have been
shown to generalize across both natural languages (Berent & Shimron 2003, Berent
et al. 2001, 2004) and artificial ones (Marcus et al. 1999, Nevins 2010).

At the syntactic level, the postulation of such a ban that constrains or pro-
hibits identity-adjacency requires granting an identity to X in [XX]. In other words,
it requires the existence of categories. It has been recently argued that linguists to-
day are in a position to observe how functional elements such as auxiliaries and
determiners consistently appear in specific configurations that grant grammatical
identity, but still our theory about them can merely stipulate the attested orders, with
the hope to derive this stipulation in the future (Adger 2016 based on Grimshaw
1991). This is not the first time that this point is raised. Breheny & Adger argued
that in

the context of the current research programme the nature, number and
order of functional projections is a descriptive explanandum rather than
the explanation. It is a goal of current research to discover reasons why
functional categories are structured as they appear to be in terms of in-
terface properties. (Breheny & Adger 2005: 1674)

Overall, it seems that not adequate progress took place in the last decade for us to
fully develop a theory of categories that has replaced stipulations and explananda
with explanations.

Against this background, it will be argued that it is important to approach
the process of ‘granting identity’ from different perspectives in order to understand
what it corresponds to and how it is manifested cross-linguistically across cases of
typical and atypical language development. The present work defends the idea
that grammatical categories are not intrinsic to Mergeable Items (henceforth, MIs),
building on Lenneberg’s (1975) claim that syntactic objects are definable contextu-
ally. For Lenneberg, linguistic categories are to be understood as relationships, not
as absolute constructs; an idea compatible with Ross’ (1972) graded continuum of
categories. If categorial features are not intrinsic to MIs, they can be eliminated
from the Universal Grammar (UG) inventory. Eliminating them and subsequently
approaching Label as an extrasyntactic operation that falls within the ‘third-factor’

heim, and particularly Terje Lohndal and Dave Kush, for commenting on some of the material
presented here. For helpful discussions and comments, I thank Antonio Benı́tez-Burraco, An-
tonio Fábregas, Kleanthes Grohmann, Maria Kambanaros, Björn Lundquist, Anna Martinez-
Alvarez, Maria Mystakidou, Javi Ramı́rez-Fernández, Marit Westergaard, and two anony-
mous reviewers. I also thank Maud Westendorp for her help with Dutch data. I acknowledge
funding support for my research from European Union’s Horizon 2020 research and innova-
tion programme under the Marie Skłodowska-Curie grant agreement No 746652.
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domain would give rise to a picture that is compatible with a highly desirable, ac-
cording to Chomsky (2007), bottom-up approach to UG. This, in effect, will result
to a reduced degree of linguistic specificity that needs to be explained from an evo-
lutionary perspective.

The aim of this work is twofold. First, to construct a theory of labels (under-
stood for the purposes of the present work as containing only categorial informa-
tion) and operation Label through bringing together different strands of inquiry:
(i) linguistic constraints on adjacent tokens of the same type (e.g., van Riemsdijk’s
2008 ‘Identity Avoidance’), (ii) data that flout these constraints (Leivada 2015), (iii)
neurolinguistic arguments for category-specific impairments that raise questions
as to whether the locus of the impairment is a categorial feature per se or parts
of the information attached to the category at different levels of linguistic analysis
(Barner & Bale 2002, Tsimpli 2013), and (iv) the operation Label as the key evolu-
tionary novelty that distinguishes human language from the communication sys-
tems of other species through the development of grammatical categories which
provided “a new mode of cognizing” (Hinzen & Sheehan 2013: 73; see also Horn-
stein 2009, Hornstein & Pietroski 2009, Murphy 2015a, and Goucha et al. 2017 on
labelling as a candidate for human uniqueness). The second aim of this work is
to show that cross-linguistic constraints on identity-adjacency are neither syntactic,
nor linguistic in nature. They are the linguistic reflection of a general, cognitive
bias that filters out multiple tokens of the same type when these occur in adjacent
positions. In other words, it is true that elements of the same type do not generally
appear in adjacent positions, but not because this would cause a derivation crash as
it has been argued in the literature (Perlmutter 1971, Ross 1972, van Riemsdijk 1998,
Grohmann 2000, Richards 2010), as the examples provided in section 2.2 show.

The next section deals with labels and operation Label. After defining [*XX]
and analyzing counterexamples, the last two subsections will approach Label from
a neurological and an ethological perspective respectively. Section 3 traces the ori-
gins of Identity Avoidance (also known as Repetition Avoidance) in cognition, link-
ing anti-identity to how the brain decodes identical tokens, and presents the Novel
Information Bias together with the rationale behind it.1

2. Labels and Operation Label

When reading Lewis Carroll’s Jabberwocky for the first time, speakers of English
understand that ‘gyre’ and ‘gimble’ in ‘Twas brillig, and the slithy toves/Did gyre
and gimble in the wabe’ are verbs. Even if they do not know the meaning of these
words, they are still able to determine their category based on grammatical context.
It seems that these MIs became verbs the moment they were placed in the right
environment. They can become nouns too (e.g., ‘Did wabe and gimble in the gyre’)
and English speakers would immediately interpret them as such, if they see them
appearing in a ‘nouny’ context.2

1 The terms ‘Identity Avoidance, ‘Repetition Avoidance’ and ‘anti-identity’ are used inter-
changeably throughout this work. The first term is more prominently used in linguistics,
whereas the second is mostly used in the neurocognitive literature.

2 The connection between Jabberwocky and an exocentric interpretation of categories à la
Lenneberg is due to Laka (2013). In her words,
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Eric Lenneberg has repeatedly argued that the categorization process is flex-
ible and linguistic categories are not absolute constructs, but relationships that are
definable only contextually (1967, 1975). In his words,

I think it is a mistake to look at categories such as noun phrase, noun,
verb, adjective, and so on, as absolute constructs. Instead, these terms
are the names of relations between concatenated words. A word such as
‘green’ is no more an adjective, a verb, a noun, or a noun phrase when
it appears in isolation than it is a subject or a predicate.

(Lenneberg 1975: 24; emphasis added)

Let us consider more closely the process of categorization that underlies
semantics. Is it possible to characterize this cognitive activity any fur-
ther? For instance, if the classification criteria are not usually physical
dimensions, what are they? The most outstanding feature of the “criterial-
ity” is its great flexibility. Sometimes the criterion is primarily one of “use
that man makes of the objects”; sometimes it is a given aspect; some-
times a certain emotional state that all objects in that class may elicit in
the viewer. Any one category is not definable by only one, consistently applied
criterion. (Lenneberg 1967: 332–333; emphasis added)

In Minimalism, Label is defined as the operation that grants identification of
the category of an MI (Chomsky 2013): Following the union of two MIs through
Merge, Label gives an identity to the newly formed MI. The syntactic configura-
tions between non-atomic, complex MIs are often viewed as relational and inter-
pretable at the interfaces (Hornstein & Nunes 2008, Chomsky 2013). The important
question is whether this identity is intrinsic to atomic, non-complex MIs. In other
words, is a noun something that is interpreted in a ‘nouny’ way at the interfaces
(Narita 2011) or does it have the ‘nouny’ feature already grafted on to it in syntax?
Also, is Identity Avoidance at the syntactic level the result of a ban that operates
within narrow syntax proper or are the attested constraints on identity-adjacency
the result of the low information value that repeated instances of ‘nouny’ elements
would have once they are ‘read’ at the interfaces? These questions will be dealt
with in the next two subsections.

2.1. Where Does Identity Avoidance Come From?

When discussing labeling, many linguists have put forth the existence of a process
or algorithm that interprets MIs contextually, at the interfaces (Pesetsky & Torrego
2004, Hornstein & Nunes 2008, Chomsky 2013). Others have argued in favor of cer-
tain MIs entering the derivation already endowed with categorial features (Cinque
1999, Rizzi 1997, Panagiotidis & Grohmann 2009, Panagiotidis 2011) or acquiring

[t]he full meaning of those words eludes us, but the grammatical scaffold set by
the recognizable function words allows us to make sense of the propositional
structure of the poem, identifying nonsense words that speak of entities, prop-
erties and events. Very importantly, function words tell us how they are related.

(Laka 2013)
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them in the course of the derivation through ‘inheriting’ them from the material
they are attached to (e.g., the ‘Categorial Identity Thesis’ according to which func-
tional heads that extend the projection of a lexical head share the categorial status
of that lexical head; van Riemsdijk 1998, Grimshaw 2005).

When it comes to Identity Avoidance in language, the precise target of the
anti-identity ban (i.e. whether the ban and its haplological effects target items that
are morphophonologically and vs. or syntactically identical) is elusive and varies
across proposals (cf. (1)–(9)). Roughly, the relevant proposals can be split into three
groups. In the first group, the interface that figures more prominently in the discus-
sions of the ban on adjacent elements of the same syntactic and/or morphophono-
logical type is the articulatory-perceptual one (Phonetic Form, PF), as in (1)–(5).

(1) I take it that at least some instances of haplology are purely morphophono-
logical. For example, Bošković [(2002)] and Bošković & Nunes (2007) provide
evidence that the ban against identical wh-phrases in multiple wh-fronting
languages is a purely PF-matter. (Boeckx 2008: 113)

(2) In our account, haplology is either phonological or motivated by independent
syntactic principles having to do with the size of the complement of a lexical
head or with the functional hierarchy. (Fábregas 2014: 37)

(3) The Syntactic OCP: Multiple elements with an identical morphophonological
specification are disallowed in the same Spell-Out domain at PF.

(Hiraiwa 2010)

(4) Double Determiner Filter: *[D1. . . D2] where no lexical head intervenes be-
tween D1 and D2. Determiner Deletion: Delete one of two phonologically
adjacent determiners. (Davis 2010: 23)

(5) Falling again within the realm of reduplication that ‘accidentally’ creates an
exact copy—without intending to—are cases of consonantal fixed segmen-
tism and spontaneous ‘avoidance’ that occur with echo word formation and
related phenomena. For example, English shm-reduplication results in a redu-
plicant whose onset is shm-, e.g. flowers, shmowers. Nonetheless, as a large-
scale survey by Nevins & Vaux (2003) shows, speakers do not tolerate such
reduplication when the base itself begins with this sequence. Thus, the name
schmidt must undergo alternate attempts, such as schmidt-shpidt, schmidt-flidt,
etc. Surprisingly, this phenomenon extends to practically every case of echo
reduplication that exists [. . . ]. (Nevins 2012: 109)

In the second group, the role of PF is diminished and [*QQ] is described as a
purely syntactic/grammatical constraint ((6)–(9)).

(6) *XX sequences of identical functional heads are ill-formed.
(Grimshaw 1997: 170)

(7) Data concerning complementizer substitution in Dutch show that in syntax,
as in morphology, a condition that bans adjacent identical heads can have the
effect that one head is replaced by a counterpart that has the wrong fea-ture
specification for the syntactic context. (Ackema 2001: 725)
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(8) If a linearization statement <a, a> is generated, the derivation crashes. [. . . ]
Distinctness effects are crucially sensitive to syntactic structure, and are not
about linear adjacency. (Richards 2006: 4, 12)

(9) [T]here is a grammatical (non-semantic) constraint in English that prohibits
double negation, dubbed *NEG NEG [. . . ]. (Collins 2016)

The third group is the smallest one and consists of few studies that do not ap-
proach the ban on identity as linguistic (either syntax- and/or PF-induced), but as
the outcome of a more general principle of human cognition that may find applica-
tion in language, the way it finds application in other cognitive domains ((10)–(13)).

(10) [. . . ] Identity Avoidance is a general principle of biological organization: its
effect can be detected at both interfaces, PF and LF.

(van Riemsdijk 2008: 242)

(11) It seems, then, that repetition avoidance is universal in the sense that it seems
to occur in virtually every human language, in every grammatical subdo-
main, and in other cognitive domains as well. (Walter 2007: 6)

(12) Rather, identity is created in a number of ways [. . . ] but in some cases, it may
be disfavored for reasons that range from perceptual difficulty to articulatory
fatigue. (Samuels 2014: 357)

(13) Richard’s (2010) Distinctness Condition, prohibiting the presence of multi-
ple lexical units of the same label within a single phase complement, may
be the consequence of how many distinct rhythms it is possible to couple in
specific actions (Boeckx 2013). These XX-like structures (e.g., structures con-
taining multiple phase-internal nouns such as *John Mary ate apples) may be
ungrammatical because of the oscillatory patterns local language regions can
sustain. (Murphy 2015b: 13)3

In line with the main claim of the third group, in this work I will defend
the idea that Identity Avoidance is not linguistic in origin, but boils down to gen-
eral cognitive architecture, and more specifically to a bias that I call Novel Informa-
tion Bias. In what follows, I present grammatically licit, [*XX]-violating structures.
Then, I approach labels and labelling from different perspectives with the aim to
bring together all the necessary pieces in order to evaluate Novel Information Bias
and the rationale behind it in section 3.

2.2. Licit [XX]: Flouting Identity Avoidance

Identity Avoidance is a well-observed condition that operates at different levels of
linguistic analysis. At the syntactic level, many studies analyze the mechanics of
Distinctness through which anti-identity is achieved in a number of cases (e.g., by
adding structure in nominalizations: the destruction of the city vs. *the destruc-
tion the city; Alexiadou 2014). However, despite the fact that languages indeed
employ a range of grammatical options in order to avoid [XX], it would be wrong

3 For another detailed analysis of anti-identity captured in terms of oscillatory brain rhythms,
see Ramı́rez Fernández (2015).
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to conclude that [XX] patterns do not exist in various spoken and signed languages
(Leivada 2015).

The very fact that such patterns are possible suggests that, contra what has
been repeatedly claimed in the relevant literature, there is no [*XX] ban in syntax that
prevents two MIs of the same category from being merged together. More impor-
tantly, if Lenneberg’s theory is on the right track, then syntax/Merge cannot even
‘read’ whether the two MIs that it puts together belong to the same category or not,
because a category is only defined post-syntactically, in relation to the grammatical
or discourse context.4 I argue that this explains why [XX] patterns like the ones in
(14)–(16) are licit and eventually surface cross-linguistically, even despite the fact
that repeated occurrences of the same item obviously carry low information value.

(14) European Portuguese

Acho
think.1SG

que

that
amanhã
tomorrow

que

that
a
the

Ana
Ana

que

that
vai
will

conseguir
manage

acabar
finish

o
the

trabalho.
assignment

‘I think tomorrow Ana will manage to finish the assignment.’
(Mascarenhas 2007: 10)

(15) Greek
a. Kapçi

some
(kapçi)
some

kala
well

ja
FUT

kanun
do.3PL

na
SUBJ

citun
see.3PL

ti
the

ðulia
work

tus.
POSS

‘Some people would do well to mind their own business.’
(Leivada 2015: 54)

b. Merici

some
(merici)
some

ðen
NEG

katalavenun
understand.3PL

tipota.
nothing

‘Some people don’t understand a thing.’
(16) Dutch

Ik
I

heb
have.1SG

het
it

anders
otherwise

eens
once

epresteerd
manage.PTCP

om
to

mijn
POSS

schoenen
shoes

verkeerd-om-om

wrong-around-around
aan
on

te
INF

trekken.
put.INF

‘I once managed to put my shoes on the wrong way around.’
(Aelbrecht & den Dikken 2013: 41)

These examples show adjacent occurences of functional heads, not mediated
by other functional categories. (14) features adjacent complementizers, (15) indefi-
nite articles, and (16) prepositions. The syntactic analyses of these structures have

4 This idea is also compatible with standard assumptions about the contextual definition of cate-
gories within the framework of Distributed Morphology. Consider, for instance, the following
claim by Marantz:

[r]oots like
p

DESTROY and
p

GROW (to borrow notation from Pesetsky 1995)
are category neutral, neutral between N and V. When the roots are placed in a
nominal environment, the result is a ‘nominalization’; when the roots are placed
in a verbal environment, they become verbs. (Marantz 1997: 215)
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been already discussed in detail elsewhere (Mascarenhas 2007, Aelbrecht & den
Dikken 2013, Leivada 2015), hence they will not be presented any further here.
However, it is important to note that the repeated elements in (14)–(16) are not
subject to analyses that treat the two identical tokens as belonging to different syn-
tactic categories. In this sense, Identity Avoidance violations concern syntactic cat-
egorization. Similarly, Lenneberg’s (1967) argument about the great flexibility and
contextual definition of categories does not concern only semantic categories. This
is evident in his later work:

Although words are discrete entities, they represent or are the product
of underlying continuous cognitive and physiological processes. These
deeper continuities are reflected in the “fuzzy” nature of semantic, syntac-
tic, and phonological categories, making sharp, formal distinctions and deci-
sions difficult. (Lenneberg 1975: 17; emphasis added)

In relation to the examples in (14)–(16), the important conclusion that can be reached
is that depending on which version of the ban in (1)–(9) one assumes, these exam-
ples should be illicit, as they flatly violate Identity Avoidance on both the syntactic
and the phonological level, yet they are perfectly well-formed in the languages in
which they belong.

Although these examples suggest that Identity Avoidance is not a syntactic
ban, there is no doubt that generally the existence of adjacent occurrences of syntac-
tically and/or phonologically identical MIs is severely constrained. Therefore, one
can still assume that Identity Avoidance is indeed operative in language, but cru-
cially not in the form that most studies suggest. More specifically, first it is not a hard
constraint or a ban, but a flexible bias. [XX] tends to be infrequent in languages, but
it is realized in a cross-linguistic manner, regardless of modality of externalization
(see Leivada 2015 for more examples of [XX] in spoken and signed languages). Sec-
ond, it is not a syntactic or linguistic bias. It may find application in language, but
it has parallels in other domains of human cognition (Walter 2007). If one adopts
Chomsky’s (2005) proposal about the existence of three factors in language design,
then Repetition Avoidance, not being specific to language, would fall in the third
factor.5

Insofar, the above examples have shown that licit [XX] patterns can flout
Identity Avoidance across languages and levels of analysis. However, they have
not revealed much about labels and operation Label. Is X endowed with categorial
features in syntax proper? The fact that syntax can put [XX] together can be taken
to suggest that syntactic objects acquire their label contextually, at the interfaces, as
Lenneberg (1975) and Chomsky (2013), among many others, have suggested. How-
ever, it could equally be the case that precisely because the anti-identity bias is a bias
and not an absolute ban, it can ignore the categorial features that X is endowed with
in syntax. In other words, [XX] patterns do not suffice to answer questions about
whether nouns and verbs are interpreted as such at the interfaces or they have the
corresponding ‘nouny’ and ‘verby’ features already grafted on to them in syntax.
Moreover, [XX] patterns cannot provide alone a complete understanding of the op-

5 Chomsky (2005) argued that there are three sets of factors in language design: 1) biological
endowment specific to language (UG), 2) experience, and 3) principles of general cognition
that are not specific to language.
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eration Label. For these reasons, the next two subsections will approach labels and
Label from the neurolinguistic and the ethological perspective, respectively.

2.3. A Neurolinguistic Approach to Categories

Neurolinguistic arguments for category-specific impairments raise questions as to
whether the locus of impairment is a categorial feature per se or parts of the in-
formation attached to the target form at different levels of linguistic analysis. For
instance, in the literature on aphasia and other pathological phenotypes, one finds
many case studies that show disproportionate impairment of noun vs. verb re-
trieval since the mid-1980s (Crepaldi et al. 2011, Kambanaros & Grohmann 2015).
One wonders whether this differential performance can be the result of a type of
“feature blindness” (Gopnik 1990) that is sensitive to categorial features.

Barner & Bale (2002) were among the first to address the issue of categorial
identity from a neurolinguistic perspective. Asking,

[h]asn’t it been shown that certain patients are selectively impaired for
nouns or verbs? Doesn’t this evidence mean that nouns and verbs must
be marked in the lexicon? (Barner & Bale 2002: 775)

Barner & Bale (2002) adduced two important arguments in order to give a nega-
tive answer to the last question. First, they observed that even in pathologies that
typically involve a noun-verb dissociation, it is usually seen that patients do not
omit target forms altogether. For example, if the deficit is mainly found in verbs,
what happens is that patients commonly produce a target verb in its bare infinitive
form rather than the inflected, target form. This suggests that the locus of impair-
ment boils down to morphological markers and not to categorial features. In other
words, failure to produce the inflected form entails an impairment in accessing the
surface representation of this form, at the level where morphophonological speci-
fication takes place. This explains why patients that are unable to produce a fully
inflected form can still access and correctly report information on its grammatical
features (for example, gender in the case of the patient with Alzeimer’s disease
reported in Hernández et al. 2007).

Defining the different levels of access, models of language processing have
proposed that word retrieval is a process that can be divided into discrete phases:
(a) lemma selection and (b) lexeme retrieval (Levelt 1989). The lemma is an ab-
stract conceptual form without morphophonological specification. After lemma
selection, lexeme retrieval takes place: the lexeme that corresponds to the selected
lemma is morphophonologically specified. Levelt’s (1989) model has been highly
influential in neurolinguistics precisely because findings across pathologies sug-
gest that a lemma/lexeme distinction is necessary. Mapping this model to what
looks like a category-specific impairment, the difficulty lies in lexeme retrieval, not
lemma selection. The noun-verb dissociation that is found in many studies usually
boils down to atypical morphology manifested through impaired lexeme retrieval.

The second argument of Barner & Bale (2002) is that selective impairments
that affect one category are often shown to be modality-specific too. They cite the
case report of Caramazza & Hillis (1991) that involves a patient who, although
impaired in her spoken production of target verbs, showed no problem writing
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the same words. This dissociation between modalities would not be possible if the
locus of the impairment was the Verb category, as Caramazza & Hillis (1991) also
note. If a categorial feature was truly impaired or inaccessible in this patient, how
is it possible that in some modalities it appeared completely unaffected?

It has been recently argued that the question as to whether the category dis-
tinction itself is the driving force of the selective impairment of some categories or
whether semantic and perceptual distinctions in nouns and verbs are responsible
for the attested effects is not resolved yet (Tsimpli 2013). For this reason, I will
review below three case studies that show selective impairment of some category
with the aim to show that the attested impairment is not due to a category deficit,
but to morphophonological realization at the surface level (i.e. lexeme retrieval).

Hernández et al. (2007) present the case of a Spanish-Catalan bilingual woman
(LPM) with Alzheimer’s disease whose linguistic production shows a category-
specific deficit. In naming tasks, her performance was significantly better for verbs
compared to nous. Hernández et al. (2007) present this as a case of a category-
specific impairment, but it is important to highlight three crucial aspects of their
results before evaluating the ‘category-specific’ nature of the deficit. First, LPM has
access to semantic representations for both verbs and nouns as evidenced by her
high performance in a word-picture matching task that used the same material as
the naming task. Second, she does not show the noun-verb dissociation in com-
prehension tasks. Third, some of her errors consist of circumlocutions that reveal
intact access to both verbs and nouns, although not always the target ones (e.g.,
target response: tostadora ‘toaster’, actual response: sirve para tostar el pan ‘used to
toast bread’). In this example, LPM makes a naming error in the ‘noun’ condition.
The target noun is not produced, but another noun is used in the circumlocution
she employs. How is it possible that LPM can produce this noun in a grammatical
way if the N feature is missing from her repository due to a category-specific fea-
ture blindness? In sum, LPM seems to have trouble accessing the target lexemes.
Her naming errors involve morphological paraphasias (e.g., target response: planxa
‘iron’, actual response: *planxadora, a neologism) and this suggests that the locus of
the impairment is not a categorial feature, but impaired access to morphophono-
logical specification at the lexeme level. As verbs and nouns involve different mor-
phological markers, different degrees of disruption are possible, hence the attested
verb-noun dissociation. Similar results have been robustly found in other impaired
phenotypes too (e.g., anomic aphasia; Kambanaros 2008).

Laiacona & Caramazza (2004) present two cases that show verb-noun dissoci-
ation: EA, a man suffering from herpes simplex encephalitis and MR, a woman who
has suffered a stroke. EA showed a better performance in naming actions, whereas
MR was better in naming objects. Laiacona & Caramazza argue that their results
suggest that “a possible grammatical-specific deficit could be detected” (2004: 110).
In these cases, too, there are indications that the locus of impairment is not a cat-
egorial feature. First, both EA and MR performed at ceiling (above 98 %) in the
picture-word matching task. This suggests that they had access problems: they
were not able to retrieve and produce the target word, but they were able to cor-
rectly select it and match it with a picture, once presented with it. Also, both EA and
MR had problems with morphology: EA with irregular noun morphology (mainly
producing the plural forms) and MR with verbal morphology both regular and ir-
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regular. Finally, notice that the lowest accuracy performance in the picture naming
task was 42 % (EA: actions: 82 %, objects: 42 %; MR: actions: 70 %, objects: 90 %); a
strikingly high percentage for somebody that has a deficient N feature. Overall, it
seems that in these case studies too, one cannot straightforwardly witness a missing
or impaired categorial feature.

To claim a neural basis, one needs to refer to case studies that show (seman-
tic) category dissociations because of a discrete lesion in a specific brain area. This
does not imply the need to find a one-to-one mapping (i.e. a linguistic primitive
that corresponds to a unique disorder or maps onto a single brain area). Some
loci of impairment at the neural level are, however, expected to be consistently
present. Indeed, certain category-specific semantic deficits have been associated to
brain regions. However, these refer to highly specific semantic distinctions, such
as vegetables vs. fruits, and not to broad semantic distinctions that are based on
lexical category, such as nouns vs. verbs. For instance, the case study presented in
Levin et al. (2005) is that of a man who exhibited a language impairment following
a left anterior thalamic infarction. His naming abilities were selectively impaired
with some categories (e.g., tools, clothes, transportation, fruits) being better pre-
served than others (e.g., vegetables, toys, animals and body parts) in the visual
modality. Crucially, much like the comprehension-production dichotomy observed
earlier, here too a dichotomy is found between naming in animate and inanimate
categories in the visual and tactile modalities, but not when the patient responded
to auditory stimuli. In Barbeau & Giusiano (2003), another patient showed lesions
located primarily in the left inferior temporal lobe, and his linguistic behaviour
involved a dissociation between the manufactured vs. natural objects category. In
other research, a specific type of nouns, that of manipulable objects, has been linked
to lesions in the posterior middle temporal gyrus (Campanella et al. 2010).

The message that emerges is clear: Topographical differences in brain activa-
tion are not driven by broad semantic distinctions that are based on lexical category
(e.g., nouns vs. verbs), but by finer semantic distinctions (e.g., concrete noun/verb
vs. abstract noun/verb; Moseley & Pulvermüller 2014). These results suggest that
categories that are based on lexical class are theoretical constructs and not discrete
primitives that drive brain representation as such. A variety of different reasons
support this claim. First, there is no confirmed discrete lesion pattern for a noun-
verb dissociation; the attested dissociations are based on finer semantic distinctions
and a categorial feature such as ‘noun’ is never consistently impaired. Second, the
dissociation is not preserved across modalities, and it should be if the locus of im-
pairment truly was a categorial feature. Third, apart from modality effects, task
effects have also been observed (e.g., see Kambanaros 2014 on how the vulnerabil-
ity of verbs in children with Specific Language Impairment shows up in naming
tasks but not in connected speech).

The discussion has so far revolved around nouns and verbs because this dis-
sociation has been the focus of attention in the relevant literature. However, if
categorial feature blindness existed, it could conceivably apply to functional cat-
egories. Yet, there is no known case of a patient with a developmental or an ac-
quired disorder that has suffered a total loss of a category (e.g., no nouns can be
produced/comprehended) or that consistently misapplies labels in a way that re-
sults to the use of complementizers where one expects to see determiners or clitics
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when one expects modals, due to categorial feature blindness. Also, a sharp differ-
ence is consistently found between affected production and intact comprehension
across patients and pathologies. These observations suggest that in studies that re-
port a category-specific deficit, the locus of impairment is not the categorial feature
per se, but part of the information attached to the target forms at the various phases
of lexical access.

The conclusion to be drawn is that the neurolinguistics literature does not
seem to offer cases in support of missing or damaged categorial features. This
absence can raise concerns as to whether categorial features exist at all as separate
entities in a feature inventory. Going back to Narita’s (2011) question, seeing that
an impaired noun feature does not exist as such in the findings of neurolinguistics
paves the way for arguing that a noun is something that is interpreted in a ‘nouny’
way in relation to the environment in which it is encountered. This conclusion
supports Lenneberg’s (1967, 1975) claim that nouns, verbs, and other categories,
are not absolute constructs, but flexibly established and contextually defined relations
between words.

2.4. Operation Label as the Key Evolutionary Novelty?

The main aim so far was to show that labels are not intrinsic to MIs and constraints
on identity-adjacency do not have a linguistic —much less syntactic—origin. In-
stead, these constraints have been described as language-external and deriving
from a general cognitive bias. In addition, it has been argued that nothing attests to
categorial features having the status of individual primitives in the neurolinguis-
tics/clinical linguistics literature. Based on what has been reviewed so far, it seems
that Label is an extra-syntactic operation and that MIs are granted their identity
contextually.

Switching to an ethological perspective, the picture somewhat changes. Sev-
eral studies have suggested that the operation Label is the locus of human unique-
ness, the novelty that distinguishes human language from the communication sys-
tems of other species (Hornstein 2009, Hornstein & Pietroski 2009, Murphy 2015a,
Goucha et al. 2017). If a labelling algorithm that forms asymmetric hierarchical
structures in syntax is indeed the key evolutionary novelty, Label belongs to the
core of the language faculty (FL) and should fall in the first factor in language de-
sign (UG, according to Chomsky 2005) or FLN(arrow), if one adopts the distinction
between narrow and broad FL (Hauser et al. 2002). Yet the theses reviewed so far
suggest the opposite. More concretely, going back to how categories are treated
in Lenneberg (1967), the difference between human language and systems of com-
munication in other species is quantitative, not qualitative. Lenneberg has argued
that most animals organize the world by some process of categorization which is
not formally different than man’s concept formation, but only differs in terms of
the number of total possibilities for categorization that exist (1967: 331-332). If the
categorization process is not peculiar to man—and it is not per Lenneberg—, we
can employ a bottom-up approach to animal and human cognition(de Waal & Fer-
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rari 2010) by discussing the shared properties of categories in human language and
those in other species’ ‘language’.

Comparing human language to animal communication, Berwick et al. (2013)
highlight the flexibility of labels in the latter, but not in the former, when they write
that

[a]s an example of this gap [between the two], Laura-Ann Petitto, one of
the leading researchers of primate communication and early language
acquisition, observes that a chimpanzee uses the label for ‘apple’ to refer
to ‘the action of eating apples, the location where apples are kept, events
and locations of objects other than apples that happened to be stored
with an apple (the knife used to cut it), and so on and so forth—all
simultaneously, and without apparent recognition of the relevant dif-
ferences or the advantages of being able to distinguish among them’
([Petitto 2005:] 86). (Berwick et al. 2013: 92)

However, it is precisely this great flexibility of categories that Lenneberg (1967) has
called the “most outstanding feature of human ‘criteriality’” in the context of human
language. Data from languages that are not heavily grammaticalized suggest that
he is right. Riau Indonesian in (17) is one such case.

(17) Riau Indonesian

ayam
chicken

makan
eat

(an association of CHICKEN and EAT)
(Gil 2009: 23)

The MIs in (17) receive their grammatical identity post-syntactically, depending on
the context. (17) can thus mean that ‘the chicken is/was eating’ or ‘the chickens
that were eaten’ or ‘the reason chickens eat’. Overall, it seems that a great degree of
flexibility is involved when interrelating the MIs that make up (17). If categories are
defined post-syntactically, there are no ‘nouny’ or ‘verby’ features per se in syntax,
which would then explain why such as a feature inventory fails to show up as
atypical in the neurolinguistics literature.

One could observe at this point that Lenneberg talks about broad semantic
distinctions when he argues that nouns and adjectives are not absolute constructs,
whereas Berwick et al. (2013) talk about narrow, individual labels (e.g., apple to
refer to APPLE, instead of the broader label ‘noun’). However, flexibility charac-
terizes both types of labels in human language. Data from Riau Indonesian paint
only half of the picture in showing that broad distinctions—such as noun, verb,
and tense—can be flexibly established as context-dependent relations between MIs
(granting support to Lenneberg’s claim). Data from recently emerged sign lan-
guages paint the other half, providing unique insights into how narrow labels are
flexible too. Importantly, these data defy one of the design characteristics (in the
sense of Hockett 1960) of human language: signifier-signified consistency. This
term refers precisely to the (synchronically) inflexible nature of the association be-
tween apple and APPLE in human language. Unlike other species (see Berwick et
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al.’s earlier point), humans that speak English will form this association in a con-
sistent fashion, without changing ‘apple’ into another string of sounds for denot-
ing APPLE and without attaching to this string of sounds a different concept. Yet,
studies on different ‘newborn’ sign languages have noted the absence of this consis-
tency in the early stages of the development of a language (figure 1). Washabaugh
(1986) on Providence Island Sign Language and Sandler et al. (2011) on Al-Sayyid
Bedouin Sign Language give similar reports on how consistency gradually improves
over new generations of speakers.

Figure 1: Absence of signifier-signified consistency in Al-Sayyid Bedouin Sign Language—three
variants of CAT (Meir et al. 2010: 19).

Gradual development entails that the fact that some languages do not employ
a verb-noun distinction (see Tkachman & Sandler 2013 for examples) does not mean
that the speakers or signers of these languages cannot employ it. Absence of use
does not entail absence of ability; the former may depend on many environmental
factors. Crucially, the same argument can be evoked for other species. Consider,
for instance, how Bengalese finches, the long-domesticated strain of white-rumped
munia, have developed a phonologically and syntactically richer repertoire in com-
parison to their wild relatives (Okanoya 2012). White-rumped munia songs could
have been equally complex, but they are not, because of the different environmen-
tal needs that drive their performance (e.g., strength of sexual selection; Okanoya
2015). In this context, other species may lack—to the best of our knowledge—a range
of semantic categories that is quantitatively comparable to ours, but this speaks
about actual use, not ability.6

6 Green & Marler (1979) raise a similar point for primate languagelike behavior, when dis-
cussing the linguistic abilities of chimpanzee Sarah (Premack 1971):

Within her repertoire of about 130 words were not only many nouns, verbs, and
adjectives but also more complex constructions, such as same, and different, ques-
tions, and the conditional if-then. [. . . ] The accomplishments of chimpanzees
using languagelike systems of signaling to converse with an experimenter are
surely the highest animal attainments demonstrated so far. Yet, they also raise a
curious dilemma. If a chimpanzee can indeed achieve some elementary compe-
tence with language when provided with an appropriate vehicle, why is the evi-
dence for symbolic usage in nature so limited? It may well be that the paucity of
our knowledge of natural communication in animals is such that we can hardly
judge whether such abilities are demonstrated in nature or not. However, it is also
possible that in most social interactions, animals have little use for languagelike
patterns of communication [. . . ].

(Green & Marler 1979: 133–134; emphasis added)
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The inter- and intraspeaker variability found in ‘newborn’ sign languages
is extensive (Washabaugh 1986), clearly pointing to the fact that both narrow and
broad labels can allow for some degree of flexibility in human language. For the
purposes of the present discussion, the important conclusion is that data from dif-
ferent spoken and signed languages attest to the fact that “category distinctions
do not come ready-made into language” (Tkachman & Sandler 2013: 277). These
data grant further support to Lenneberg’s (1967, 1975) view of categories as flexibly
established and contextually defined relations.

Going back to the ethological literature, despite the line of studies that sug-
gest that Label is the locus of humaniqueness, it seems that other species do have
a range of broad, contextually-defined categories (i.e. broad labels) in their reper-
toire. In animal communication, vocal labeling refers to incidents in which an an-
imal consistently uses an acoustic signal when presented with a specific object or
class of objects (King & Janik 2013). Primatologists have argued that non-human
primates possess a number of calls—alarm calls, copulation calls, moving grunts
when foraging, infant handling grunts, contact barks, contest wahoos—that func-
tion as semantic labels linked both to real-world relations and to other elements in
the repertoire itself (Cheney & Seyfarth 1997, 2010).7 This is reminiscent of hu-
man language, where words may refer to real-world entities and be semantically
related with other words. Second, similar to how nouns and verbs in human lan-
guage “represent different viewpoints on concepts” (Panagiotidis 2015: 2), the calls
of Diana monkeys seem to represent different viewpoints on the type of stimuli
they denote. More specifically, when perceiving a threat, their alarm calls indi-
cate the predator’s biological class: they represent predator category in a referential
way,8 and these calls are interpreted as such by conspecifics regardless of imme-
diacy of threat or direction of attack (Zuberbühler 2000). Third, these alarm calls
encode other types of semantic information (e.g., elevation, distance) through vocal
tract filtering, another ability once thought to be restricted to human speech (Zu-
berbühler 2000, Riede & Zuberbühler 2003). Last, as happens in human language,
non-human primates may take into account pragmatic context when interpreting call
meaning (e.g., the peep calls of bonobos; Clay et al. 2015).

Narrow labels are also found in the communication systems of other species.
Baboons can process argument structure and reference to the extent of understand-
ing the difference between Sylvia threatens Hannah and Hannah threatens Sylvia (Ch-
eney & Seyfarth 2007). Even more special is the case of Bottlenose dolphins, which
have the signature whistle in their repertoire; a unique signal that encodes individ-
ual identity independently of voice features (King & Janik 2013). Much like narrow
labels in human language, this whistle labels individuals in a way that involves a
stable association between a signifier and a signified.

7 As Cheney & Seyfarth (1997) clarify, these labels really deserve the designation ‘semantic’,
because they evoke the same responses from recipients as do the stimuli to which they refer.

8 Kaplan (2008) and Watson et al. (2015) have also found use of referential calls in the repertoire
of Australian magpies and chimpanzees, respectively. With respect to the latter, it was found
that the referential vocalizations of chimpanzees were not determined by arousal, leading
Watson et al. (2015) to claim that the socially learned aspect of reference in human language
has ancient evolutionary origins, uncovering yet another similarity between human language
and non-human communication systems.
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All these different labels that are scattered in the repertoire of different species
beg the question of whether Label is truly the locus of humaniqueness. While it is
probably true that other species do not possess as many fine-grained categorial dis-
tinctions as humans, this section aimed to show that they have some, in agreement
with Lenneberg’s (1967) proposal that the categorization process is not peculiar to
man. What degree of uniqueness does the description “unique to human language”
require then? When a property has parallels in the communication systems of other
species, shouldn’t some degree of difference be tolerated, given that we deal with
quite different physiological implementations of this property across species? If the
answer is positive, labels seem to fall in the domain of properties that are shared
across different species.9

3. Decoding Adjacent Tokens of the Same Type: The Novel Information Bias

It has been argued that anti-identity derives from a cognitive bias that is diffused
across domains of human cognition (Walter 2007, van Riemsdijk 2008, Samuels
2014). Not being specific to language, it would be a third factor bias, if one adopts
Chomsky’s (2005) proposal about the existence of three factors in language design.
Within linguistics, few works have recognized this domain-general character of
anti-identity (see ((10)–(13)). Two of the studies that elaborate on its origin are
Walter (2007) and Murphy (2015b).

Starting from the latter, Murphy’s effort to derive linguistic constraints by trac-
ing their origins in the brain is definitely on the right track when the aim is to reach
explanatory adequacy. There is, however, a slight caveat to be considered: his back-
ground assumptions in (13) seem too strong, given that grammatically licit coun-
terexamples exist. If little verbs count as phase heads, as is standardly assumed,
and Collins (2002) is right about serial verb compounds in ‡Hoan adjoining to a
little verb v, the result is a phase head that has two elements of the same label in
its complement. In other words, the presence of multiple lexical units of the same
label within a single phase complement is not prohibited. Importantly, if Lenneberg
is right about the contextual definition of categories, nothing could prohibit it, be-
cause an MI does not go into the derivation bearing categorial features such as N, V,
or v. Put another way, if the labels of the elements that build up the complement of
a phase head are (contextually) granted after transfer, how could identity-adjacency
be first detected and then prohibited in syntax proper, within the narrow confine of
a complement? Data from different languages ((14)–(16), see also Collins 2002 and
Leivada 2015) show that it is not.

Walter (2007) offers an extensive analysis of anti-identity, dealing with its be-
havioral manifestations both in language and other cognitive domains, and iden-
tifying various reasons as an explanation of the fact that humans avoid adjacent
repetitions of the same element. Her ‘Biomechanical Repetition Avoidance Hypoth-

9 Accepting the position that the categorization process is not unique to man does not alter the
fact that labelling in humans is implemented through language. One could then ask whether
any of the specifics of the labeling algorithm are unique to human language. In sum, labeling
has parallels in the communication systems of other species, but this does not change the
fact that when manifested in human language, labeling uses some linguistic machinery and
inevitably acquires a linguistic dress.



What’s in (a) Label? 237

esis’ (BRAH) in (18) offers a physiological explanation, while she also recognizes the
possibility of a perceptual motivation (19).

(18) Biomechanical Repetition Avoidance Hypothesis
Repetition of articulatory gestures is relatively difficult. This difficulty results
in phonetic variation.

(19) The Repetition Deficit
Repeated items are at times not perceived as different occurrences at all. This
tendency is a general characteristic of human cognition.

(18) entails that in [XX] sequences, it is likely that the two elements will not be
realized identically, in agreement with those studies that highlight the role of PF in
deriving anti-identity (i.e. ((1)–(5)). (19) has its roots in a phenomenon called Repeti-
tion Blindness: It has been shown that in rapid serial visual presentation of words—
above normal reading rate but well within limits of accurate reading potential—,
subjects have difficulty in detecting repeated words (Kanwisher 1987 et seq.). This
phenomenon is not restricted to language. It also occurs between color patches
(Kanwisher et al. 1995), pictures of natural objects (Buffat et al. 2013), and visu-
ally different items that are phonologically similar and semantically related (e.g., a
picture of the sun and the word “sun”) or phonologically similar and semantically
unrelated (e.g., a picture of the sun and the word “son”; Bavelier 1994).

A concrete illustration of the fact that humans avoid repetitions is the ‘ap-
parent motion’ illusion: Identical stimuli flashed in different locations are usually
perceived as a single moving stimulus. People show a clear preference for per-
ceiving these identical stationary tokens that blink on and off alternatively as one
moving token (Vetter et al. 2012 and references therein). Language is not involved
in this illusion; a fact that suggests that there is a bias towards anti-identity that is
operative across domains of cognition.

Another example of repetition avoidance in human cognition outside the do-
main of language comes from experiments that measure random number genera-
tion. It has been consistently found that adjacent repetitions of the same element
are avoided in human response sequencing (Towse 1998, Towse & Neil 1998), even
if participants were not instructed to not produce them. The tendency is to avoid
repetitions among immediately adjacent responses and to repeat after a lag of sev-
eral responses. The explanation given for this performance is rooted in a general
cognitive mechanism that inhibits responses that have been just produced (Towse
1998).

Comparing the different motivations behind anti-identity that are given in
(18) and (19), it seems that the former would have trouble explaining the numerous
cases where human language licenses multiple adjacent tokens of the same type for
specific reasons.10 For example, there are songs that repeat many times the same
word. In telephone closings, a final farewell token such as ‘bye’ or ‘ciao’ is often
repeated a couple of times (Auer et al. 1999 document cases of extensive repeti-
tion), probably serving as a conversation hedge. Reduplications of the same item
when cursing are also typical in language (see Corver 2014 for data), strengthening

10 I am grateful to Henk van Riemsdijk and Norbert Corver for bringing various cases of item
repetition to my attention.
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emotive content (Potts 1997). Moreover, item repetition is often used for achieving
contrastive focus (Ghomeshi et al. 2004). Interestingly, even if in all those situa-
tions the repeated item is realized just a couple of times, there are occasions where
the repetition is considerably broader than what one would expect if articulatory
fatigue was the reason that humans avoid repetitions in language.11

Observing that there are contexts that call for adjacent repetitions of identi-
cal tokens, the next aim is to identify the motivation and exact circumstances that
lead to flouting Identity Avoidance in language. The hypothesis put forth in (20)
is developed on the basis of Kanwisher et al.’s (1995) observation that the atten-
tional system responsible for integrating information of types and tokens may be
unable to bind the appropriate identity (type) to distinct, adjacent representations
(tokens). The novelty of this hypothesis boils down to offering an explanation as to
why different degrees of Identity Avoidance-violations are realized in different lin-
guistic circumstances, depending on whether novel information is presented or not. This
explains why in (14)-(16) there are at most two or three repetitions of X—there are
no grammatically licit structures that feature five adjacent complementizers—, but
in a context where no new information is conveyed (e.g., telephone closings, songs,
broadcasting while waiting for the match to resume etc.), five adjacent tokens of
the same type are perfectly possible.

(20) Novel Information Bias (NIB)
Subjects avoid tokenizing multiple, adjacent occurrences of the same type,
because of a general bias in the cognitive system to provide more attentional
resources to novel information, enhancing perception and production pro-
cesses accordingly.

At the phenotypic level, the applications of NIB are so central to human lan-
guage that if the process that underlies self-avoidance is consistently disrupted in
contexts where new information should be conveyed, the result is an impairment
called palilalia. Found in various neurological and psychiatric disorders, such as
(early-onset) schizophrenia (Ferrara et al. 2006) and, more generally, in the psy-
chosis spectrum (Geschwind 1974), palilalia involves repetition of entire words or
utterances.12 It is not an articulation-related disorder confined to spoken languages;
cases of palilalia in the signed modality have been documented too (Tyrone & Woll
2008). (21) offers an example of palilalia in a patient with schizophrenia.

(21) Doctor: Okay, so [PATIENT NAME], you’ve been hearing voices.
Patient: Yes, sir.
Doctor: Uh, is that, like, every day?
Patient: Not every day, yeah, every day, every –

11 To give one example, presenting the 2015 Champions League final, Lluı́s Flaquer announced
the first goal of the match, producing ‘goal’ more than 20 times in a row in a time frame of 22
seconds.

12 Patients with schizophrenia also perform slightly worse than neurotypical controls in tasks
that measure Repetition Blindness (Kammer et al. 1998). Interestingly, a disruption in the pro-
cess that underlies anti-identity at the phenotypic level may occur in parallel to a disruption in
self-avoidance at the cellular level. Dysfunction of protocadherins, a group of transmembrane
proteins that regulate dentrite self-avoidance, has been repeatedly implicated in schizophre-
nia and other neurological disorders (Hirabayashi & Yagi 2014, Hayashi & Takeichi 2015).
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Doctor: Every day.
Patient: Every, every . . .

(Steuber 2011: 19)

Naturally, attention deficits are also fundamental in schizophrenia (Fioravanti et al.
2005), as NIB is directly related to how our system of attention filters incom-ing
information, allowing the ‘proactive’ brain (Bar 2007) to extract the important parts
and generate focused predictions about the future.

Kanwisher et al.’s (1995) observation that the attentional system responsible
for decoding types and tokens may be unable to link repeated representations of
the same type to different tokens can be connected with theories of how our parser
deals with received messages and especially to the possibility of interference by
various sources. More specifically, according to Shannon’s (1948) mathematical the-
ory of communication (figure 2), the transmission of a message can be affected by
noise sources.

Figure 2: Shannon’s (1948) schematic diagram of a general communication system.

The signal that the receiver gets can be corrupted because of noise at both
the transmitter and receiver ends, hence the receiver must reconstitute the original
message. The crucial part here is what Gallistel & King call one of Shannon’s most
“profound insights”:

What was essential about a message was not its meaning but rather that
it be selected from a set of possible messages. Shannon realized that for a
communication system to work efficiently—for it to transmit the maxi-
mum amount of information in the minimum amount of time—both the
transmitter and the receiver had to know what the set of possible mes-
sages was and the relative likelihood of the different messages within
the set of possible messages.

(Gallistel & King 2009: 6; emphasis in original)

Recognizing that the intended message is subject to noise due to a multitude
of production errors that can interfere with its contents (e.g., wrong retrievals, tip-
of-the-tongue states, self-interruptions, false starts, phonetic execution errors), the
receiver knows that it is quite likely that many adjacent tokens of the same type
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would constitute noise. If the parser’s goal is to receive the maximum amount of
information in the minimum amount of time, the parser must keep track of the
key characteristics of noise and orient attention accordingly. Generalizing this ef-
fect, one obtains NIB: Receivers reconstitute the message, focusing their attention
to novel information and filtering out potential noise. Adjacent repetitions are a
prime candidate for the latter. In this context, NIB predicts that in situations where
no new information is supposed to be conveyed, Identity Avoidance can be flouted
to a greater degree (e.g., telephone closings, songs, etc.). Also, since NIB is a cog-
nitive bias and not a syntactic ban, [XX(X)] is possible in grammar (as shown in
(14)–(16)), although heavily constrained for obvious reasons. No language would
deploy sentences with ten adjacent prepositions, determiners, or complementizers,
because a big part of that message would have a very low information value. If
such a sentence was realized, the receiver would recognize that repetitions are due
to production errors or, in more serious cases, a disorder that affects linguistic per-
formance (e.g., palilalia).

NIB could also be the source of Towse’s (1998) performance bias that is respon-
sible for inhibiting responses that have been just produced in random number gen-
eration. Based on the knowledge that repetitions are often filtered out as noise, NIB
diffuses across domains of cognition, across comprehension and production tasks,
and across settings, effectively establishing optimal conditions for communication
at both the transmitter and receiver ends. Support for this claim comes from a re-
cent experiment that involved random number generation, in which it was found
that the tendency to avoid repetitions is evident even in dyadic production set-
tings (Towse et al. 2016). In other words, not only were self-generated repetitions
avoided, but participants monitored the alternation of responses in the dyadic set-
ting, consistently avoiding immediately adjacent repetitions. Towse et al. (2016)
interpreted this finding as showing that repetition avoidance is not just an output
effect. Since repetition avoidance is shown to be much broader than inhibition of
one’s own production, its origins should be searched elsewhere. NIB is one possible
source.

The literature on the development of different types of attentional mecha-
nisms seems to lend support to NIB. It has been shown that infants display an
experience-independent bias which makes words that feature adjacent reduplica-
tions (e.g., neenee) easier to learn than non-reduplicated words (Ota & Skarabela
2016). This happens because in the course of development, exogenous attention,
which is driven by salient environmental stimuli, becomes operative earlier than
endogenous attention, which allows for voluntary, selective control of which stim-
uli will be attended (Posner & Cohen 1984). It has been even suggested that the
register-specific reduplications that one founds in infant-direct speech (i.e. baby
talk) possibly evolved as a response to the innate predisposition of infants to seg-
ment better words with adjacently repeated phonological elements than words that
involve no such repetitions (Ota & Skarabela 2017).

Salient features such as adjacent repetitions function as attentional attractors
that may facilitate language learning in the early stages of development (de Diego-
Balaguer et al. 2016). For example, infants’ ability to generalize the detection of
non-adjacent dependencies (e.g., this chair vs. these chairs) occurs when they are first
presented with familiar stems, whereas learning is altered if their attention is drawn
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by a novel, intervening nonce word (e.g., this blem vs. these blems; Soderstrom et al.
2002). At later stages of development, the maturation of the endogenous system
enables infants to ignore ‘salient stimulus’-driven properties of their environment,
in favor of orienting their attention to the relevant information (de Diego-Balaguer et
al. 2016). Relating these findings to NIB, receivers increasingly rely on endogenous
attention when reconstituting messages, because the (mature) parser needs to filter
out noise and communicate effectively in the least costly possible manner.

At the neural level, it has been argued that goal-driven attention (roughly cor-
responding to endogenous attention), involves the dorsal frontoparietal network,
whereas the ventral frontoparietal network, which detects task-relevant stimuli,
underlies stimulus-driven (i.e. exogenous) attention (Corbetta et al. 2008). The ven-
tral pathway matures earlier than the dorsal pathway (Dubois et al. 2015), explain-
ing why our attentional system is more ‘salient stimulus’-driven at the beginning.
At the subcortical level, the main structure of interest is the hippocampus. Goal-
driven, endogenous attention affects the magnitude of encoding-related activity in
the hippocampus (Aly & Turk-Browne 2016), the maturation of which is generally
considered to be slower than that of other structures (Østby et al. 2009). Perhaps
unsurprisingly then, its modulating signal has been shown to be implicated in rep-
etition suppression and enhancement (Kremers et al. 2014). In recent research,
the hippocampus has been directly connected with what one may call ‘the neural
signature of Identity Avoidance’. More specifically, it was found that when sub-
jects are presented with identical patterns of events, this overlap triggers a ‘repul-
sion’ among hippocampal representations, which is resolved by the hippocampus
through reducing similarity among representations (Chanales et al. 2017).

In this context, one can predict that the process of identity inhibition will
be disrupted in patients with abnormal hippocampal representations, and indeed,
repetition avoidance has been reported to be less evident among hippocampal am-
nesics (Brugger et al. 1992, 1996a). A high incidence of repetitions is also attested
in patients with damage in the right frontal lobe (Brugger et al. 1996b). Aberrances
in the frontal lobe, the hippocampus, and the parahippocampal gyrus have been
often associated with a high risk for developing psychosis/schizophrenia (Du et
al. 2017, Hill et al. 2017) and with conditions that involve palilalia (Peterson et al.
2007, Cho et al. 2009).

Overall, one can observe across different levels and types of stimuli that the
human brain does not like to process identical representations, hence it employs a
number of ways to reduce similarity. At the neural level, protocadherins underlie
dentritic self-avoidance and self-/non-self-discrimination, which function as strate-
gies that endow neurons with distinct molecular identities (Lefebvre et al. 2012). At
the behavioural level, NIB is operative, leading again to the use of various strate-
gies in order to break identity-adjacency (e.g., in the case of language through the
addition of structure among identical nodes). It is important to recognize that the
development of these strategies in language is not driven by a constraint that pre-
vents a token from being merged with another token of the same type/category.
Instead, the origin is a general bias in the cognitive system to provide more atten-
tional resources to novel information, than to repeated information, given that the
latter is a prime candidate for noise. In this context, Identity Avoidance is the lin-
guistic manifestation of a more general, cognitive bias. In the linguistics literature,
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the fact that Identity Avoidance is simply a bias and not a hard constraint that leads
to crashed derivations and unacceptable sentences, although usually overlooked,
has been already recognized in Chomsky’s (1967) appendix to Lenneberg’s seminal
book Biological Foundations of Language:

The normal use of language relies in an essential way on this unbound-
edness, on the fact that language contains devices for generating sen-
tences of arbitrary complexity. Repetition of sentences is a rarity; inno-
vation, in accordance with the grammar of the language, is the rule in
ordinary day-by-day performance.

(Chomsky 1967: 400; emphasis added)

4. Outlook

The present work defended Lenneberg’s (1967, 1974) idea that categories are not
absolute constructs, but flexibly established and contextually defined relations be-
tween words. A review of categorial identity from the neurolinguistic perspective
showed that categorial features lack a status of separate entities in a feature in-
ventory, in agreement with Lenneberg’s (1974) claim about categories existing on
a continuum rather than being discretely demarcated entities. The review of the
ethological literature has suggested that a number of semantic categories is scat-
tered in the repertoire of different species, thus granting support to the claim that
the categorization process is not peculiar to man (Lenneberg 1967). Having devel-
oped an understanding of what categories are, this work then focused on Identity
Avoidance. It was shown that this is a flexible bias, and not a hard constraint or
ban, which is why communicative needs can flout it.

Grammatically licit [XX] structures are found cross-linguistically, although
it is true that the existence of adjacent tokens of the same type is severely con-
strained. The reason is that our parser focuses on novel information, avoiding to
bind one type to distinct, adjacent tokens (Kanwisher et al. 1995). In relation to
language, this hypothesis is formally captured under the Novel Information Bias,
which predicts that in situations where no new information is supposed to be con-
veyed, Identity Avoidance can be flouted to a greater degree. The literature on the
development of different types of attentional mechanisms grants support to this
proposal, explaining why our attentional system is more ‘salient stimulus’-driven
at the early stages of development. On the contrary, the mature parser relies more
on endogenous attention in order to focus on novel information and filter out noise.

All in all, the interdisciplinary take on labels and Identity Avoidance pre-
sented here might be a step in the process of developing a theory of categories that
has replaced explananda with explanations. In this work, these explanations were
based on insights coming not only from the study of language, but also from recent
findings in attention, cognitive processing, neurology, and ethology. It is likely that
this interdisciplinarity will eventually prove to be instrumental in finally under-
standing both what a label is and whether it is unique to man.
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Cognitive Phonetics:
The Transduction of Distinctive Features at the

Phonology–Phonetics Interface

Veno Volenec & Charles Reiss

We propose that the interface between phonology and phonetics is medi-
ated by a transduction process that converts elementary units of phono-
logical computation, features, into temporally coordinated neuromuscular
patterns, called ‘True Phonetic Representations’, which are directly inter-
pretable by the motor system of speech production. Our view of the in-
terface is constrained by substance-free generative phonological assump-
tions and by insights gained from psycholinguistic and phonetic models
of speech production. To distinguish transduction of abstract phonologi-
cal units into planned neuromuscular patterns from the biomechanics of
speech production usually associated with physiological phonetics, we
have termed this interface theory ‘Cognitive Phonetics’ (CP). The inner
workings of CP are described in terms of Marr’s (1982/2010) tri-level ap-
proach, which we used to construct a linking hypothesis relating formal
phonology to neurobiological activity. Potential neurobiological correlates
supporting various parts of CP are presented. We also argue that CP aug-
ments the study of certain phonetic phenomena, most notably coarticula-
tion, and suggest that some phenomena usually considered phonological
(e.g., naturalness and gradience) receive better explanations within CP.

Keywords: phonology–phonetics interface; Cognitive Phonetics; distinc-
tive features; transduction; neurobiology of language

1. Introduction

This paper aims to elucidate the nature of a cognitive system that takes as its input a
representation consisting of distinctive features (i.e., the output of the phonological
module) and generates a representation directly interpretable by the neuromuscu-
lar system associated with speech production. This system we will call ‘Cognitive
Phonetics’ and the representations it generates ‘True Phonetic Representations’.1

This paper draws on both the phonological and phonetic literature. Unsurprisingly, as gener-
ative linguists, our interpretation of these two traditions conflicts rather sharply with that of
more phonetically oriented scholars. Thanks to the critical comments of two such reviewers,
we have tried to clarify our assumptions and inferences about both phonetics and phonology.
Even if these perspectives remain incommensurable, we hope to have made the sources of
disagreement and incompatibility more evident in light of the reviews we received.

1 The way we use the term ‘representation’ here is slightly different than is customary in gener-
ative linguistics, where a representation is taken to be an abstract characterization of implicit
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Here we will concentrate solely on speech (pre)production, leaving the perceptual
direction of this system aside whenever possible. In line with the theme of this vol-
ume, our inquiry is a resuscitation of certain proposals made by Eric Lenneberg 50
years ago (see section 2), recast in the modern biolinguistic research program advo-
cated by David Poeppel and colleagues as an attempt to unify theoretical linguistics
and cognitive neuroscience.

Our point of departure is a fairly well-established claim: Surface (also known
as ‘phonetic’ or ‘output’) representations of the phonological component of a gen-
erative grammar are matrices of distinctive features (where columns represent seg-
ments).2 During most of the 1960s, it was usually assumed that the features of
underlying and surface representations are entities of a different kind, the former
being binary, the latter gradual scales (Chomsky & Halle 1968: 297). However,
one aspect of Postal’s (1968) ‘naturalness condition’—the statement that a surface
representation is identical (and therefore composed from the same set of represen-
tational elements) to its underlying representation except as requested otherwise by
phonological rules—seems to have been, often tacitly, adopted over the following
decades, after a brief period of uncertainty. Thus in early 1970s, in an influential
compendium on the contemporary issues in phonological theory, Maran (1973),
discussing classificatory (phonological) and phonetic features, concluded that

[w]e do not, however, claim at this stage that the set of abstract phono-
logical features is identical in membership to the set of phonetic fea-
tures. There are many things which remain unclear. (Maran 1973: 73)

But already by the late 1970s a consensus seems to have emerged that underlying
and surface representations do consist of the same vocabulary of features:

Assuming that utterances are best represented as a string of feature ma-
trixes at the phonetic level, we can raise the question of how sounds are
represented for the purpose of phonological description (i.e., in the UR
and at all intermediate levels). [. . . ] [A] fundamental tenet of generative
phonology has been that sounds are most properly represented at these
levels in the same way they are phonetically—namely, as feature ma-
trixes in which each feature describes an articulatory and/or acoustic
property of the sound. (Kenstowicz & Kisseberth 1979: 239)

If we assume that URs and SRs belong to the same cognitive module, that is, the
phonological module, and if we assume that a ‘module’ may operationally be de-
fined as an encapsulated computational system that operates over a particular kind
of abstract units (Boeckx 2009: 125–127), if follows that all levels of phonological

linguistic knowledge. We use the term in a broader sense, as a scientific abstraction in general,
similar to how H2O ‘represents’ water in formal stating of chemical processes. The main dif-
ference between a surface representation and a true phonetic representation, as will be shown
in greater detail in section 4, is that the former represents knowledge (competence), and the
latter represents information feeding speech production. This more general sense of usage
is in line with Marr’s (1982/2010: 20) definition of ‘representation’ as “a formal system for
making explicit certain entities or types of information together with a specification of how
the system does this”.

2 Other data structures have been proposed, such as the feature geometry trees of Sagey (1986)
and related work, but the simpler feature matrix structure is sufficient for our discussion.
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representation are built from the same set of primitives (Hale & Kissock 2007: 83).
Thus the output of the phonological module, the surface representation, also con-
sists of matrixes of distinctive features.

We understand distinctive features here as a particular kind of substance-free
units of mental representation, neither articulatory nor acoustic in themselves, but
rather having articulatory and acoustic correlates, as Halle (1983/2002: 108–109) and
Reiss (2018, chapter 15.7) have pointed out. Many influential phonological texts
have stated over the last several decades that features serve as a bundle of informa-
tion that the brain sends to the articulators (if speech is the chosen modality). Here
are three examples of such statements:

In articulatory terms each feature might be viewed as information the
brain sends to the vocal apparatus to perform whatever operations are
involved in the production of the sound, while acoustically a feature
may be viewed as the information the brain looks for in the sound wave
to identify a particular segment as an instance of a particular sound.

(Kenstowicz & Kisseberth 1979: 239)

[. . . ] [T]he distinctive features correspond to controls in the central ner-
vous system which are connected in specific ways to the human motor
and auditory systems. [. . . ] In producing speech, instructions are sent
from higher centers in the nervous system to the different feature boxes
in the middle part of (5) [’tone’, ’vocal’, ’labial’ etc.—vv & cr] about the
utterance to be produced. (Halle 1983/2002: 109)

The [. . . ] featurally specified representation constitutes the format that
is both the endpoint of perception - but which is also the set of instruc-
tions for articulation. (Poeppel & Idsardi 2011: 179)

If one thinks about how exactly features engage the articulatory system, it becomes
apparent that there is a substantial conceptual gap between features and neural
structures or activities. At present there is no way to link either the general concept
‘distinctive feature’ or any of the particular features (e.g., [CORONAL]) to any known
neural structure (e.g., dendron, neuron, cortical column etc.) or activity (e.g., long
term potentiation, oscillation, synchronization etc.; see Embick & Poeppel 2015). In
fact, there seems to be very little understanding of how the brain exactly represents
and computes any of the units or processes that are part of linguistic competence
(Chomsky 2000a; Gallistel & King 2010; Mausfeld 2012). In other words, the units
of linguistic computation and the units of neurological computation—as currently
understood—are mostly incommensurable. This problem was therefore dubbed
‘the ontological incommensurability problem’ by Poeppel & Embick (2005). The
proposed solution to it is to decompose a particular linguistic domain (e.g., phonol-
ogy) into formal units and operations that are as basic and as generic as possible,
and then formulate biologically plausible and scientifically productive ‘linking hy-
potheses’ across the fields of linguistics and neuroscience (Poeppel & Embick 2005,
Poeppel 2012, Embick & Poeppel 2015).

The main goal of this paper is to formulate a hypothesis about the ‘intermod-
ular bridge’ (Pylyshyn 1984: 147) from the symbolic and substance free (phonology)
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to the physical and substantive (phonetics). By pursuing this line of inquiry a mod-
est attempt is made to formulate a theory of the phonology–phonetics interface3 in
strict biolinguistic terms, that is, in such a fashion that it can be linked to the kind of
neurobiological activity that we might plausibly find in a neuromuscular system.
Distinctive feature theory was initially outlined by Roman Jakobson in a lecture
delivered in 1928 (see Jakobson 1971: 3–6) and in an often overlooked paper from
the late 1930s (Jakobson 1939), and subsequently elaborated by Jakobson, Fant &
Halle (1952) and Jakobson & Halle (1956). The idea of a ‘distinctive feature’ was
founded upon purely phonological—that is, non-biological and non-cognitive—
insights about phonemic oppositions in the vein of Trubetzkoy (1939/1969), as
shown in the following passage:

Any minimal distinction carried by the message confronts the listener
with a two-choice situation. Within a given language each of these op-
positions has a specific property which differentiates it from all the oth-
ers. The listener is obliged to choose either between two polar qualities
of the same category, such as grave vs. acute, compact vs. diffuse, or be-
tween the presence and absence of a certain quality, such as voiced vs.
unvoiced, nasalized vs. non-nasalized, sharpened vs. non-sharpened (plain).
The choice between the two opposites may be termed distinctive feature.
The distinctive features are the ultimate distinctive entities of language
since no one of them can be broken down into smaller linguistic units.
The distinctive features combined into one simultaneous or [. . . ] con-
current bundle form a phoneme. (Jakobson, Fant & Halle 1952: 2)

Despite many revisions of the theory during the following decades (e.g., Chom-
sky & Halle 1968: 298–329, Halle & Clements 1983, Clements 1985, Clements &
Hume 1995), it stands to reason that distinctive feature theory was never meant
to face one of the more difficult questions of modern biolinguistics and of cogni-
tive neuroscience in general, namely, how to bridge the gap between a cognitive
faculty, in this case phonological competence partly represented by features, and
brain. The existence of features themselves should not be in question—they have
withstood almost a century of rational and empirical scrutiny and are considered
“to be a scientific achievement on the order of the discovery and verification of
the periodic table in chemistry” (Jackendoff 1994: 60). Also clear is the fact that fea-
tures are somehow interpreted by the sensorimotor (SM) system because utterances
are effectively externalized and perceived/parsed. Therefore, a question that logi-
cally follows from these facts is how exactly to get from discrete, timeless, abstract
cognitive entities (features), on the one hand, to temporally arranged articulatory
movements and ultimately to continuously varying sound waves, on the other.

Here we will adopt the position that cognition, including linguistic cogni-
tion, is best understood as a set of modules (see Chomsky 1984 and Curtiss 2013
for justification), each of which is characterized by mappings involving inputs and
outputs in a particular format (Reiss 2007, section 2.1). Modules are connected

3 An influential source on this topic is the collection of papers in the special issue of the Journal
of Phonetics (1990) dedicated to the relationship between phonetics and phonology. In the
course of this paper, we will address what we consider as some shortcomings of these previous
discussions of the phonology–phonetics interface.
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via ‘interfaces’—configurations in which the outputs of one module serve as the
inputs to another module. We argue that the interface between the phonological
component of the grammar and phonetics (in this case starting with the neuro-
phonetics of speech production, that is, with sending efferent neural commands
to speech organs) is mediated by a system that transduces features into True Pho-
netic Representations—arrays of temporally coordinated neuromuscular informa-
tion directly interpretable by the motor system in charge of speech production. An
assumption that is interleaved in this proposal is that distinctive features, as cur-
rently conceived in modern literature, are not directly intelligible to the SM system.
It is a non-trivial matter to show why this is so, and we return to this issue in sec-
tion 3. Thus, our research question is that of transduction of distinctive features
at the phonology–phonetics interface, which necessarily precedes speech produc-
tion. A convenient and productive way to fractionate this question and begin to
approach it is to adopt Marr’s (1982/2010) three level perspective that specifies—
for any cognitive information-processing system—its computational level (‘What
is computed and why?’), algorithmic level (‘How is it computed?’), and implemen-
tational level (‘How is it realized physically?’). It should be noted that these three
levels of analysis do not state some fundamental truth about cognitive systems in
general (e.g., that every cognitive system consists of three levels); rather, these are
explanatory devices that provide a convenient way of dividing a cognitive system
in order to study it, or in Marr’s (1982/2010: 24) words, these are “the different
levels at which an information-processing device must be understood before one
can be said to have understood it completely”. Since the cognitive system under
study is an information-processing device, we will frame our discussion in Marr’s
terms.

The rest of the paper is structured as follows. In section 2 we revisit Lenne-
berg’s (1967) Chapter Three where he introduces abstract neuromuscular schemata
to account for the transformation of basic phonological units, segments in his case,
into muscular events. In section 3, we state in more detail some general proper-
ties of Cognitive Phonetics, our proposed interface theory; we show how it can
be constrained by both phonological and phonetic considerations; and we provide
arguments for why features need to be transduced before a representation can be
legible to the SM system. In section 4, we define the transduction of features into
True Phonetic Representations following Marr’s (1982) tri-level approach and we
explore its neurobiological substrate. In section 5, we pursue several direct conse-
quences of viewing the phonology–phonetics interface this way and introduce the
concept of ‘intrasegmental coarticulation’. We conclude (section 6) by summarizing
our results and by pointing out some further research strategies that follow directly
from our insights.

2. Lenneberg’s Neuromuscular Schemata

Lenneberg (1967: 89–90) was well aware of the complexity of the relationship be-
tween discrete, logically ordered phonological units (phonemes, segments) on the
one hand, and continuous articulatory movements with concomitant acoustic re-
sults on the other. He recognized that although some acoustic discontinuities cor-
responding to segment transitions are detectable in a spectrogram, in general, these
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boundaries are not apparent, and the acoustic record of speech provides very lim-
ited information about phonological organization. This complexity is of course
mirrored in speech production, since discrete sequences of segments correspond to
continuous movements of physical systems: “[w]hen we think of the entire mus-
culature of the speech apparatus in activity, we realize that there is a continuous
waxing and waning in states of contraction throughout these muscles” (Lenneberg
1967: 90). The relation between phonological units and articulatory movements is
further complicated by various directions, scopes and types of segmental coarticu-
lation: “[t]he muscular activity associated with one phoneme is influenced by the
phonemes that precede and follow it” (Lenneberg 1967: 92). As was already under-
stood at that time (Öhman 1966, 1967), and as subsequent research has confirmed
(Hardcastle & Hewlett 1999), coarticulation is a ubiquitous phenomenon that oblit-
erates the neat, beads-on-a-string-like succession of phonological segments. A fur-
ther problem that Lenneberg emphasized is that the order and duration of events
at different levels of phonetic organization—perceptual, acoustic, neural—are not
perfectly aligned:

The perceptual order of speech sounds need not be identical with the
order of acoustic correlates (we may ignore or fail to hear certain acous-
tic phenomena); the order of acoustic events need not be identical with
the order of motor or articulatory events (movements occur that do not
produce sound or sound-changes); the order of central neuronal events
may be different from the order of peripheral motor events (certain ner-
vous impulses must be initiated in advance of others because travel-
ing time to the periphery is longer for some pathways [e.g., the recur-
rent nerve supplying the muscles of the larynx—vv & cr] than others
[e.g., the trigeminal nerve innervating the muscles of the jaw—vv &
cr]). (Lenneberg 1967: 93)

Lenneberg’s discussion illustrates how segmental units of surface represen-
tations radically differ from their realizations. The former are discrete, timeless,
neatly ordered mental abstractions, the latter continuous, dynamic, overlapping,
coordinated movements of respiratory, phonatory and articulatory organs. The
magnitude of this mismatch is even greater when we take into account the tremen-
dous complexity of the neuromuscular mechanisms by which mental representa-
tions are realized. The production of speech is the most complex neuromuscular ac-
tivity human beings ever come to master, requiring temporal coordination of over
100 muscles controlled by more than 1400 motor commands per second (Stetson
1951, Lenneberg 1967: 91–92, Laver 1994: 1). Stated this way, it becomes apparent
that the mental unit represented as [t] on the one hand, and the sound of producing
that unit on the other, are separated by a considerable gap. The problem, then, is
to explicitly relate the two sides, taking into account their fundamentally different
natures.

Lenneberg (1967: 98–107) proposed a two-step process which, essentially,
transmutes segments into real-time muscular activity. A few caveats are due before
sketching his proposals. First, Lenneberg’s discussion is based on the production
of idealized utterances. His examples are not drawn from observed speech, but
are models of the process of speech production applied to hypothetical tokens. A
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related second point is that Lenneberg’s proposal is not intended as part of a psy-
cholinguistic theory of language use, what is sometimes called a ‘psychologically
real’ model of speech production. Similar to the components of Marr’s (1982) tri-
level analysis, the components of Lenneberg’s model are “theoretical stages that
help us visualize the complications of speech production” (Lenneberg 1967: 99).
Third, Lenneberg takes segments, not distinctive features, to be the basic phono-
logical units, and uses a traditional structuralist terminology—‘phonemes’ for ab-
stract segmental distinctive units, ‘phones’ for their intended realizations. One of
our primary goals in this paper is to show how Lenneberg’s insights can be further
developed by combining them with a finer level of phonological representation us-
ing distinctive features.

Lenneberg’s model, as shown in Figure 1, takes a string of phones as its input
and applies two operations: (1) it assigns muscle activity to each phone; (2) it orders
that muscle activity temporally.

Figure 1: Diagram of hypothetical transduction processes involved in speech production. Based on
Lenneberg (1967: 99).

Both medial processes of Figure 1 may be represented in a form of a schema.
Lenneberg represented the assignment of muscle activity to each phone with a table
where columns stand for successive phones, and rows for muscles relevant for their
production (Figure 2).

Figure 2: Schema of the process of assigning
muscle activity to a string of phones. Based on
Lenneberg (1967: 100).

This schema is intended as a ma-
trix indicating which muscles are to be
contracted in order to produce a given
speech sound. Rows correspond to spe-
cific muscles (abstractly labeled from a
to f ), columns to phones; ‘+’ means con-
traction of a given muscle, ‘0’ means re-
laxation. For example, the schema in
Figure 2 indicates that in order to pro-
duce phone IV it will be necessary to
contract muscles b, c, d, e. Naturally,
in actual cases of realization of phones,
many more muscles are involved. The
next step in transduction is to order
muscular activity from Figure 2 tempo-
rally. This process is illustrated in Figure 3. A simplifying assumption is that the
relevant muscles may be grouped into classes, here denoted as a through d, ranked
according to the time it takes neural impulses to travel from the brain stem and to
reach the muscles in each class. Thus the a class of muscles has an activation la-
tency that is four times greater than the d class, three times greater than G, and two
times greater than B.
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Figure 3: Schema of the process of temporal ordering of muscle activity
for a given string of phones. Based on Lenneberg (1967: 101).

A further sim-
plification is that in
this schema all phones
are assumed to be of
equal duration.4 Based
on the classification of
relevant muscles into
latency groups, shown
in the left table of Fig-
ure 3, the schema from
Figure 2 is rearranged
to obey this relative
temporal order. The
table on the right in
Figure 3 shows that if
a string of phones I to VI is to be realized correctly, then the first neuromuscular
event to occur is the firing of impulses for contraction of muscle e; after that mus-
cles b and c contract but e relaxes, and so on. Due to temporal shifting of the muscles
associated with particular phones, the columns in this schema can no longer be put
into one-to-one correspondence with the segments in the phonological string. It
is here that the phonemic ’Easter eggs’ are smashed (Hockett 1955: 210) and coar-
ticulatory effects begin to emerge.5 Therefore, each column in the right schema of
Figure 3 corresponds to a ‘temporal segment’ which indicates, for a given point in
time, which muscles need to be contracted or relaxed. Unfortunately, Lenneberg
does not discuss the details of this temporal arrangement. For example, he leaves
unresolved the question of how much time does one cell denote—5 ms, 10 ms, 20
ms? Time is represented abstractly in Figure 3, from 1 to 9, a reflection of the hy-
pothetical and tentative nature of his discussion, that is, “merely stat[ing] what the
neuronal firing order is on some given level in the brain” (Lenneberg 1967: 102).

The result of both steps in the transduction of phones into a neuromuscu-
lar schema is given in Figure 4. For each unit of time (abstractly denoted here

4 This is a curious assumption/simplification on Lenneberg’s behalf since four pages prior to
describing the transduction of segments into neuromuscular schemata he discusses timing
problems arising from differences in segmental duration (cf. Lenneberg 1967: 96–97). In fact,
temporal discrepancies on various levels of phonetic organization are what initially prompted
him to devise such a model of transduction.

5 The corresponding quote referenced here is as follows:

Imagine a row of Easter eggs carried along a moving belt; the eggs are of various
sizes, and variously colored, but not boiled. At a certain point, the belt carries
the row of eggs between the two rollers of a wringer, which quite effectively
smash them and rub them more or less into each other. The flow of eggs before
the wringer represents the series of impulses from the phoneme source; the mess
that emerges from the wringer represents the output of the speech transmitter.
At a subsequent point, we have an inspector [i.e., a hearer—vv & cr] whose task
it is to examine the passing mess and decide, on the basis of the broken and un-
broken yolks, the variously spread-out albumen, and the variously colored bits
of shell, the nature of the flow of eggs which previously arrived at the wringer.
Note that he does not have to try to put the eggs together again—a manifest
physical impossibility—but only to identify. (Hockett 1955: 210)
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as a temporal segment), the schema specifies which muscle needs to contract and
across how many such units, that is, for how long. Within each column, events are
assumed to be simultaneous. Notice that for example aI in the fourth temporal seg-
ment, which is a muscle contraction associated with the phone ordered first in the
string of Figure 2, is preceded by four muscle contractions unrelated to that phone
(bII, bIII, cII, cIII).

Figure 4: A neuromuscular schema as a result
of transduction of a string of phones into infor-
mation directly interpretable by the SM system.
Based on Lenneberg (1967: 102).

The anticipation of future events
emphasizes the need for a model of
speech preproduction that feeds the
sensorimotor system with “a hierar-
chic plan in which events are selected
[. . . ] as an integration of all elements
within units of several seconds dura-
tion” (Lenneberg 1967: 103). For rea-
sons discussed at length (see especially
Lenneberg 1967: 102–107), Lenneberg
on page 106 explains that a ‘sequen-
tial chain model’ that scans the surface
representation from ‘left to right’, in-
terpreting linearly ordered segments, is
not a viable model for relating phonology to phonetics. Instead, what is needed
is a ‘central plan model’ of speech preproduction, which Lenneberg described as
follows:

On the lowest level, muscular contractions belonging to different speech
sounds intermingle and therefore their sequencing cannot be programm-
ed without considering the order of the speech sounds to which they
belong. But the choice and sequencing of speech sounds cannot take
place without knowledge of the sequence of morphemes to which the
sounds belong. [Compare the two different pronunciations of the arti-
cle the depending on whether the following morpheme begins with a
consonant or a vowel—vv & cv] [. . . ] On the next higher level, the level
of morphemes, we encounter again the phenomenon of intermingling
of elements and an impossibility to plan the sequence without insight
into the syntactic structure of higher constituents. [. . . ] On a still higher
level, the level of immediate constituents, [. . . ] syntactic elements can-
not be ordered without knowledge of the entire sentence. (Lenneberg
1967: 106)

The need for a hierarchical central plan for speech production is thus just a specific
example of a more general requirement for all levels of linguistic computation and
behavior, a requirement that probably extends into other behavioral domains such
as navigating through space.

In summary, Lenneberg (1967, chapter 3) already recognized the complexi-
ties involved in transforming a mental representation of a string of phones into a
temporally coordinated sequence of muscular contractions. The result of this trans-
duction may be understood as a neuromuscular schema such as given in Figure 4.
The sequential arrangements of muscular events require preplanning with antici-
pation of later events. Therefore, the occurrence of some events is contingent upon
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other events yet to come, which may be adduced as proof that sequencing on a neu-
romuscular level is not accomplished by a sequential chain model (i.e., by scanning
and interpreting a string of segments), but rather by a complex central plan model.
The observed interdigitation of muscular correlates of a given phone is mirrored on
higher levels of organization, for which a central plan model is also required. The
importance of Lenneberg’s work, foundational to biolinguistics, derives from his
capacity to invoke and synthesize concepts and results from domains as diverse as
phonology, phonetics, physiology and neurology.

3. Phonology–Phonetics Interface (PPI)

One of the points that emerged from the previous discussion is that relating phonol-
ogy and phonetics is a non-trivial and complex task. Lenneberg’s views were gen-
erally a step in the right direction because he understood the need to explicitly ad-
dress the conceptual gap between the units and operations characteristic of these
two systems. Yet, there is room for further improvement by adopting ideas and
findings that were mostly unavailable in the 1960s. In particular, the discussion of
the phonology–phonetics interface (PPI) can be constrained from ‘both sides’, that
is, by strictly adopting a constrained phonological theory which feeds the interface
in production (section 3.1), and by using insights from modern models of speech
production which are fed by this interface (section 3.2).

3.1. Phonology

On the phonological side, we assume a generative substance-free approach (Hale &
Reiss 2000a, 2000b, 2008, Reiss 2018, Bale & Reiss 2018). Phonology is understood
here as a component of the language faculty that involves formal computations
over discrete symbolic units such as distinctive features, syllables, feet etc. Since
phonology is a part of the knowledge of language, by definition “all the work in
phonology is internal to the mind/brain” (Chomsky 2012: 48). Furthermore, repre-
sentations involved in phonology are abstract and symbolic, that is, devoid of artic-
ulatory, acoustic, typological, statistical etc. information; computations involved in
phonology treat features and other phonological units as arbitrary symbols (Hale
& Reiss 2008: 169). All representational levels of the phonological component of a
generative grammar—underlying, surface, and intermediate—consist of distinctive
features (and perhaps markers of other segmental and suprasegmental structure,
such as syllable or foot boundaries, which need not detain us here). This means
that features are part of the ‘representational alphabet’ of the phonological module.
Representational levels are related by ordered phonological rules which serve as
the computational aspect of phonology (Vaux 2008).

It is important to distinguish between computation and transduction. Com-
putation is the formal manipulation (reordering, regrouping, deletion, addition,
etc.) of representational elements within a module, and without a change in the
representational alphabet. Transduction is a process of converting an element in
one form into a distinct form, that is, a mapping between dissimilar formats. For
example, in the process of hearing, air pressure differentials are transduced into
biomechanical vibrations of the tympanic membrane and the ossicles of the middle



Cognitive Phonetics 261

ear, which are transduced via the oval window into fluidic movements within the
cochlea, which are in turn transduced by the organ of Corti into electrical signals
which are passed on for further processing in the nervous system. The distinc-
tion between computation and transduction facilitates conceptualizing the notion
of modularity. A module can be thought of as a device which takes input rep-
resentations and computes over them, generating thereby an output in the same
representational alphabet. Modules of the mind (and of organic systems more gen-
erally) are linked by transducers which convert information in one form into a form
required by the computational module fed by the conversion process. An interface
between modules is therefore defined by (1) the form of the input, (2) the form of
the output, and (3) a set of transformations that relate (1) to (2).

By virtue of the form of its representations and operations, each module im-
poses ‘legibility conditions’ at its interfaces: If some information is to be legible
to a given module, that information must come in a specific form in which that
module operates (Chomsky 2000a: 9–14). Otherwise, that information would ei-
ther not be received by that module at all or would be treated as noise (perhaps
as human speech is noise to dogs which lack the needed cognitive modules and
transducers, even though their auditory system is far superior to that of humans).6
The SM system imposes certain legibility conditions on phonology, the component
of the grammar with which it interfaces, most notably the condition that informa-
tion must have a linear arrangement (one cannot produce eleven words in parallel)
with certain temporal properties (one cannot produce a polysyllabic word in three
nanoseconds). Linearity is a complex notion (see Cairns & Raimy 2011, Idsardi
& Raimy 2013). For example, in phonological representations, several tiers may
be distinguished (segmental, moraic, prosodic, etc.), leading to a kind of multi-
linearity characteristic for autosegmental phonology; also, in speech, many over-
lapping articulatory events may be detected, as will be shown in more detail in
section 4. Nonetheless, the general idea of linearity, namely, that sequential order-
ing and precedence relations among basic units play an important role, seems to
hold for both phonology and phonetics, unlike for syntax (Chomsky 1995: 334–340,
Everaert et al. 2015). Another condition, to which we will return in more detail
below, is the condition of bi-directionality: If the same phonological architecture is
to be employed in both language comprehension and in speaking, that is, if it is not
the case that humans use completely different grammatical devices for each direc-
tion,7 then the atomic representational units of phonology, features, must integrate
acoustic and articulatory correlates.8 If a feature were defined exclusively in terms

6 As Chomsky put it:

To be usable, the expressions of the language faculty (at least some of them),
have to be legible by the outside systems. So the sensorimotor system and the
conceptual-intentional system have to be able to access, to ‘read’ the expressions;
otherwise the system wouldn’t even know it is there. (Chomsky 2000b: 17)

7 In this context, consider Lashley: “The processes of comprehension and production of speech
have too much in common to depend on wholly different mechanisms” (Lashley 1951: 186).

8 A reviewer points out that it is possible that “the articulation system relies on sensory-motoric
knowledge to implement the auditory targets” and that features might not have direct articu-
latory correlates. Assuming non-existence of articulatory correlates of features is problematic
because it leads to the conclusion that if a speaker were to suddenly lose hearing, she or he
would have to become completely unable to articulate since there is no audition to guide ar-
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of, say, its articulatory correlates, as the feature [CORONAL] is, then in principle such
a feature could not be used in phonological decoding.

In the phonological theory we adopt, features themselves are substance-free
cognitive units (see Reiss 2018: chapter 15.7 for justification), that is, they do not
contain information on the temporal coordination of muscle contractions, on the
spectral configuration of the acoustic target to be reached, and so on. Yet without
this information, the respiratory, phonatory and articulatory systems cannot pro-
duce speech. The motor system for speech production requires information about
substance and time in order to arrange the articulatory score, therefore this infor-
mation has to be integrated into a representation before being fed to the motor sys-
tem. The most plausible way to escape this deadlock (i.e., phonology is substance
free, but the SM system needs information about substance to produce speech) is to
abandon the idea of a direct, unmediated interface between grammar/phonology
and SM system, and posit a cognitive phonetic transduction system that converts
distinctive feature matrices into True Phonetic Representations that provide the SM
system with legible information needed to produce speech.

In summary:

• Outputs of the phonological module, surface representations (SRs) consisting
of substance-free features, do not contain substantial and temporal informa-
tion.

• The SM system requires articulatory, auditory and temporal information in
order to produce speech.

) SRs are not legible to the SM system and phonology cannot in principle
feed speech production directly.

) The interface between phonology and the SM system is mediated by
transduction.

Before turning to the nature of this transduction system, let us review how modern
models of speech production further constrain our approach to the PPI.

3.2. Speech Production

On the side of speech production, modern models such as DIVA (Guenther 1995a,
1995b, Guenther et al. 1998, 2006, Tourville & Guenther 2011, Guenther & Vladu-
sich 2012), HSFC (Hickok 2012), LRM (Levelt et al. 1999, Indefrey & Levelt 2004),
and MAPL (Poeppel & Idsardi 2011) provide several theoretical and empirical con-
straints on the nature of representations that directly feed the SM system during
speech. In constructing his model of transduction of phones into neuromuscular
schemata, Lenneberg (1967, chapter 3) made the assumption that this process in-
volves reaching specific articulatory targets and took into consideration only the
distribution of muscle contractions in time. However, more recent research showed

ticulation. It is known that a substantial decline in articulation can occur in such a case, but
not a complete inability to articulate (Cowie & Douglas-Cowie 1992, Lane et al. 1997). Also,
healthy speakers articulate intelligibly while their hearing is blocked by loud masking noise
(Lombard 1911, Lane & Tranel 1971). We therefore remain unconvinced that there are no ar-
ticulatory correlates of features.
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that these targets include auditory information as well. Speech production is a
mechanism in which feedforward and feedback processes are tightly and intricately
related, as witnessed by the general architecture of the Directions Into Velocities of
Articulators (DIVA) model, currently the most elaborate and empirically validated
model of speech production (see Figure 58.3 of Guenther & Hickok 2016: 728).
Manipulating a speaker’s auditory feedback during speech production results in
substantial compensatory changes in motor speech acts compared to undisturbed
speech (Yates 1963, Guenther et al. 1998, Houde & Jordan 1998, Larson et al. 2001,
Purcell & Munhall 2006, Hickok & Poeppel 2016, chapter 25, section 2.2.1). For
example, if a subject is asked to produce one vowel and the feedback that she or
he hears is manipulated so that it sounds like another vowel, then the subject will
change the vocal tract configuration so that the feedback sounds like the original
vowel. In other words, speakers will readily modify their articulations to hit an
auditory target, suggesting that the goal of speech production involves an intricate
relation between articulatory and auditory configurations. Furthermore, although
individuals who become deaf as adults can remain intelligible for years after they
lose their hearing, they show some speech production impairments immediately,
including the inability to adjust pitch and loudness in different listening condi-
tions, and over time they can exhibit substantial articulatory decline (Walstein 1990,
Perkell et al. 2000). The fact that speakers are able to repeat speech acts that they
heard, even when given speech acts are ad hoc inventions such as “zlurb”, sug-
gests that people effortlessly map between articulatory and auditory systems (see
the work on the Memory-Action-Perception Loop by Poeppel & Idsardi (2011) for
further discussion).

The Hierarchical State Feedback Control (HSFC) model (Hickok 2012) pro-
vides further corroboration for the view that features integrate both articulatory
and auditory information by showing that speech production involves parallel ac-
tivation of both auditory and motor units corresponding to the information pro-
vided by an appropriate mental representation, and also a sensory-motor coordi-
nate transform network mediating auditory and acoustic programs. It has been
well established that surface representations of the phonological module, spelled
out in terms of features, serve as both the starting point of speech production and
as the end-point of speech perception (Poeppel & Idsardi 2011, Idsardi & Mona-
han 2016). In an indirect manner, the groundwork for these findings was already
laid by the Motor Theory of Speech Perception (Liberman et al. 1967, Liberman
& Mattingly 1985), which posits that speech perception involves translating acous-
tic signals into motor gestures that produce them, and by the Acoustic Theory of
Speech Production (Fant 1960, Stevens 1998), which highlights the importance of
acoustic or auditory targets in the process of speech production. It follows logi-
cally from all this that distinctive features allow for mapping from auditory input
to words and from words to action, and therefore must properly be defined via
abstract articulatory and auditory correlates.

Modern neuropsychological and neurophysiological evidence indicates that
the cognitive aspect of externalizing language through speech has two distinct
stages, phonological and phonetic, lending further support for the necessity of cog-
nitive phonetics as a mediating system between phonology and the SM system. The
LRM model, named after its creators Levelt, Roelofs & Meyer (1999), explicates the
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successive stages of spoken word production, and clearly distinguishes between
cognitive phonological computation and cognitive phonetic encoding. Indefrey &
Levelt (2004) reviewed data from 82 imaging experiments and found that phono-
logical operations are independently conducted within the average time window of
205 ms, followed by an average of 145 ms of cognitive phonetic processing. Evidence
from aphasia also supports the dichotomy between phonological and phonetic cog-
nitive processing (Buchwald & Miozzo 2011, 2012). Consider the words pill and spill
in English. Both are assumed to contain the segment /p/ in their underlying rep-
resentations; in the surface representation the former has [ph] and the latter [p]. It
is of interest to determine what exactly happens when an aphasic patient simpli-
fies a consonant cluster so that /s/ does not get realized in a word like spill. Will
the resultant realization of /p/ be aspirated, consistent with the notion that the
deletion of /s/ occurred within the phonological module (i.e., before motor plans
for a cluster are implemented), or will it be produced without aspiration, reflecting
the conception that the phonological mapping /sp/ ! [sp] was left intact and that
the deletion of the fricative occurred after phonological computation? Buchwald
& Miozzo (2011) measured VOT productions of two aphasic patients who did not
realize /s/ in /sp/, /st/, /sk/ clusters and compared these with realizations of
correctly produced consonants. Results showed two different patterns of produc-
tion, with one patient producing the initial stop consonant with a long VOT ([ph]),
and the other producing it with a short VOT ([p]). These findings have been taken
to suggest that the errors of the former patient were phonologically based and the
errors of the latter patient were phonetically based and “are consistent with an ac-
count of spoken production containing at least two processing levels that can be se-
lectively impaired by brain damage: one processing stage [i.e., cognitive phonologi-
cal] with context independent representations and another [i.e., cognitive phonetic]
with context-specific representations” (Buchwald & Miozzo 2011: 1118). Similar re-
sults emerged in examination of durational properties of nasal consonants when
deleted in /sn/ and /sm/ clusters (Buchwald & Miozzo 2012).

In summary, modern research into speech production, and to a lesser extent
speech perception, constrains our approach to the PPI insofar as it shows

(1) that the target of speech production is a complex representation that inte-
grates both articulatory and auditory information;

(2) that speech production is strongly influenced by auditory and somatosensory
feedback;

(3) that features have abstract articulatory and acoustic correlates, as demanded
by (1) and (2);

(4) that cognitive aspects of externalizing language through speech have two dis-
tinct stages: a substance-free computational stage (phonology) and a substan-
tial transduction stage (cognitive phonetics).

3.3. An Interface Theory: Cognitive Phonetics

Cognitive Phonetics (CP) is a theory of the phonology–phonetics interface (PPI). It
is motivated by the conceptual distance between the characteristics of phonology as
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Figure 5: The architecture of the phonology–phonetics interface and the place of Cognitive Phonetics
within it.

shown in section 3.1 on the one hand, and the characteristics of the speech produc-
tion mechanism as shown in section 3.2 on the other. CP proposes that the output
of the grammar is transduced into a representation that contains substance-related
information required by the SM system in order to externalize language through
speech. Figure 5 illustrates the general architecture of the PPI and the place of CP
within it.

Recall that our present focus on speech externalization, without discussion of
speech perception and phonological comprehension, is a matter of expository con-
venience, not a claim about the purview of CP. As the interface between phonology
and phonetics, CP is a bi-directional system, thus also relevant for transduction in
the direction of perception, that is, for decomposing, parsing, and mentally repre-
senting the sound of speech (Reiss 2007, section 2.5, Poeppel et al. 2008). Therefore,
in the ‘input’ direction, CP serves as “the bridge from the physical to the symbolic”
(Pylyshyn 1984: 152). In the ‘output’ direction, which is our focus here, CP is the
bridge from the symbolic to the physical, relating the substance-free (phonology)
to the substance-laden (physiological phonetics).

CP is fed by the output of the phonological grammar, and directly feeds the
sensorimotor (SM) system associated with speech production. CP is substance-
infusing in the sense that it provides the means to externalize language through
speech in real time using human neurophysiological machinery. The movements of
various organs and the subsequent acoustic consequences comprise the substance-
laden aspect of speech traditionally associated with articulatory and acoustic pho-
netics. CP is a transduction system, which means it changes inputs of one ontolog-
ical type into outputs of another. The input to CP is a mental representation com-
prised in part of abstract distinctive features. The output is a representation that
contains information on the auditory target to be reached, the muscles necessary
to realize a given input, and their temporal arrangement. Outputs of phonology
are interchangeably called in the literature ‘surface’ representations and ‘phonetic’
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representations, while representations from which these are derived are called ‘un-
derlying’ or ‘phonological’ representations (Kenstowicz 1994: 60). Since both are
phonological representations, that is, encoded in the primitives of the phonological
module, it is misleading to call only one representational level phonological. There-
fore, in line with our ideas regarding the PPI and CP, we propose a terminological
clarification. Inputs to phonology, typically conceived of as strings of concatenated
morphemes, we will call ‘underlying phonological representations’ (UPR); outputs
of phonology, which are the inputs CP, will be called ‘surface phonological repre-
sentations’ (SPR); and outputs of CP ‘true phonetic representations’ (TPR); or, for
short, ‘underlying representations’ (UR), ‘surface representations’ (SR), and ‘pho-
netic representations’ (PR), respectively. URs and SRs are part of phonology; PRs
are extragrammatical, non-phonological entities.

It is an understatement to say that progress in solving the ontological incom-
mensurability problem in all cognitive domains has been modest. In this light, the
fact that we are still talking about theoretical abstractions (e.g., PRs) and not solely
in terms of neurobiological processes does not reflect a commitment to any sort of
dualism. It reflects instead the position that theoretical cognitive models are cru-
cial for understanding neurobiology of any cognitive domain, including language
(Gallistel & King 2010, Poeppel 2012). However, provided that we decompose
models of various aspects of cognition—language and speech programing included
(Boeckx et al. 2014)—into elementary units and operations, it is a logical necessity
that for these units and operations to be ‘real’ in any coherent sense of that word,
they must have a neurobiological substrate, as reflected by Figure 5. For phonol-
ogy, works like Phillips et al. (2000), Binder et al. (2000), Hickok & Poeppel (2000a,
2004, 2007), Indefrey & Levelt (2004), Obleser et al. (2004), Mesgarani et al. (2008,
2014), Idsardi & Raimy (2013), Monahan et al. (2013), Idsardi & Monahan (2016)
provide information on what this substrate might be and how to look for it. For
neurobiological substrate of cognitive aspects of speech perception and production
see Hickok & Poeppel (2000b, 2016), Poeppel et al. (2008), Poeppel & Hackl (2008),
Poeppel & Monahan (2008), Poeppel & Idsardi (2011), Blumstein & Baum (2016),
Guenther & Hickok (2016), Tremblay et al. (2016). The neurobiological substrate
for CP will be explored in section 4.

CP shares its name and some conceptual commitments with the theory of
cognitive phonetics by Tatham (1984, 1987, 1990) and Morton (1987), although there
are substantial differences. While both approaches reject the notion of a direct inter-
face between phonology and phonetics, and argue for a cognitive approach to cer-
tain phonetic phenomena, their theory (henceforth ‘CP-TM’) offers a different view
of what phonology is and how it works. Although CP-TM was somewhat sym-
pathetic to contemporary developments in generative phonology (Tatham 1990,
section 3.1), the most important difference from our approach is that CP-TM did
not fully commit to the generative architecture of the human language faculty, and
therefore did not inherit all the implications (and results) that the generative frame-
work entails. In particular, while CP-TM acknowledges the existence and phonolog-
ical importance of features (ibid.), as soon as the phonetic level (albeit a cognitive
one) is reached, CP-TM, like most phonetic models, tacitly shift attention to the re-
alization of segments (Tatham 1990, section 6). In contrast, we are interested in de-
composing SRs into phonological primitives, features, and in exploring how these
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might be implemented neurobiologically in real time. A further difference is that
CP-TM has no commitments to neurobiology and keeps the discussion strictly in
the cognitive domain. In fact, CP-TM resolutely banishes neurobiological consider-
ations and maintains an “extreme dualist view” (Tatham 1990: 11).

The positing of a cognitive aspect of phonetics in no way blurs the compe-
tence/performance distinction. Phonology is competence; phonetics, even its cog-
nitive aspect, is performance by definition, since only mental grammar is defined
as competence. The transduction process modeled by CP (see section 4) does not
entail ‘knowledge’ (e.g., ‘knowing how’ to produce speech) in any useful sense of
the word (see Chomsky (1980: 101–102) for a relevant discussion on this matter).
Transduction of SRs into PRs entails a set of neuromuscular processes. Its ontoge-
netic development most likely follows the development of performance systems in
general (Lenneberg 1967, section 4.II). These processes are most properly conceived
as ‘automatic synergisms’, “whole trains of events that are preprogrammed and run
off automatically”, and that “form the basis of all motor phenomena in vertebrates”
(Lenneberg 1967: 92; see also Lorenz & Tinbergen 1957, 1970 for the seminal investi-
gation of innate egg rolling automatisms in greylag geese). That they are cognitive,
at least partially, despite being part of performance should also not be controver-
sial.9 CP by definition has access to cognitive representations generated by phonol-
ogy, as shown by the left portion of Figure 5, and it is in this respect that the epithet
‘cognitive’ is justified; what CP generates, phonetic representations (PFs), are in-
structions for the SM system on how to execute neuromuscular commands, which
are no longer cognitive. One of the main characteristics of a transducer is that it
changes the format of its input, and in our case the input is a cognitive entity.

4. The Inner Workings of CP: Transduction

In this section, we turn to the primary research question for Cognitive Phonetics
(CP): How are phonological features related to human neurobiological structures?
In other words, how can we bridge the symbolic and the physical in the domain of
speech? As we have indicated, this means exploring the structure of the transducer
that converts SR-type information into PR-type information. Clearly, our chances
of understanding a transducer are better if we have a good understanding of the
transducer’s inputs and outputs. The relatively robust results of generative phonol-
ogy, as compared with other domains of cognition, provide us with an anchor for
such explorations—we have a fairly explicit model of the nature of SR-type infor-
mation as linearly ordered strings of feature matrices. Models of comparable detail
are not available for the other two aspects of CP, the transduction procedures and
PR-type information, and it is to those topics that we now turn.

Marr’s (1982/2010) tri-level theory, which we will adopt in further discus-
sion, has been widely accepted as a means to gain insight into information process-
ing systems (IPS) such as CP. Marr proposes that IPSs are best analyzed in terms of
three conceptual levels, each corresponding to a specific set of questions. These lev-
els include the ‘computational level’, the ‘representational and algorithmic level’,

9 It should be noted that this is mostly a definitional matter; by ‘performance’ in this context we
merely mean ’not grammar’.
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and the ‘implementational level’ (Marr 1982/2010 22–27), defined by the following
questions:

• Computational level: What does the process do? Why does the process do it?

• Representational/algorithmic level: How does the process work? In particu-
lar, what are the input and output representations and what is the algorithm
for the transformation?

• Implementational level: How are the output representation and the algorithm
realized physically? In particular, what is the neurobiological substrate of the
mapping in question?

Before proceeding, let us clarify a confusing terminological ambiguity. The fact
that we are describing transduction, as distinct from computation, and yet still can
talk about the computational level of a transducer does not reflect an intellectual in-
consistency, but rather just two different uses of a term. As was stated in section
3.1, the main difference between a computational module and a transducer is that
the former is a mapping between entities in the same format (e.g., feature matri-
ces to feature matrices), and the latter is a mapping between entities of dissimilar
formats (e.g., feature matrices to muscle commands, or sound vibrations to neural
impulses). However, both modules and transducers are IPSs, therefore both are
amenable to Marr’s tri-level analysis, and both can be analyzed at the computational
level in Marr’s sense.

So, what implications does Marr’s theory have for our research question?
First, it calls for maximal conceptual decomposition of the representations and op-
erations posited by linguistics. For a long time, the cognitive neuroscience of lan-
guage was (and to a certain extent perhaps still is) focused on exploring the neuro-
biological correlates of rather complex linguistic entities or domains, such as syn-
tax (so for example, “Broca’s area underlies syntax” would be a common assertion
in such a tradition), phonology, lexical semantics, and so on (Poeppel 2012: 36–
49). However, Marr (1982/2010) argued that IPSs are best studied by decomposing
them into representational and computational primitives, and then by building a
bottom-up understanding of them. It is partly from this method that the success of
his theory of vision derives, and it is a success that has inspired much of the recent
work in computational neuroscience of language. Second, Marr’s theory encour-
ages us to seek an explanation for an IPS’s nature from several different sources (for
example, linguistics, cognitive science more broadly, neurobiology, formal compu-
tational theory) and facilitates explicitly connecting cognitive primitives with neu-
robiological structures. Therefore, it serves as a general framework for positing
linking hypotheses across the fields of linguistics and neurobiology.

4.1. The Computational Level

Let us now turn to defining transduction—the operational aspect of CP—at the
phonology–phonetics interface in terms of these three levels. Firstly, we want to
address the ‘what’ and ‘why’ questions of the computational level. What does
transduction in CP do? It transforms a representational format that is necessary for
the coding of phonological knowledge into a representational format adequate for
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instructing the neuromuscular system on what it must accomplish in articulatory
terms. Why does CP carry out transduction? In general, the answer to this question
follows directly from the theoretical and empirical considerations of section 3.1,
namely, that outputs of phonology, SRs consisting of substance-free features, lack
crucial substantial and temporal information and are thus not legible to the SM
system; therefore, phonology cannot in principle feed speech production directly,
but only through transduction. The very fact that phonology and phonetics con-
stitute two distinct domains that share an interface logically implies the necessity
of transduction between them. In the absence of CP, a mental expression could not
be externalized through the human SM system. The transduction maps between
properties of the mind—mental representations composed at the most basic level
of discrete, timeless, symbolic elements—and the functioning of the motor system,
which works in terms of gradual, dynamic, temporally arranged neuromuscular
activity. Since we do speak, the existence of transduction is confirmed.

4.2. The Representational and Algorithmic Level

We now turn to the question of how the transduction process works in CP.10 The
first step at this level is to state the representations involved in transduction. The
input representation, SR, is a matrix of distinctive features. Each feature is trans-
duced and receives interpretation by the SM system. Features are elementary units
of phonological computation, stored in long term memory, that represent articula-
tory and acoustic information in a highly abstract manner.11 Each feature may ab-
stractly be schematized as shown in Figure 6, which is an extension of the Memory-
Action-Perception Loop of Poeppel & Idsardi (2011). The input representation thus
involves a set of idealized acoustic targets at which the neuromuscular system will
aim, as corroborated by studies discussed in section 3.2, and a set of idealized ar-
ticulatory configurations needed to achieve these goals. It should be emphasized
that these ‘targets’ are not precise, physically invariant acoustic measurements, as
features are substance-free units; they are coarse mental representations of acoustic
spaces. It is a basic finding of psychoacoustic phonetics that what a speaker deems
a repetition of the same category may in fact reflect a wildly different acoustic signal
(Liberman 1957). The cognitive unity between acoustic and articulatory correlates
of features seems to be so strong that hearing the speech of another person excites
a corresponding motor program, regardless of whether the hearer has the intention
to also speak (Cooper & Lauritsen 1974, Fadiga et al. 2002).

10 Here we will make two simplifying assumptions. We will assume that features within a single
bundle (segment) are parts of an unordered and unstructured set and are not grouped hier-
archically so as to mimic the composition of the vocal apparatus. We will also abstract away
from the possibility, strongly suggested by evidence presented in Keating (1988) and Hale &
Kissock (2007), that featurally underspecified segments persevere into SRs. Integrating perse-
verant underspecification into CP will be left aside for future research.

11 It is doubtful that current expositions of the universal set of features in linguistic literature are
either quantitatively or qualitatively adequate. Compare, for example, Kenstowicz & Kisse-
berth (1979: 241–253), Lass (1984: 82–93), Katamba (1989: 42–51), Carr (1993: 54–66), Gussen-
hoven & Jacobs (2011: 74–84), Odden (2013: 45–61), Zsiga (2013: 258–270), etc., and notice the
tremendous differences in the total number of features, in the way they are classified, in the
set of features that made it to the final list, in the assumptions about n-arity, and especially in
their definitions.
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The output representation, called ‘True Phonetic Representation’, or ‘Pho-
netic Representation’ (PR) for short, is a complex array of neural commands that ac-
tivate muscles involved in speech production. As pointed out in section 2, uttering
even a single syllable involves hundreds of neuromuscular connections, therefore a
detailed description of every neuromuscular event for every single and interacting
feature is far beyond the scope of this paper.

Figure 6: A schematization of a distinctive fea-
ture. Features serve as the cognitive basis of the
bi-directional translation between speech produc-
tion and perception, and are part of the long-
term memory representation for the phonological
content of morphemes, thus forming a memory-
action-perception loop (Poeppel & Idsardi 2011)
at the lowest conceptual level.

Our modest goal here is to sketch
the fate of a transduced feature in a few
simple and idealized cases. Take, for
example, the feature [+ROUND]. Since
lip rounding is known to have sys-
tematically varying muscular expres-
sion (due to interaction with other fea-
tures, to which we will return be-
low), the Phonetic Representation (PR)
has to allow for this variation across
contexts. The transduced form of
[+ROUND], call it PR[+ROUND], engages
at least four muscles: orbicularis oris,
buccinator, mentalis, levator labii superi-
oris. The idealized expression, assum-
ing no directly interfering articulatory
movements (a relatively rare case in ac-
tual speech), is simultaneous contrac-
tion of the superior and inferior parts
of orbicularis oris, contraction of mentalis
(for protruding the lower lip) and levator labii superioris (for protruding the upper
lip), and relaxation of buccinator. This is the case observed in pronouncing [u]. In
[y], on the other hand, PR[+ROUND] in addition to contracting the aforementioned
muscles also involves a compressing movement (lips drawn together horizontally)
caused by the contraction of the buccinator. The difference between protrusion and
compression in PR[+ROUND] is dependent on whether PR[+ROUND] is interacting with
PR[+BACK] or PR[–BACK] (Catford 1982: 172–173). Of course, various other compli-
cations exist, but this suffices to illustrate the general idea. The exact and fully
detailed characterization of PR[+ROUND] will thus be possible only after thoroughly
studying various possible interactions of transduced features, no doubt a massive
phonetic undertaking.

Note that PRs are still abstractly related to speech; they are not hi-fi encodings
of speech-sound articulations, although they are less abstractly related to speech
than SRs. This is because what is actually externalized is further complicated by
a great number of factors. As Hale & Kissock (2007: 85) point out, transduction is
followed by other performance factors that have no bearing on either grammar or
transduction, factors like speech rate, loudness, interruptions due to sneezing, and
many other situational effects. We will also have nothing to say here about how
other aspects of SRs (e.g., prosodic elements like tone) are transduced.

The algorithm that transforms SRs into PRs has two steps, echoing Lenneberg’s
(1967) proposals outlined in section 2. In the first step (A1), a feature is related to
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muscles which need to be contracted in order to produce an appropriate acoustic
effect. Since speech occurs in real time, the second step (A2) will entail tempo-
ral coordination of muscular activity demanded by A1. A tremendous amount of
complexity arises in relation to the second step of transduction. The main resultant
phenomenon of this step is coarticulation (see Hardcastle & Hewlett 1999, Farnetani
& Recasens 2013, and Volenec 2015 for surveys)—temporal overlapping of various
aspects of PRs. Neurobiological studies on speech perception have uncovered that
the human perceptual system consistently uses two time scales to analyze a con-
tinuous speech signal, a segmental time-frame of roughly 10–80 ms, and a syllabic
time-frame of 100–500 ms (Poeppel et al. 2008, Poeppel & Idsardi 2011, Chait et al.
2015):

There are two critically important chunk-sizes that seem universally in-
stantiated in spoken languages: segments and syllables. Temporal co-
ordination of distinctive features overlapping for relatively brief
amounts of time (10–80 ms) comprise segments; longer coordinated
movements (100–500 ms) constitute syllabic prosodies.

(Poeppel & Idsardi 2011: 182)

However, transduced features often ‘spill over’ these temporal borders, crossing
segmental and sometimes even syllabic boundaries in both directions, thus lead-
ing to coarticulation. Our decision to examine the transduction of [+ROUND] to
PR[+ROUND] is useful since this aspect of speech relies on several muscles and is
known to show great propensity for temporal overextending, especially in the an-
ticipatory direction. Lisker (1978: 133) states that “lip-rounding and nasalization
are segmental features of English that refuse to be contained within their ‘proper’
segmental boundaries, as these are commonly placed”. (Note that Lisker’s exam-
ple should not be specific to English if it derives from universal transducer prop-
erties.) Likewise, according to Benguerel & Cowan (1974) PR[+ROUND] may be evi-
dent several consonants in advance of the rounded vowel for which it is required:
In French, labial coarticulation can extend up to 6 segments in the anticipatory di-
rection. Lubker et al. (1975) showed, using electromyography, that in Swedish
PR[+ROUND] can start up to 600 ms ahead of a rounded vowel. Both directions of
temporal overextending of PR[+ROUND] are observed in English, as demonstrated by
Laver’s (1994: 321) clever example [hwudwtSwuzwpwôwunwdZwusw] (Who’d choose
prune juice?).

The neurobiological mechanisms underlying transduction algorithms are uni-
versal properties of the human species, as witnessed by the fact that humans, in all
non-pathological cases, use them without fail (see Dronkers 1996 for an example
of a pathological case demonstrating a disruption of A1). However, although the
transduction algorithms are biologically universal in humans, CP will still show
great output variability due to these two transduction steps being applied to SRs
that reflect featurally distinct utterances. Here it is critical to distinguish between
the status of the output of the transduction system (True Phonetic Representations)
and the system itself (Cognitive Phonetics): The output of the system is, trivially, I-
language-dependent because CP is fed by surface representations of that I-language
(more precisely then, the output is surface-representation-dependent); the system
itself is part of the human biological make-up and is therefore a universal property
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of the human species. Although this stance is somewhat controversial in phonet-
ics, in our view it is the only biolinguistically coherent approach to the study of
the PPI. The universality of CP is merely a reflection of the fact that there exists a
biological object we may call ’the phonetic implementational system’, of which CP
is one part and the SM system another. The question of whether there are vari-
ations in individual phonetic implementational systems among humans need not
detain us here, just as the fact that no two humans have identical eyes does not hin-
der biologists in studying a biological object called ’the human eye’. On the other
hand, rejection of language-specific phonetics in no way precludes the possibility
that certain sets of similar I-languages—which (sets) can roughly correspond to
geosociopolitical notions ’language’ and ’dialect’ (see Chomsky 1986, section 2)—
show recurrent (co)articulatory patterns. In our view, for example, the recurrent
difference in pronunciation of English [i] and German [i] is to be attributed to rep-
resentational (featural) differences present in I-languages of English and German
speakers, not to language-specific phonetics.12 In general, our position is that all
recurrent or linguistically relevant differences in pronunciation result from repre-
sentational differences in the lexicon and from differences in the phonological rule
component. This position is parallel to the Minimalist idea that cross-linguistic
syntactic differences arise from differences in lexicon and functional heads, and not
from languages having different syntaxes (Chomsky 1995).

4.3. The Implementational Level

The implementational level is concerned with the neurobiological substrate of CP
(see Figure 5). How is transduction of features at the PPI instantiated in the human
brain? Many mysteries still surround this question and proposed answers are ever-
changing. At a relatively gross neuroanatomical level, speech production engages a
widely distributed neural network. In a meta-analysis of overt speech production,
Eickhoff et al. (2009) reported consistent activation in left inferior frontal gyrus
(IFG), ventral precentral gyrus (motor and premotor cortex), ventral postcentral
gyrus (somatosensory cortex), superior temporal gyrus (STG; i.e., auditory cortex),
supplementary motor area (SMA), anterior insula, superior paravermal cerebellum
(lobules V and VI), basal ganglia and thalamus. Of particular importance for trans-
duction is the ‘dorsal stream’, usually stated to have an “auditory-motor integration
function” (Hickok & Poeppel 2007: 394) and to be “involved in mapping sound rep-
resentations onto articulatory-based representations” (Hickok & Poeppel 2004: 72).

12 A reviewer raises the question of how many features would be needed in our approach in
order to describe “minute differences between neighboring dialects”, for example “the differ-
ences between the English accents in the US”, arguing that the twenty-something features that
are usually assumed to exist are not enough. The objection is mathematically unjustified since
assuming 20 features (Odden 2013) and surface underspecification (Hale & Kissock 2007) will
yield 320 (⇡ 3.5 billion) different segments that can feed CP, which seems to be more than
enough not only for the description of a non-technical notion such as ‘English accents in the
US’, but also for accounting for all possible recurrent (co)articulatory patterns. Of course, any
increase in the feature set, even one that maintains the same order of magnitude as the usually
assumed ‘20 or so’, yields explosive increases in descriptive typological power: For example,
30 features yield 330 which is about 206 trillion different segments. The reviewer’s worries
reflect the normal human lack of intuition with respect to combinatoric explosion. Any lin-
ear increase in what we attribute to UG results in exponential growth in descriptive capacity,
clearly a welcome result (Reiss 2012).
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The dorsal stream is comprised of structures in the posterior frontal lobe and the
posterior dorsal-most part of the temporal lobe and parietal operculum. The dorsal
stream is strongly left-dominant, which is why production deficits result predom-
inantly from dorsal temporal and frontal lesions. The specifics of these general
findings lend support for various aspects of CP.

The articulatory motor programs for executing features are coded in posterior
IFG of the left hemisphere, traditionally known as Broca’s area. More specifically,
Hickok (2012: 138) reports that pars opercularis (BA44) and the ventral-most part
of BA6 store articulatory programs needed to reach the auditory targets imposed
by features. BA44 and BA6 are thus the most likely candidates for storing articula-
tory aspects of features (see Figure 6). The anterior insula, a cortical area beneath
the frontal and temporal lobes of the left hemisphere, is reported to be involved in
preparation of speech, that is, in “translating a phonetic ‘concept’ obtained from
left IFG into articulatory motor patterns” (Blumstein & Baum 2016: 649, Eickhoff et
al. 2009), roughly corresponding to our A1. Dronkers (1996) showed that lesions
to that part of the brain lead to apraxia of speech, the inability to assign muscu-
lar activity to a phonological representation. Dronkers’ results are rather robust
and show a clear disruption of A1, since all 25 examined stroke patients suffering
from apraxia of speech had the same lesion, while the anterior insula was spared
in all 19 healthy participants. By way of the dorsal stream, information from the
anterior insula is transmitted to the pre-SMA, often implicated in articulatory initi-
ation and sequencing of neuromuscular activity (Alario et al. 2006, Guenther et al.
2006, Bohland & Guenther 2006), and then projected to the primary motor cortex.
The pre-SMA also receives temporal information from the cerebellum and the basal
ganglia (see below). It can therefore be hypothesized that the pre-SMA integrates
information from A1 and A2, and forms a finalized True Phonetic Representation.
From the primary motor cortex, neurons send signals to the brainstem and spinal
cord that ultimately result in muscle contractions.

Important structures for the temporal organization of speech (corresponding
to A2) include the cerebellum and basal ganglia. Information from the insula (cor-
responding to A1) is directly transmitted to the cerebellum and basal ganglia, struc-
tures that are well-established constituents of cortical-subcortical loops for move-
ment preparation (Jueptner & Krukenberg 2001). More specifically, selection and
sequencing of motor programs for articulation is mediated through basal ganglia,
and the conversion of the discretely prepared sequences into a fluent, temporally
distributed action is carried out by the cerebellum (Eickhoff et al. 2009: 2416). Cere-
bellar dysfunction affects temporal aspects of speech production and results in a
dysarthria characterized by improper timing of cognitively discrete elements (such
as feature bundles), substantial aberrations in their total and relative duration, dis-
rupted coordination of orofacial and laryngeal movements, slowed/delayed exe-
cution of articulatory movements etc. (Ackerman et al. 2007). Information from the
cerebellum and basal ganglia ties into the pre-SMA, presumably where A1 and A2
are integrated to form a True Phonetic Representation directly interpretable by the
primary motor cortex (PMC) which sends efferent neuromuscular commands.13

13 According to Eickhoff et al.:

The basal ganglia and the cerebellum both forward their information to the
PMC which precedes M1 in a serial fashion. The parallel engagement of the
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Features also have acoustic correlates (see Figure 6) that serve as targets for
articulatory movements. There is accumulating evidence and a convergence of
opinion that portions of the superior temporal sulcus (STS)—bilaterally but per-
haps with a mild leftward bias—are important for encoding acoustic/auditory as-
pects of phonological representations (Indefrey & Levelt 2004, Buchsbaum et al.
2001). In an attempt to pinpoint this region more narrowly, Hickok & Poeppel
(2007: 398) suggest “that the crucial portion of the STS that is involved in phonolog-
ical-level processes is bounded anteriorly by the most anterolateral aspect of Hes-
chl’s gyrus and posteriorly by the posterior-most extent of the Sylvian fissure”.
Mesgarani et al. (2014) showed that acoustic phonetic information is represented
in the STS and is distributed along five distinct areas, each roughly corresponding
to a general ‘manner of articulation’ class of speech sounds. By measuring the re-
sponses in implanted electrical cortical grids placed along the superior-most part
of the temporal gyrus, they found that their electrode e1 responded selectively to
stops, e2 to sibilant fricatives, e3 to low back vowels, e4 to high front vowels and
a palatal glide, and e5 to nasals (Mesgarani et al. 2014: 1009). Similarly, Bouchard
et al. (2013) constructed an auditory-based ‘place of articulation’ cortical map in
the STG, confirming labial, coronal and dorsal ’places’ with different electrodes,
and cutting across various manner classifications. Scharinger et al. (2012) found,
using magnetoencephalography, neural correlates of three phonologically relevant
vowel variables—height, frontness and roundness spelled in terms of first three
formants—again localizing them in the superior temporal gyrus.

STS and STG project auditory representations to an area in the Sylvian fis-
sure at the boundary between the parietal and temporal lobes (called ‘Spt’), where
they are integrated with articulatory representations (Hickok et al. 2009, 2011, Gow
2012). Activity in Spt is highly correlated with activity in the pars opercularis
(Buchsbaum et al. 2001, 2005), the posterior sector of Broca’s region implicated in
storage of articulatory motor programs. White matter tracts identified via diffusion
tensor imaging suggest that Spt and the pars opercularis are densely connected
neuroanatomically (Hickok et al. 2009). Spt therefore appears to be involved in
sensorimotor integration, that is, in translation between auditory and articulatory
correlates of features.

4.4. Interim Summary

At the beginning of this section, we stated that the main goal of this paper is to gain
a better understanding of how phonological features relate to neurobiological struc-
tures. Let us summarize our proposals. Recent neuroscience evidence is consistent
with the idea that Cognitive Phonetics transduces abstract features (elements of
SRs) into temporally distributed neuromuscular activities (elements of PRs), relat-
ing the phonological grammar to the vastly different SM system. This is carried

subcortical motor loops is thus followed by a sequentially organized common
final pathway: the PMC first combines the processed information about selected
movement programs and their temporal sequencing provided by the basal gan-
glia and the cerebellum, respectively, into a final movement representation. These
are then forwarded to M1 for the generation of the final output to lower motor
neurons and hence execution. (Eickhoff et al. 2009: 2416; emphasis added)
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out by assigning each feature a specific set of muscular contractions (A1) and by
ordering them temporally (A2). Neurolinguistic evidence outlined in section 4.3
suggests that transduction is implemented by a widely distributed neural network
which engages the inferior frontal gyrus (stores articulatory correlates), the supe-
rior temporal gyrus (stores auditory correlates), the Spt (sensorimotor integration),
the anterior insula (A1), the cerebellum and basal ganglia (A2), the supplementary
motor area (integrates A1 and A2), and the primary motor cortex (sends efferent
neural commands to the muscles).

5. Implications

We have stressed the importance of adhering to phonological facts in phonetic the-
orizing because decisions made on phonological grounds will have considerable
impact on phonetic analysis. In particular, this means that we take serious consid-
eration of the following notions: (1) the most basic unit of phonology is the dis-
tinctive feature; (2) features are abstract (yet real), cognitive, substance-free units;
and (3) features are transduced at the phonology-phonetics interface (PPI) by being
converted into temporally coordinated muscular activity. Several theoretical and
empirical implications follow from Cognitive Phonetics (CP), our theory of this in-
terface.

5.1. Coarticulation

The concept of coarticulation, such as the lip rounding during production of [s] be-
fore the rounded vowel of soon, rests upon two premises: (a) that discrete units, seg-
ments, underlie the continuous, gradient speech signal (Hammarberg 1976: 357),
and (b) that these segments are converted into articulatory gestures (Farnetani &
Recasens 2013: 317f).14 The temporal overlapping of articulatory gestures pertain-
ing to different linearly ordered segments can thus be dubbed ‘intersegmental coar-
ticulation’. However, if premise (a) is modified to be in line with much of modern
phonology (see section 3.1), that is, if the phonological feature is taken as the atomic
underlying unit, it follows that (c) features are converted into something more basic
than segment-bound articulatory gestures (see section 4.2), and (d) that interaction
in realization of features within a single segment is also possible, leading to what
we will call ‘intrasegmental coarticulation’. Here we will briefly sketch the conse-
quence of approaching coarticulation from the framework of CP, assuming (c) and
(d) instead of (just) the usual (a) and (b).

CP performs the mapping SR ! PR, or, in terms of individual valued fea-
tures, [F] ! PR[F]. We will therefore take transduced features (in a general format
PR[F], where [F] stands for an individual valued feature) to be the basic units that
enter speech production. To illustrate intrasegmental coarticulation, consider the
interaction of PR[HIGH] and PR[NASAL] observed, for example, in Lakhota (Boas &
Deloria 1941), Yoruba (Ogunbowale 1970), and Koyra Chiini (Heath 1999), with
sketches in Figure 7 based on Beddor (1983) and Ladefoged & Johnson (2010).

14 Even Carol Fowler, who disagreed with Hammarberg on many issues related to coarticula-
tion (see Fowler 1983) and who later argued for a gesture-based account of coarticulation (see
Fowler & Saltzman 1993), stated that “an intuitive concept of ‘segment’ underlies our recog-



276 V. Volenec & C. Reiss

Figure 7: Intrasegmental coarticulation based on the interaction of PR[NASAL] and PR[HIGH].

In principle, PR[+NASAL] entails the opening of the velar port and PR[+HIGH]
the raising of the tongue dorsum. In sketch (1) PR[+NASAL] can be observed in a
‘default’, non-coarticulated state, that is, with a substantial degree of velum lower-
ing. The tongue dorsum is not raised due to PR[–HIGH], leaving more space in the
oral cavity for the velum port to open. In (2) PR[+HIGH] pushes the tongue dorsum
upward, leaving less space for the velum to lower.15

The velar port is still opened as the realization of PR[+NASAL], but to a sub-
stantially lesser extent than in (1). In other words, PR[NASAL] is coarticulated with
PR[HIGH] and shows variation depending on the specification (+ or –) of PR[HIGH].
This effect can be observed by comparing how features are transduced within dif-
ferent segments; PR[NASAL] and PR[HIGH] interact differently within, say, [ã] than
within [ũ]. Such variation in how individual features within a segment’s feature
matrix are transduced depending on the specification of other features in the ma-
trix is ‘intrasegmental coarticulation’, as illustrated in Figure 7. This is distinct from
variation in transduction of features due to influence of features from other ma-
trixes, which constitutes ‘intersegmental coarticulation’.

In CP, intrasegmental coarticulation results from the workings of A1, while
intersegmental coarticulation arises from the effects of A2. As defined in section
4.2, A1 takes a feature from the phonological SR and converts it into a neuromuscu-

nition that there is a phenomenon of coarticulation requiring explanation.” (Fowler 1980: 114)
15 Hajek & Maeda (2000: 6) offer a different explanation as to why the velum is lowered to a

lesser degree if the tongue body is elevated compared to when the tongue body is not elevated.
They argue that a given velopharyngeal opening has a greater acoustic effect in high vowels
because the oral tract is more constricted, and as a result, less velum lowering is required in
high vowels in order to realize perceptible nasalization.
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lar pattern. For each feature, this pattern is partially determined by specifications
of other features within the same bundle, as shown in Figure 7. Therefore, A1 will
assign a different neuromuscular pattern to [+NASAL] depending on how the fea-
ture [HIGH] is specified. If one imagines a certain SR (say, [d6g]) as a feature matrix
where columns stand for segments and rows for features, then A1 takes all columns
(that were loaded into CP) at once, determines the specification of each feature
in each column, and generates a full set of corresponding PR[F]s. Intrasegmental
coarticulation, that is, contextual variation in transduction of features, arises when
different features in the same column impose conflicting demands on A1. Informa-
tion from A1, transmitted via a pathway connecting anterior insula to cerebellum
and basal ganglia, is further manipulated by A2. A2 arranges PR[F]s created by
A1 temporally, but more importantly for this discussion, A2 extends certain PR[F]s
over boundaries of their original column. This leads to intersegmental coarticu-
lation. A familiar example is labial intersegmental coarticulation, where A2 takes
PR[+ROUND], typically originating from a rounded vowel, and overextends it in the
regressive (anticipatory) direction. This can be observed in the word soon, where
PR[+ROUND] from the vowel is overextended to produce a labialized fricative. A2
can also overextend PR[F]s in the progressive (perseverative) direction. This can be
observed in the word seek, where the PR[–BACK] of [i] is overextended to influence
the following [k], yielding ♪si: ♪, with a somewhat fronted velar stop.16 Neurobio-
logical studies suggest (see section 4.3) that the results of A1 and A2 are integrated
into a final true phonetic representation in a region of the supplementary motor
cortex at its boundary with the primary motor cortex, from which efferent com-
mands are issued to the musculature of speech organs. However, it would seem
that further experimentation is needed in order to establish whether A1 precedes
A2 or whether there is overlapping in their real-time neural implementation.

A great deal of variation in the execution of PR[F]s is of course to be ex-
pected among speakers, especially given that after transduction, various other non-
linguistic and non-phonetic factors influence the actual acoustic output of the hu-
man body. The output of CP is dependent on utterance-specific SRs that feed it
and on the neurophysiological structures that serve as its physical implementation.
Various other situational factors are introduced after transduction, which we have
put aside due to their irrelevance for the general nature of CP, but it is important to
keep in mind that, if not somehow recognized, these factors will ‘contaminate’ all
experimental results (of neural imaging techniques, for example), thus leading to
the impression of even greater variation in observed speech output.

The architecture of CP opens the possibility of simultaneously exploring coar-
ticulation along two dimensions instead of just one, which leads to interesting em-
pirical consequences. Here we will merely state a hypothetical situation to illustrate
CP’s potential empirical coverage.

Let us suppose that in some language we have detected that PR[+ROUND] is
different in [u] than in [o] (see Linker (1982) for analogous examples from English,
Cantonese, Finnish, French, and Swedish). In other words, A1 assigns a slightly dif-
ferent configuration to [+ROUND] depending on whether it has to take into account
[+HIGH] or [–HIGH] within the same bundle. This kind of intrasegmental coarticu-
lation can clearly be observed in Figure 8.

16 The symbol ♪ represents the actual acoustic output of the human body.



278 V. Volenec & C. Reiss

Figure 8: Intrasegmental labial coarticulation. Notice the difference in lip rounding corresponding
to [u] on the left, and to [o] on the right.

Suppose further that A2 temporally overextends PR[+ROUND] across the seg-
mental boundary in the anticipatory direction (from ‘right’ to ‘left’). Intrasegmental
and intersegmental coarticulation of the same PR[F] is now ineffect. Consider, for
example, the tokens [lwu:k] and [lwo:k]. The [lw] of the former token and the [lw]
of the latter token will systematically differ, since PR[+ROUND] of the former will
carry with it the effect of intrasegmental coarticulation due to A1, namely, the ef-
fect of PR[+HIGH], while the latter will carry the effect of PR[–HIGH]. To reiterate,
intersegmental coarticulation reflects the effects of intrasegmental coarticulation. If
we consider only SRs, then there can be no explanation for a systematic difference
in the realization of the rounding on the two [l]s, since in both cases [l] precedes
[+ROUND]. CP allows us to account for these subtle phonetic variations in an explicit
and straightforward way—they follow naturally from its transduction algorithms.
Thus, A1 and A2 are not just mechanisms that transduce features into information
directly interpretable by the SM system, they are also mechanisms from which both
types of coarticulation follow automatically, simply by adhering to the minimal ar-
chitecture of CP.

Our discussion has focused on the variable neuromuscular realization of a
given property, such as the rounding of the vowels [u] and [o]. It is worth remem-
bering that such a discussion of phonetic variability is predicated upon acceptance
of the existence of a logically prior phonological category of vowels containing the
feature [+ROUND]—it only makes sense to talk about variable realizations of x once
we accept that x is a category.17 Why do we accept the existence of such a cate-
gory? Because the two segments [o] and [u] behave alike with respect to linguistic
phenomena. For example, in Turkish, a process called ‘vowel harmony’ generates
different suffix vowels depending on the preceding root vowel. As we see in Table
1, the [+ROUND] root vowels [u] and [o] both trigger a suffix form with [u], whereas

17 This is an extension to the feature level of Hammarberg’s (1976) argument for phonological
segments as “logically and epistemologically prior” to their phonetic correlates.
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the corresponding [–ROUND] vowels [W] and [A] trigger a suffix form with [W] (see
Isac & Reiss (2013, section 6.4) for a more comprehensive analysis).

Table 1: Schematic of vowel harmony as found in Turkish.

As the photographs (of
a Turkish speaker) in Fig-
ure 8 show, the lip round-
ing on two vowels is real-
ized differently, but we treat
the vowels as members of
a category [+ROUND] because
of their phonological behav-
ior. Such considerations ex-
plain why we must recognize
a distinction between phonetics and phonology. Since the two domains are differ-
ent but interact with each other, there must be a transduction between them. That
transduction is CP.

We fully recognize that the properties of CP outlined in this paper are too
general to serve immediately as a full model of coarticulation. Not only the prop-
erties of the two component transduction algorithms, A1 and A2, but also the basic
inventory of distinctive features must be made more explicit if CP is to be an em-
pirically testable model. In principle, however, CP offers a theoretically coherent
way to account for both intra- and inter-segmental coarticulation, and their com-
plex interactions, while maintaining theoretical and empirical insights of genera-
tive phonology.

5.2. The (Illusory) Naturalness of Phonological Processes

The nature of the PPI as understood in CP shows the need to strictly distinguish be-
tween phonology and phonetics. This has implications for the idea of ‘naturalness’
in phonology. Naturalness is an elusive notion, but it usually entails explaining
linguistic phenomena in terms of directly observable empirical facts grounded in
acoustics, articulation, statistics, behavior, communication etc. Donegan & Stampe
(1979), proponents of Natural Phonology, suggest that the same notion of nat-
uralness plays a role in explaining synchronic phonological patterns, diachronic
phonology, as well as patterns of speech development in children:

Natural Phonology is a modern development of the oldest explanatory
theory of phonology. [. . . ] Its basic thesis is that the living sound pat-
terns of language, in their development in each individual as well as
in their evolution over the centuries, are governed by forces implicit in
human vocalization and perception. (Donegan & Stampe 1979: 126)

We follow Hale (2007, section 11.1) in denying any significance to apparent parallels
among synchronic, diachronic and developmental ‘sound patterns’, therefore we
will restrict our discussion to the ‘naturalness’ of synchronic phonology, as deter-
mined by phonetic facts. It is not difficult to find, on superficial inspection, phono-
logical processes that seem natural in this sense. Why does [s] assimilate in voicing
before adjacent [b] in a language L? Because it is easier for the human vocal system
to maintain, and not to rapidly change the laryngeal configuration. Since voicing
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assimilation is indubitably a well-attested phonological process, and since this pro-
cess receives an explanation from the efficient workings of “human vocalization”
(Donegan & Stampe 1979: 126), naturalness must obviously be a part of phonology.
However, this reasoning suffers from a failure of separating ‘what’ from ‘why’. The
‘what’ and the ‘why’ do not have the same status in linguistic theory. If the goal
of linguistics, phonology included, is to explicitly model the speaker’s knowledge
of language, that is, to model linguistic competence, then linguistics, phonology
included, is to be concerned with the ‘what’ questions: ‘What is it that a speaker
knows when she or he is said to know phonology?’ and ‘What are the rules and
representation of particular phonological grammars?’ The ‘why’ question—‘Why
is phonology (or some aspect of it) the way it is?’—does not enter into discussion at
this level of inquiry (but see below). Simply put, ‘what’ is part of competence, but
‘why’ is not.

Donegan & Stampe (1979), and many other phonologists more recently, pro-
posed to offer phonetic explanations for phonological phenomena, but despite on-
going efforts in a variety of phonological frameworks (for example, see Hayes et
al. (2004) for attempts within Optimality Theory), this enterprise has not been con-
vincing:

The attempts by those who are interested in psychological phonologi-
cal grammars and in finding ways to represent phonological processes
[. . . ] in phonetically natural ways have been abysmal failures [. . . ]. One
possible solution to this is not to put more phonetic sophistication into
psychological grammars but rather to abandon phonetic naturalness as
a necessary feature of them. (Ohala 2003: 685)

Ohala’s perspective (see also Ohala 1990) is not only that efforts to build naturalness
into phonology have failed, but also that we would not want them to succeed, on
grounds of scientific elegance. If certain recurrent phonological phenomena have
a perfectly good phonetic explanation, then we do not get a better theory by du-
plicating the explanation inside phonological grammar—in science, it is not better
to have two explanations than one. If naturalness (e.g., the prevalence of voicing
assimilation) receives a perfectly fine phonetic explanation, then it is not better to
posit another, quasi-phonological explanation, especially not if the latter explana-
tion offers no new insight.

We suggest that phonological naturalness is an illusion that arises when in-
specting phonetic data with the purpose of understanding phonological processes. In
other words, ‘naturalness’ is introduced into data in the process of externalization
(and internalization in speech perception). Since we cannot have direct access to
phonological representations and computations, all of our observations are of pho-
netic data, that is, data from actual utterances resulting from language use, which
reflects many different factors. As we argued in sections 3 and 4, CP is the first step
in externalization, so understanding CP can hopefully provide insight into what is
mistakenly taken as phonological naturalness. Attaining such an insight removes
the need for attributing naturalness to the phonological grammar, leading to a more
parsimonious and elegant phonological theory.

Once we remove the traditional ‘why’ questions of Natural Phonology and its
derivatives from the purview of phonology, we will be better prepared to answer the
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proper ‘why’ questions related to the phonological domain. At this level of inquiry,
we will be uncovering the biological foundations, not of speech, but of language,
the study of which is Universal Grammar. The ‘why’ questions of the phonologi-
cal grammar are answerable only in terms of the neurobiological substrate of the
phonological faculty.

5.3. Gradience

Phonology is computation over discrete, categorical symbols. At the lowest tax-
onomic level, these symbols are features. However, the phonological literature is
full of case studies showing the graded nature of ‘phonological’ units and processes
(see Ernestus 2011 for an informative survey). We believe that the rejection of dis-
creteness in phonology reflects a failure to distinguish the object of study from the
data used to draw inferences about that object.

The following is a fairly standard definition of ‘categoricality’ vs. ‘gradience’,
and by emphasizing certain words in it, we wish to draw the reader’s attention to
the conceptual level at which the definition is given:

[C]ategorical sounds [. . . ] are stable and represent clear distinct phono-
logical categories (e.g. sounds showing all characteristics of voiced seg-
ments throughout their realizations) [. . . ]; gradient sounds [. . . ] may
change during their realization and may simultaneously represent dif-
ferent phonological categories (e.g. sounds that start as voiced and end
as voiceless). (Ernestus 2011: 2115)

While we have no objection to such a characterization of categoricality vs. gradi-
ence, from the emphasized words it is obvious that the definition is immersed in
the domain of the substance-laden and temporal, that is, speech (performance), not
grammar (competence). The problem arises when phonetic data is used to make
inferences about phonology directly and reflexively, as if every idiosyncratic da-
tum recorded in speech or found in a corpus is relevant for phonology, without
acknowledging the distance between competence and performance. Consider an-
other passage from Ernestus (2011: 2118):

Ellis and Hardcastle (2002) found [by using electropalatography and
electromagnetic articulography—vv & cr] that four of their eight En-
glish speakers showed categorical place assimilation of /n/ to follow-
ing velars in all tokens, two speakers showed either no or categorical
assimilation, and two speakers showed gradient assimilation. Together,
the data show that place assimilation processes [. . . ] may be gradient in
nature. These processes cannot simply be accounted for by the categor-
ical spreading of a phonological feature from one segment to another.

What is to be inferred from these findings that is relevant for phonology? In our
view, very little (see below). The cited results, showing inter- and intra-speaker
variation, as well as both discrete and gradient effects, may constitute a salient illus-
tration of the ubiquitous lack of uniformity in the behavior of members of a speech
community, but it is not in the purview of phonology to provide an explanation of
such phenomena. The fact that such variation ”cannot simply be accounted for by
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the categorical spreading of a phonological feature from one segment to another”
(ibid.), a claim most certainly true, does not automatically mean there is something
wrong with phonology conceived as categorical symbol manipulation. It is impor-
tant to clearly distinguish between the object of study of phonology and the sources
of evidence for that study. The object of phonological study is the human knowl-
edge of externalizable aspects of I-language and the cognitive capacity required to
construct that knowledge on exposure to limited experience. One of the sources of
evidence, perhaps the primary one, bearing upon that object of inquiry are spoken
utterances. Therefore, to a certain degree, it can be said that both phonology and
phonetics draw from the same pool of evidence, namely, the analysis of speech.
The point is merely that not all data from that pool is relevant for phonology, and a
phonologist qua cognitive scientist needs to peel off the various complications that
were introduced in the process of externalization from the underlying system of
linguistic knowledge she or he is studying.

As understood here, gradience is introduced by CP’s A2, which is responsible
for the temporal coordination of muscular activity specified by A1; that is, gradi-
ence is not a phonological phenomenon. Notice the references to time highlighted
in the above quote from Ernestus (2011: 2118), for example, “during” and “start as
. . . end as”. Gradience involves change over time. If we think of human phonol-
ogy as involving a representational system (features and the like) that encodes the
phonological portion of morphemes stored in the lexicon, and a computational sys-
tem that can be thought of as a complex function of, say, composed rules (Bale
& Reiss 2018), then there is no temporal aspect to phonology. (Questions about
gradience in phonology are like questions about how fast a wh-element moves in
syntax; both reflect a category error.) In this way phonology mirrors other compe-
tence modules, for the same reasons discussed at length by Chomsky (1980, 1986,
1988, 2000a), Anderson & Lightfoot (2002), and others. A fundamental property of
the human language faculty is that on all analytical levels it fractionates language-
related aspects of an analog signal into discrete elements to which formal opera-
tions apply.18 Even vastly different, mostly incompatible linguistic theories have
acknowledged discreteness as a defining property of language: It can be found in
Martinet’s (1949: 30) notion of ‘Double Articulation’, Hockett’s (1959: 32) ‘Duality
of Patterning’, Chomsky’s (2016: 4) ‘Basic Property’. Adopting such a position not
only preserves a clear distinction between competence and performance, a neces-
sity on many different grounds, but it also facilitates disentangling phonological
conclusions from phonetic conclusions even though both are drawn from the same
data. The only kind of conclusion a phonologist can draw from the Ellis & Hardcas-
tle experiment cited by Ernestus is that the I-language of (some) English speakers
contains a following rule: [+NASAL, CORONAL] ! [+NASAL, DORSAL] / [DORSAL].
Phonologists can draw only this kind of conclusions because their theory both pro-
vides and determines the limits of their descriptive vocabulary. Phonological the-
ory does not provide us with the vocabulary to describe a nasal consonant as ‘kind
of dorsal’. We pointed out above (section 5.1) that [o] and [u] behave phonologi-
cally the same, and that both must be analyzed as [+ROUND] vowels, despite the
involvement of different muscles in realizing this feature, due to intrasegmental

18 “Our mind structures the linguistic input in a digital form (as opposed to an analog form),
and we call this property of language discreteness.” (Boeckx 2009: 57)
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coarticulation with [–HIGH] and [+HIGH], respectively. Again, phonologists do not
have, and do not want, the vocabulary to describe a segment as ‘kind of round’.19

If a featural assimilation rule correctly models a part of the implicit phono-
logical knowledge of a speaker, a phonetician can then posit hypotheses as to why
such a pattern exists, why there is variability in externalization of this knowledge,
what are the limits of its variation, whether the variation is purely biomechanical or
partly/mostly/solely cognitive, and so on. For example, the first of these questions
might be explained by arguing that the demands of the PR[+DORSAL] override the
demands of the PR[+CORONAL] because of the robustness and mechanical inertness
of the relatively massive dorsal part of the tongue compared to less constrained,
more mobile coronal part.20 Therefore, the velar exerts its coarticulatory influence
over the nasal. Taken this way, the relationship between assimilation and coarticu-
lation is parallel to that of phonology and phonetics in general, that is, the former is
a discretely and abstractly constructed mental representation of or an implicit knowl-
edge of the latter (provided that the latter has been phonologized).

In brief, the data most often used in inferring about phonology comes from
spoken utterances. But spoken utterances are not the object of phonological study.
Therefore, it does not follow that gradience of phonetic objects automatically trans-
lates to gradience of phonological objects.

5.4. Speech Planning and the Case of the Intervocalic /j/ in Croatian

Anticipatory coarticulation is widely adduced as proof that coarticulation is not
merely a reflection of biomechanical properties (e.g., inertness) of speech organs
(Farnetani & Recasens 2013). In order for a coarticulatory effect of, say, labialization
([w]) to influence a unit preceding a rounded vowel from which the effect derives,
it is necessary that some cognitive planning is involved. As we see it, phonology
provides the knowledge about the discretely constructed form about to be loaded
into the speech production mechanism, and CP the means to plan the coarticulatory
effect. An example may be drawn from findings presented by Volenec (2013).

The purpose of that study was to see whether there is a statistically significant
difference between the acoustic properties of a Croatian intervocalic palatal glide [j]
present in the underlying representation, as in /pijem/ ! [pijem] ‘I am drinking’,
and a (supposedly) epenthesized palatal glide that is not present underlyingly, as
in /vidio/ ! [vidijo] ‘I saw’. In the latter case, the glide is supposed to surface
only when adjacent to a front vowel (Škarić 2007: 75), therefore only intervocalic
environments consisting of at least one front vowel were compared. For the com-
parison the study used minimal or subminimal pairs such as /gleda ix/ ‘he looks
at them’ ⇠ /gledaj ix/ ‘look at them’, and /priañati/ ‘to stick (to)’ ⇠ /prijaViti/ ‘to
report’. The first result was that in both cases none of the typical acoustic correlates
of palatal glides (lowering of F1 and heightening of F2 compared to adjacent vow-

19 The idea that one’s theoretical apparatus determines the range of possible observations that
can be made is an old idea in the philosophy of science, discussed in particular reference to
the domains of phonetics and phonology by Hammarberg (1976) and Bale & Reiss (2018).

20 This is the main idea behind the ‘degree of articulatory constraint’ (DAC) model of lingual
coarticulation (Recasens et al. 1997), which states that the degree of coarticulatory influence
and resistance of a phonetic unit rises in proportion to the degree of tongue dorsum involve-
ment in the production of that unit.
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els, lowering of the intensity between F1 and F2; see Stevens 1998, section 9.2.1)
were found in the intervocalic position. This would suggest that the correct deriva-
tions are actually /pijem/ ! [piem] and /vidio/ ! [vidio], that is, with deletion,
not epenthesis intervocalically. However, the second result showed that in words
with underlying /j/, vowels preceding the palatal glide had their F1 significantly
lowered, suggesting that the glide exerted anticipatory coarticulatory influence on
the vowel, despite not being otherwise present in the acoustic signal. In words with
no underlying /j/, this lowering of F1 of the preceding vowel was not present.

We argue that this case shows a dissociation between three levels of analysis:
phonological, cognitive phonetic, and articulatory phonetic. Since there is no in-
controvertible evidence of discrete phonological alternations in any of these cases,
the most plausible derivations are /pijem/ ! [pijem] and /vidio/ ! [vidio], de-
spite the fact that the spectrogram corresponding to [pijem] contains no time span
that independently corresponds to a segment [j]. Note that segments are abbrevia-
tions for feature bundles. The A1 of CP receives features and transduces them into
PR[F]s. Identical adjacent PR[F]s are fused to make a continuum; the palatal glide
and front vowels share many distinctive features, and therefore many PR[F]s. CP’s
A2 temporally overextends the only PR[F] discriminating between the glide and
front vowels—the neuromuscular command responsible for the narrowing of the
palatal constriction, which results in the lowering of F1—to serve as an acoustic cue
for the glide. The articulatory system then produces something like ♪piem♪, but
with ♪i♪’s F1 lowered (as compared to a ‘normal’ /i/ that is not in the context of an
underlying /j/). The hearer usually picks up this cue, which explains why native
Croatian speakers consistently report vaguely hearing some sort of [j] in these cases
(Škarić 2008: 206–212).

Two conclusions can be drawn from this. First, what enters the articulatory
system is not the output of phonology (which is [pijem]); if it were, we would expect
to find at least some independent glide-like acoustic properties between the vow-
els, but there are none. Therefore, a cognitive phonetic stage, distinct from both
phonology and articulatory phonetics, is needed for transduction and planning.
Second, the phonetic transformations that CP introduces target features, which cor-
respond to a finer level of granularity than segments. The phenomenon presented
here makes sense only if the input to CP consists of features, and not indivisible
segments; and if the output of CP does not consist of segment-bound articulatory
gestures, but PR[F]s. This suggests that neither articulatory gestures nor segments,
but transduced features (PR[F]s) are the basic units of speech production. The ap-
parent necessity of units at this intervening level serves as yet another justification
of our CP model.

6. Conclusion

In this paper, we have argued that the interface between phonology and phonetics
(PPI) consists of a transduction process that converts elementary units of phono-
logical computation, features, into temporally specified neuromuscular patterns,
which are directly interpretable by the motor system of speech production. Our in-
quiry is inspired by Lenneberg’s magisterial book Biological Foundations of Language
(1967), in which he discussed the transformation of phones (segments) into neu-
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romuscular schemata. Our view of the PPI is constrained by substance-free gen-
erative phonological assumptions (section 3.1), on the one hand, and by insights
gained from psycholinguistic and phonetic models of speech production (section
3.2), on the other. To distinguish transduction of abstract phonological units into
planned neuromuscular patterns, arguably the very first step in speech production,
from the biomechanics of speech production usually associated with physiological
(or more narrowly, articulatory) phonetics, we have termed our theory ‘Cognitive
Phonetics’ (CP). The inner workings of CP (section 4) are described in terms of
Marr’s (1982/2010) tri-level approach, which we used to construct a ‘bridge’ from a
formal phonological model to activity one might plausibly find in a human nervous
system. In order to connect the substance-free and timeless (phonology) with the
substance-laden and temporally coordinated (the SM system used in speech), CP
takes features of phonological SRs and relates them to neuromuscular activity (A1)
and arranges that activity temporally (A2), thus generating an array of information
(in a format which we call ‘True Phonetic Representation’) directly interpretable by
the SM system. We have also presented some potential neurobiological correlates
of various parts of CP (section 4.3). Finally, we have explored some of the implica-
tions of CP (section 5), showing how such an approach might inform the study of
certain phonetic phenomena, most notably coarticulation, and suggesting that CP
provides better explanations of some phenomena often considered to fall within
the purview of phonology, such as phonetic naturalness and gradience.

Further development of CP as an explanatory model of coarticulation and
other PPI phenomena will require sharpening the details of both steps of the trans-
duction algorithm (A1 and A2) and of CP’s output units (PF[F]). We posit CP as
a model intervening between phonology (grammar) and physiological phonetics,
and it is not surprising that such ideas have implications for the nature of the
adjacent systems. On the phonological side, CP calls for a reassessment of dis-
tinctive feature theory in a strict biolinguistic manner. Also, the transduction of
other aspects of phonological structure (e.g., prosody) should be explored. Ideally,
these further developments of CP should be driven by theoretically sound models
of phonological representation and computation on the one hand, and should be
grounded in neurobiological findings on the other, thus reducing the conceptual
distance between formal linguistics and cognitive neuroscience.
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Martin Gärtner (eds.), Interfaces + recursion = language?: Chomsky’s Minimalism
and the View from Syntax-Semantics. 1–24. Berlin: de Gruyter.

Chomsky, Noam. 2012. The Science of Language. Cambridge: Cambridge University
Press.

Chomsky, Noam. 2013. Problems of projection. Lingua 130, 33–49.
Chomsky, Noam. 2016. What Kind of Creatures Are We? New York, NY: Columbia

University Press.
Chomsky, Noam & Morris Halle. 1968. The Sound Pattern of English. New York, NY:

Harper & Row.
Clements, George N. 1985. The geometry of phonological features. Phonology 2(1),

225–252.
Clements, George N. & Elizabeth V. Hume. 1995. The internal organization of

speech sounds. In John Goldsmith (ed.), The Handbook of Phonological Theory.
245–306. Oxford: Blackwell.

Cooper, William E. & Marc R. Lauritsen. 1974. Feature processing in the perception
and production of speech. Nature 252(5479), 121–123.

Cowie, Roddy & Ellen Douglas-Cowie. 1992. Postlingually Acquired Deafness: Speech
Deterioration and the Wider Consequences. Hawthorne, NY: Mouton de Gruyter.

Curtiss, Susan. 2013. Revisiting modularity: Using language as a window to the
mind. In Massimo Piattelli-Palmarini & Robert C. Berwick (eds.), Rich Lan-
guages from Poor Inputs. 68–90. Oxford: Oxford University Press.

Donegan, Patricia & David Stampe. 1979. The study of Natural Phonology. In
Daniel A. Dinnsen (ed.), Current Approaches to Phonological Theory. 126–173.
Bloomington: Indiana University Press.

Dronkers, Nina F. 1996. A new brain region for coordinating speech articulation.
Nature 384(6605), 159–161.

Eickhoff, Simon B., Stefan Heim, Karl Zilles & Katrin Amunts. 2009. A systems
perspective on the effective connectivity of overt speech production. Philo-
sophical Transactions of the Royal Society of London A: Mathematical, Physical and



288 V. Volenec & C. Reiss

Engineering Sciences 367(1896), 2399–2421.
Ellis, Lucy & William J. Hardcastle. 2002. Categorical and gradient properties of

assimilation in alveolar to velar sequences: Evidence from EPG and EMA
data. Journal of Phonetics 30, 373–396.

Embick, David & David Poeppel. 2015. Towards a computational(ist) neurobiol-
ogy of language: Correlational, integrated and explanatory neurolinguistics.
Language, Cognition and Neuroscience 30(4), 357–366.

Ernestus, Mirjam. 2011. Gradience and Categoricality in Phonological Theory. In
Marc van Oostendorp, Colin J. Ewen, Elizabeth V. Hume & Keren Rice (eds.),
The Blackwell Companion to Phonology. 2114–2136. Oxford: Blackwell.

Everaert, Martin, Marinus Huybregts, Noam Chomsky, Robert C. Berwick & Johan
J. Bolhuis. 2015. Structures, not strings: Linguistics as part of the cognitive
sciences. Trends in Cognitive Sciences 19(12), 729–742.

Fadiga, Luciano, Laila Craighero, Giovanni Buccino & Giacomo Rizzolatti. 2002.
Speech listening specifically modulates the excitability of tongue muscles: A
TMS study. European Journal of Neuroscience 15(2), 399–402.

Fant, Gunnar. 1960. Acoustic Theory of Speech Production. The Hague: Mouton.
Farnetani, Edda & Recasens, Daniel. 2013. Coarticulation and connected speech

processes. In William J. Hardcastle, John Laver & Fiona E. Gibbon (eds.), The
Handbook of Phonetic Sciences. 316–351. Oxford: Wiley-Blackwell.

Fowler, Carol. 1980. Coarticulation and theories of extrinsic timing. Journal of
Phonetics 8, 113–133.

Fowler, Carol. 1983. Realism and unrealism: A reply. Journal of Phonetics 11, 303–
322.

Fowler, Carol & Elliot Saltzman. 1993. Coordination and coarticulation in speech
production. Language and Speech 36, 171–195.

Gallistel, Charles R. & Adam Philip King. 2010. Memory and the Computational Brain:
Why Cognitive Science will Transform Neuroscience. Malden: Wiley-Blackwell.

Gow, David W. 2012. The cortical organization of lexical knowledge: a dual lexicon
model of spoken language processing. Brain and Language 121(3), 273–288.

Guenther, Frank H. 1995a. Speech sound acquisition, coarticulation, and rate effects
in a neural network model of speech production. Psychological Review 102(3),
594–621.

Guenther, Frank H. 1995b. A modeling framework for speech motor develop-
ment and kinematic articulator control. Proceedings of the XIIIth International
Congress of Phonetic Sciences. Vol. 2. 92–99. Stockholm: KTH and Stockholm
University.

Guenther, Frank H., Michelle Hampson & Dave Johnson. 1998. A theoretical inves-
tigation of reference frames for the planning of speech movements. Psycho-
logical Review 105(4), 611–633.

Guenther, Frank H., Satrajit S. Ghosh & Jason A. Tourville. 2006. Neural modeling
and imaging of the cortical interactions underlying syllable production. Brain
and Language 96(3): 280–301.

Guenther, Frank H. & Tony Vladusich. 2012. A neural theory of speech acquisition
and production. Journal of Neurolinguistics 25(5), 408–422.

Guenther, Frank H. & Gregory Hickok. 2016. Neural models of motor speech con-
trol. In Gregory Hickok & Steven L. Small (eds.). Neurobiology of Language.



Cognitive Phonetics 289

725–740. London: Elsevier.
Gussenhoven, Carlos & Haike Jacobs. 2011. Understanding Phonology. London:

Hodder Arnold & Hachette Livre.
Hajek, John & Shinji Maeda. 2000. Investigating universals of sound change: The

effect of vowel height and duration on the development of distinctive nasal-
ization. Papers in Laboratory Phonology V: Acquisition and the Lexicon, 52–69.

Hale, Mark. 2007. Historical Linguistics. Theory and Method. Oxford: Blackwell
Publishing.

Hale, Mark & Charles Reiss. 2000a. ‘Substance abuse’ and ‘dysfunctionalism’: Cur-
rent trends in phonology. Linguistic Inquiry 31(1), 157–169.

Hale, Mark & Charles Reiss. 2000b. Phonology as cognition. In Noel Burton-
Roberts, Philip Carr & Gerard Docherty (eds.), Phonological Knowledge: Con-
ceptual and Empirical Issues. 161–184. Oxford: Oxford University Press.

Hale, Mark & Madelyn Kissock. 2007. The phonetics–phonology interface and
the acquisition of perseverant underspecification. In Gillian Ramchand &
Charles Reiss (eds.), The Oxford Handbook of Linguistic Interfaces. 81–101. Ox-
ford: Oxford University Press.

Hale, Mark & Charles Reiss. 2008. The Phonological Enterprise. Oxford: Oxford
University Press.

Halle, Morris. 1983/2002. On distinctive features and their articulatory implemen-
tation. In Morris Halle, From Memory to Speech and Back. 105–121. Berlin &
New York: de Gruyter.

Halle, Morris & George N. Clements. 1983. Problem Book in Phonology. Cambridge,
MA: MIT Press.

Hammarberg, Robert. 1976. The metaphysics of coarticulation. Journal of Phonetics
4, 353–363.

Hardcastle, William J. & Nigel Hewlett (eds.) 1999. Coarticulation: Theory, Data and
Techniques. Cambridge: Cambridge University Press.

Hayes, Bruce, Robert Kirchner & Donca Steriade (eds.). 2004. Phonetically Based
Phonology. Cambridge: Cambridge University Press.

Heath, Jeffrey. 1999. A Grammar of Koyra Chiini: The Songhay of Timbuktu. Berlin:
Mouton.

Hickok, Gregory. 2012. Computational neuroanatomy of speech production. Na-
ture Reviews Neuroscience 13(2), 135–145.

Hickok, Gregory & David Poeppel. 2000a. Dorsal and ventral streams: a frame-
work for understanding aspects of the functional anatomy of language. Cog-
nition 92(1), 67–99.

Hickok, Gregory & David Poeppel. 2000b. Towards a functional neuroanatomy of
speech perception. Trends in Cognitive Sciences 4(4), 131–138.

Hickok, Gregory & David Poeppel. 2007. The cortical organization of speech pro-
cessing. Nature Reviews Neuroscience 8(5), 393–402.

Hickok, Gregory, Kayoko Okada & John T. Serences. 2009. Area Spt in the human
planum temporale supports sensory-motor integration for speech processing.
Journal of Neurophysiology 101(5), 2725–2732.

Hickok, Gregory, John Houde & Feng Rong. 2011. Sensorimotor integration in
speech processing: Computational basis and neural organization. Neuron
69(3), 407–422.



290 V. Volenec & C. Reiss

Hickok, Gregory & David Poeppel. 2016. Neural basis of speech perception. In
Gregory Hickok & Steven L. Small (eds.), Neurobiology of Language. 299–310.
London: Elsevier.

Hickok, Gregory & Steven L. Small (eds.). 2016. Neurobiology of Language. London:
Elsevier.

Hockett, Charles F. 1955. A Manual of Phonology. Baltimore: Waverly Press.
Hockett, Charles F. 1959. Animal ‘languages’ and human language. Human Biology

31(1), 32–39.
Houde, John F. & Michael I. Jordan. 1998. Sensorimotor adaptation in speech pro-

duction. Science 279(5354), 1213–1216.
Idsardi, William J. & Eric Raimy. 2013. Three types of linearization and the tempo-

ral aspects of speech. In Theresa M. Biberauer & Ian Roberts (eds.), Challenges
to Linearization. 31–56. Berlin: Mouton de Gruyter.

Idsardi, William J. & Philip Monahan. 2016. Phonology. In Gregory Hickok &
Steven L. Small (eds.), Neurobiology of Language. 141–151. London: Elsevier.

Indefrey, Peter & Willem J. M. Levelt. 2004. The spatial and temporal signatures of
word production components. Cognition 92(1), 101–144.

Isac, Daniela & Charles Reiss. 2013. I-Language. An Introduction to Linguistics as
Cognitive Science. 2nd edition. Oxford: Oxford University Press.

Jackendoff, Ray. 1994. Patterns in the Mind. Language and Human Nature. New York,
NY: BasicBooks.

Jakobson, Roman. 1939. Observations sur le classement phonologique des con-
sonnes. Proceedings of the 3rd International Congress of Phonetic Sciences, 34–41.

Jakobson, Roman. 1971. Selected Writings: Phonological Studies. The Hague: Mou-
ton.

Jakobson, Roman, Gunnar Fant & Morris Halle. 1952. Preliminaries to Speech Analy-
sis. Cambridge: MIT Press.

Jakobson, Roman & Morris Halle. 1956. Fundamentals of Language. The Hague:
Mouton.

Jueptner, Markus & Michael Krukenberg. 2001. Motor system: Cortex, basal gan-
glia, and cerebellum. Neuroimaging Clinics of North America 11(2), 203–219.

Katamba, Francis. 1989. An Introduction to Phonology. London & New York: Long-
man.

Keating, Patricia A. 1988. Underspecification in phonetics. Phonology 5, 275–292.
Kenstowicz, Michael. 1994. Phonology in Generative Grammar. Oxford: Blackwell.
Kenstowicz, Michael & Charles Kisseberth. 1979. Generative Phonology. Description

and Theory. New York, NY: Academic Press.
Ladefoged, Peter & Johnson, Keith. 2010. A Course in Phonetics. Boston, MA:

Wadsworth Cengage Learning.
Lane, Harlan & Bernard Tranel. 1971. The Lombard sign and the role of hearing in

speech. Journal of Speech and Hearing Research 14(4), 677–709.
Lane, Harlan, Jane Wozniak, Melanie Matthies, Mario Svirsky, Joseph Perkell, Mich-

ael O’Connell & Joyce Manzella. 1997. Changes in sound pressure and fun-
damental frequency contours following changes in hearing status. The Journal
of the Acoustical Society of America 101(4), 2244–2252.

Larson, Charles R., Theresa A. Burnett, Jay J. Bauer, Swathi Kiran & Timothy C.
Hain. 2001. Comparison of voice F0 responses to pitch-shift onset and offset



Cognitive Phonetics 291

conditions. The Journal of the Acoustical Society of America 110(6), 2845–2848.
Lashley, Karl S. 1951. The Problem of Serial Order in Behavior. Pasadena, CA: Califor-

nia Institute of Techonology.
Lass, Roger. 1984. Phonology. An Introduction to Basic Concepts. Cambridge: Cam-

bridge University Press.
Laver, John. 1994. Principles of Phonetics. Cambridge: Cambridge University Press.
Lenneberg, Eric. 1967. Biological Foundations of Language. New York: Wiley.
Levelt, Willem J. M., Ardi Roelofs & Antje S. Meyer. 1999. A theory of lexical access

in speech production. Behavioral and Brain Sciences 22(1), 1–38.
Liberman, Alvin M. 1957. Some results of research on speech perception. The Jour-

nal of the Acoustical Society of America 29(1), 117–123.
Liberman, Alvin M., Franklin S. Cooper, Donald P. Shankweiler & Michael Studdert-

Kennedy. 1967. Perception of the speech code. Psychological Review 74(6),
431–461.

Liberman, Alvin M. & Ignatius G. Mattingly. 1985. The motor theory of speech
perception revised. Cognition 21(1), 1–36.

Linker, Wendy. 1982. Articulatory and acoustic correlates of labial activity in vow-
els: A cross-linguistics study. UCLA Working Papers in Phonetics 56, 1–134.

Lisker, Leigh. 1978. Segment duration, voicing, and the syllable. In A. Bell & J. B.
Hopper (eds.) Syllables and Segments. 133–142. Amsterdam: North-Holland.

Lombard, Etienne. 1911. Le signe de l’élévation de la voix. Annales des Maladies de
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(ed.), Glasovi i oblici hrvatskoga književnoga jezika. 17–160. Zagreb: Nakladni
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276. Dordrecht: Foris Publications.

Tatham, Mark. 1990. Cognitive phonetics. Advances in Speech, Hearing and Language
Processing 1, 193–218.



294 V. Volenec & C. Reiss

Tourville, Jason A. & Frank H. Guenther. 2011. The DIVA model: A neural theory
of speech acquisition and production. Language and Cognitive Processes 26(7),
952–981.

Tremblay, Pascale, Isabelle Deschamps & Vincent L. Gracoo. 2016. Neurobiology
of speech production: A motor control perspective. In Gregory Hickok &
Steven L. Small (eds.), Neurobiology of Language. 741–750. London: Elsevier.
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A Program for the Genetics of Grammar

Kenneth N. Wexler

Departing from Lenneberg’s biological conception of language and its de-
velopment, this paper first reviews select examples from research on lan-
guage development and its interface with genetics before making some
specific proposals with regard to how the genetics of grammar could be
investigated. The central proposal of this paper is that an important, per-
haps necessary, avenue for studying the genetics of grammar is to study
the genotypes corresponding to phenotypes of child (and genetically im-
paired) versions of the computational system of grammar, as opposed to
strictly descriptive measures of a construction or standardized linguistic
tests. In some cases, these phenotypes have wide explanatory ability, sug-
gesting that they directly involve parts of the computational system of lan-
guage. The primary example discussed is the phenotype of the Unique
Checking Constraint (UCC). In particular, it is proposed that one could
usefully start to investigate the genetic basis for he development of finite-
ness, object clitic omission, and related phenomena of the UCC. A second,
less developed example here, corresponding to a much later developmen-
tal stage, is the Universal Phase Requirement (UPR), regulating verbal pas-
sives and many other phenomena in children.

Keywords: genetics; biolinguistics; syntax; language acquisition; Unique
Checking Constraint (UCC); Universal Phase Requirement (UPR)

1. Introduction

Eric Lenneberg (1967) proposed a view of human language that situated language
and its development (a particular interest of Lenneberg’s, for good reason, given
his overall view of language) squarely within a classical biological framework that
saw at least some parts of human knowledge as being rooted in human biology.
His view was very much different from the standard psychological framework that
assumes learned “associations” as the fundamental basis for language. For him,
language was species-specific and resulted from human biology. We might think
of the capacity for sonar in bats as a comparable example. Whatever learning takes
place in the bat, there is no question but that the bat is equipped for sonar by its bi-
ology. The contemporary view of human language (as in a major classical tradition)
treats it in the same way, as Lenneberg saw that it should.

I would like to thank two anonymous reviewers, who made excellent suggestions, some of
which I have responded to extensively. I also thank the editor, Patrick Trettenbrein, for sug-
gesting that I write a paper and for showing a great deal of enthusiasm and patience as I
worked through this. It goes without saying that all the errors are my own.
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One might speculate that the case of sonar is different because sonar is a sen-
sory ability, rather than a deeper cognitive ability. I fail to see any argument for
this position. Bat sonar is put to both perceptual (not purely sensory in any kind
of sense that can be made of “sensory”) and productive uses (as when the bat uses
sonar to navigate). In this way it is like language, which is used to both compre-
hend and speak (or produce with other means, as in sign language). Sonar is a com-
putational system in which the bat uses particular kinds of physical observations
to compute information about properties like where objects are. This information
can be used in navigation. We do not know if this is conscious computation, but
given the unconscious nature of most of human linguistic computation (and other
kinds of cognitive and perceptual computation), it would seem quite plausible that
it is mostly, perhaps completely, unconscious. This very natural view should be
extended to language: Why should we, as biological creatures, escape how biology
works in general?

Lenneberg paid much attention to linguistic development as part of his argu-
ment. At the time, not too much was known about the details of the development
(often called acquisition) of syntactic and semantic systems. But the simple proper-
ties that were known (the one-word stage, etc.) were enough to make Lenneberg see
this development as consistent with the biological view. In the last 50 years, there
has been extensive progress in results on the development of syntax and semantics,
progress that allows us to strongly confirm the biological view of language. Lin-
guistic development is a central part of the contemporary biolinguistic view, with
some of its strongest results (outside of linguistic theory itself).

Can we go beyond this study and this basic claim about development and
the biology of language? Can we in fact create a genetics of language and a devel-
opmental biology of language with a detailed analysis of the physical mechanisms
that underlie the development of the computational system of language? The pur-
pose of this paper is to argue that the progress that has been made in the study of
language acquisition can yield the appropriate statement of the nature of the devel-
opmental phenotype that provides a natural set of hypotheses about what should
be tied together (and not) in the development of language. In turn, these corre-
lations and patterns should provide material that allows for the detailed develop-
ment of a genetics and developmental biology of language. We will make some
suggestions about which parts of the developmental phenotype are promising as
an aid to the development of the biology. The phenotypical studies are a necessary
first step. I would suggest that the results already achieved in the phenotypical
studies in language acquisition are promising enough that it is worth exploring
these from the detailed biological point of view.

2. Why Genetics Matters: Unification and Discovery

Unification is one of the strongest goals in science, and a strong feature of the most
successful sciences. We feel that we have understood more if we have a more uni-
fied theory. Unification is strongly related to the notion of simplicity. A unified
theory has principles that correctly cover a wide range of empirical phenomena.
Sometimes what appear to be different levels of explanation can be unified. This re-
sults in an even stronger theory, covering a wider range of phenomena. Moreover,
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this unification can lead to understanding the particular levels in deeper ways than
were previously understood.

Modern linguistic theory provides ample illustrations for such a move to-
ward unification. In fact, unification may even be its most distinctive feature. It has
been a constant tool of Chomsky’s, since the beginning of generative work (Chom-
sky 2005). We are no longer satisfied with descriptions of particular constructions
as an adequate theory. We want to know what the underlying grammatical com-
putations are, the ones that result in particular constructions.

Moreover, Chomsky unified the study of linguistic description (understand-
ing the different languages of the world) with the problem of language acquisi-
tion: the child’s choice of which language she is encountering in her environment.
Chomsky called this unification the problem of explanatory adequacy. We sometimes
also refer to it as the learnability problem. There can be no question that focusing on
this problem not only helped us to understand how language acquisition proceeds,
but also had a major impact on the development of particular linguistic theories.

The contemporary science of language acquisition (i.e. linguistic develop-
ment) has unified its theorizing and experimenting with the results of work coming
from linguistic theory. Although it is widely known and accepted that the goal of
explanatory adequacy has helped us establish the correct descriptions of linguis-
tic phenomena, perhaps it is less widely known that the pursuit of the same types
of unification has moved the study of language acquisition considerably beyond
its pre-generative state. In the study of linguistic development, we are no longer
content with descriptions of particular surface phenomena in a child’s language
at particular times, taking account of the particular language that the child is en-
countering. Rather, we look for the underlying principles of the grammar that are
developing, unifying with linguistic theory. We do not look for the development
of particular constructions. Rather, in my opinion, the major advances in the pur-
suit of language acquisition in the last 25 years are due to the pursuit of the same
type of unification in theorizing that has characterized linguistic theory and other
successful sciences.

To take an example that we will flesh out later in this paper, as we pursue
ideas for genetics, there is excellent empirical research that shows that the oblig-
atory nature of finiteness in root sentences develops slowly over time. There is
also excellent empirical research that shows that the obligatory production of di-
rect object clitics (in languages that have such) in particular semantic contexts (as
opposed to the surface omission of these direct object clitics) also develops slowly
over time. Moreover, the time course of development of these two very different
appearing surface phenomena appears to be quite similar. There is a unified theory
of development (the Unique Checking Constraint; UCC) that explains why these two
phenomena occur and why their time courses should be similar. That is, the two
phenomena are explained by the same constraints on the underlying computation,
so that as the computation develops, the phenomena appear to develop in similar
ways. Hence, we have a deeper sense of linguistic development than when surface
phenomena were studied only in their own right.

Moreover, the unification has helped us to discover more properties of the
unified constructions. For example, the UCC predicts that object clitics will be
sometimes omitted by a young child, but it does not predict that the clitics will
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be used in the wrong semantic context, or that clitics might be placed in the wrong
syntactic position, for example, after the verb when they should be before the verb.
These predictions turn out to be empirically correct.

The general argument of this paper is that adding the problem of genetics to
the problem of explanatory adequacy and the problem of unification to linguistic
development has the potential for uncovering further unification, in this case across
another level of inquiry, the genetic level, that is the causal level of development. In
addition to possibly discovering more about how the genetics of language works,
we might find, as we have argued, that we have discovered more about the partic-
ular developmental linguistic phenomena that we have identified, and ultimately
about the nature of human language itself as understood in linguistic theory. These
are possibilities when we study genetics: unification and discovery in the scientific
study of language.

The central specific proposal of this paper is that an important avenue for
studying the genetics of grammar is to study the genotype corresponding to the
phenotype of the UCC. In particular, we can look for the genetic basis for the devel-
opment of finiteness, clitic omission and related phenomena. Just as for cognitive
phenomena in general, we only have extremely tentative understandings of the
physiology of the brain that allows us to compute linguistic representations, for ex-
ample, some locational phenomena, some time course phenomena, etc. (see, e.g.,
Friederici, this issue). We have no idea how neurons interact to compute the repre-
sentations. Since science now knows that genetic systems not only play a major role
in inheritance but also help to guide the actual workings of cells and their interac-
tion, we might ultimately also understand the physiology of language in a much
deeper way if we can make progress in the study of genetics. This is another possi-
bility of unification and discovery. There is no reason to believe that understanding
of neuroscience must precede genetics; in any particular case, the exact opposite
discovery course might be the more available route to understanding the systems.

The unification of the development of finiteness and object clitics is not the
only example of unification that the study of linguistic development has given us.
Another prominent example is the development of many kinds of seemingly un-
related “constructions” that have been unified in the study of the Universal Phase
Requirement (UPR) as discussed in Wexler (2004a, among many later papers). The
UPR was created to apply to the development of verbal passives and raising con-
structions, a unification that had already been carried out in the earlier A-Chain
Delay Hypothesis (ACDH) by Borer & Wexler (1987). The ACDH had a particular
empirical problem: it predicted, contrary to fact, a late development for the move-
ment of subjects from the VP to the Tense Phrase. The UPR solved this problem.

Once the UPR existed, it not only unified existing phenomena, but it pre-
dicted entirely new phenomena. For example, the UPR predicts that the develop-
ment of specificational copula sentences (like The winner is Mary.) is a very late
development, as late as that of verbal passives and raising constructions (around
8 years of age). This is an extremely surprising prediction, as the surface form of
the specificational copula (DP is DP.) is very simple. However, unpublished exper-
iments to date confirm the prediction (Hirsch & Wexler 2008). Unification, once
again, can play a strong role in discovery.
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Similarly, the UPR predicts that the grammar of tough-movement will be con-
siderably delayed (Wexler 2013a), similar to the delay in the grammar of verbal
passives until around age 8 (precise up to the limit of available experimental data
and current methods). This too is amply confirmed; see Wexler (2013a) for a review
of the experimental data.

The predictions are obvious: whatever genetic events underlie the develop-
ment of verbal passives will be the same as those underlying the development of
specificational copulas, or tough-movement, for example.1 These genetic phenom-
ena are predicted to go together. For example, if there is a genetically caused severe
delay in one piece of grammar (e.g., verbal passive), the same piece of genetic ma-
chinery should cause the delay in another (e.g. specificational copulas). Of course,
such an assumption could be wrong; there might be alternative genetic causes of
two pieces of delay that affect two different constructions. But the default work-
ing hypothesis, the one that a scientist would always start with is that there is one
cause. If it is wrong, the experiments that will show that it is wrong will hopefully
add additional insight.

3. Lenneberg’s View of Linguistic Development: Biological

Although Lenneberg did not have any of this knowledge of grammatical develop-
ment to aid his arguments, he made the best use of the empirical material at hand
and saw the general structure of how language developed in a biological frame-
work. We can see how the arguments and proposals that we have made so far fit
within his general arguments.

First, Lenneberg understood that the development of language in an individ-
ual child must be the result of biology, of maturation:2

We must assume that the child’s capacity to learn language is a conse-
quence of maturation because [. . . ] the milestones of language acqui-
sition are normally interlocked with other milestones that are clearly
attributable to physical maturation [. . . ]. (Lenneberg 1967: 178)

Maturation only became an important researchable topic in generative studies of
acquisition with the publication of Borer and Wexler’s (1987) independent argu-
ment that it best explained some particular linguistic developments (and late devel-
opments). Even after that, maturation was looked upon with suspicion in much of
the field of language acquisition. Lately it seems to have become more mainstream,
among generative acquisitionists at least. Lenneberg saw it in 1967, without the de-
tailed knowledge of grammatical development that went into its later appearance,
the reason I called a paper on the maturation of finiteness “Lenneberg’s Dream”
(Wexler 2003, 2004b). See Wexler (2013b) for further discussion.

1 There are complications, of course. For example, tough-movement involves not only the need
for a weak phase, ruled out by UPR, but also other kinds of mechanisms (see Wexler 2013a).
Some of these may have time courses of their own, further delaying tough-movement. More
research is needed.

2 I thank an anonymous reviewer for pointers to the quotations from Lenneberg in this sec-
tion and for impressing on me the importance of reviewing Lenneberg’s contributions to the
discussion. I was taking them for granted, but it is better to lay some of them out here.
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Lenneberg also saw that linguistic theory plays a central role in understand-
ing language acquisition, and that furthermore, acquisition studies could play an
important role in the development of theory:

The problems involved in language development cannot be understood
in the absence of an analysis of the structure of language; and it is quite
possible that the proper understanding of language structure is depen-
dent upon empirical investigations into the acquisition process.

(Lenneberg 1967: 275)

Once again, there were very few detailed acquisition results at the time that would
have confirmed this view. Nevertheless, the view has been amply confirmed, as
witnessed by the actual development of detailed results in developmental linguis-
tics, some of which we discuss in this paper. The field of generative linguistic ac-
quisition may in fact be defined by these views, although it took years to establish
them in any kind of convincing detail.

Lenneberg also had a sophisticated understanding of the importance of the
connection between genes and language. He wrote:

DNA molecules [. . . ] probably do no more than control the protein syn-
thesis within a cell. [. . . ] The puzzle now is: [. . . ] how could some-
thing like the capacity for language have a genetic foundation? [. . . ]
The puzzle is, of course, not peculiar to the problems of the genetic ba-
sis of language, but also to the relationship between genic action and
the inheritance of traits in general. Although we can only speculate on
this point, our speculations with regard to language are no more daring
than with regard to most other structural or functional features.

(Lenneberg 1967: 239–240)

On the next page, he continued by saying:

But, as is well known, genes do not merely control the size and shape
of structure but skills and capacities as well. [. . . ] Genes can only affect
ontogenesis through varying the cell’s repertoire for differentiation, but
this, in turn, may have secondary effects upon structure, function and
capacities. (Lenneberg 1967: 241)

Against this background, the interface of genetics and linguistics is what we will
discuss in the next section.

4. Genetics and Linguistics

In short, we don’t know the details of how genes work to influence the compu-
tational structure of language within the human, but they must. The logic of the
situation is clear. We are in the typical position of studying the indirect relation be-
tween genes and function. It is a puzzle, not a mystery. The facts tell us that genetic
networks are central to linguistic development. The facts also tell us that linguistic
representations are what develop at the functional level. But genetic networks and
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linguistic representations are on entirely different levels of analysis. How do we
proceed to connect them?

Among relations between biology and language, the relation between genet-
ics and language is not unique in this regard. The situation is quite similar to the ar-
guments of Poeppel & Embick (2005) concerning the relation between neuroscience
and language. As they point out, neuroscienctific theory and linguistic theory posit
totally different entities (e.g., neuron for the former, sentence for the latter).3 No re-
lation has been established between these different levels. That favors neither the
neural theory nor the linguistic theory; they both might be accurately describing
particular levels. The problem is, can we find any relation between these levels?

Poeppel and Embick argue that in order to make progress on the issue, a the-
ory of the brain should employ linguistic categories, an enterprise not carried out in
standard cognitive neuroscience. The argument here is analogous; in order to make
progress in genetics, we should attempt to study the relation between genetic net-
works and linguistic representations. We might start simply, by finding genes that
are part of the systems responsible for particular linguistic representations, through
the lens of development. That is, what genetic networks are responsible for the de-
velopment of linguistic representations? This paper makes particular proposals
about how we might begin to answer those questions, by including linguistic rep-
resentations and computations in the vocabulary of what we have to study.

The proposal of this paper is that the detailed and explanatory understand-
ing of grammatical development that we have achieved in the last quarter century
can play an important role (obviously not the only role) in creating a wedge into
the problem. The argument is that this is a much more promising approach than
the traditional consideration of “language” as a general entity, without detail, mea-
sured perhaps by a general test of linguistic abilities. Can the latter be the accurate
description of language for genetic purposes? No. The facts say that the specific
linguistic details matter. I have heard neuroscientists (and perhaps geneticists) de-
scribe language as an “emergent” ability. I have no idea what that means. Possibly
“emergent” means “mysterious,” or “beyond the scope of science.” But one can
only hope that we can do better than this and create serious science. Indeed, there
are distinguished geneticists who have agreed. See Wexler (2013b) for a discussion
of the views of Salvatore Luria, a Nobel Prize winner in genetics. There is every
reason to believe that Lenneberg would have agreed. As mentioned previously, we
will now work out an example, as a proposal.

5. Empirical and Theoretical Tools from Language Acquisition in the Aid of

Genetics

What can we use from developmental linguistics to aid us in the study of the ge-
netics of the computational system of grammar? Broadly speaking, anything that
will work. In general, given work so far, this obviously includes:

1. The timing of linguistic development of particular pieces of the computa-
tional system of grammar. Regularity in timing and particular types of delays

3 Perhaps Merge would be a better example in discussing syntactic computation. Indeed, some
cognitive neuroscientists have sought to operationalise concepts from theoretical linguistics
in their work and at least identify their neural correlates (e.g., Friederici, this issue).



302 K.N. Wexler

help to lump different phenomena into a particular category, which helps in
creating predictions concerning which constructions are controlled by similar
genetic networks. Of course, this must be done in a theoretical context. We
cannot simply study any 20 pieces of development and figure out the appro-
priately lumped pieces, without a theory connecting them.

2. The variation in time of development of particular pieces of grammar among
typically developing children. Rate of development can be used in genetics
to attempt to identify responsible genes. One might ultimately find certain
genes being activated at particular times, triggering the development of par-
ticular pieces of linguistic competence.

3. Developmental linguistic impairments under genetic control. These include
(listing only the syndromes whose role in linguistic development has been
studied with some clear results): Specific Language Impairment (SLI), Williams
syndrome, autism and Down syndrome. We do not have space to consider
the extensive literature on particular pieces of linguistic development in these
syndromes. However, the genetic logic is clear; if a syndrome shows a delay
or breakdown of a particular piece of grammar, we expect that the genes con-
trolling that piece of grammar are implicated in the syndrome. Trying to find
these genes (or networks) cross-syndrome could be a very valuable additional
attempt.

None of these sources of data and theory are radically different from how genet-
ics generally proceeds when it has been successful. The proposal of this paper is
that the same methods that have worked in some other cases can work here, when
the phenotypes are linguistic computations, specifically defined from the results of
linguistic theory.

The particular case of finiteness and clitic omission that we will detail later in
this paper (the UCC, as the affected piece of computation) has been studied in both,
(1) its typical development aspect, including delay until a certain age and (3) in
its genetically determined developmental impairment aspect. While the focus has
been on (1) and (3), even (2) has been studied to some extent; for example, we know
that IQ (measuring another piece of cognition) and particular environmental causes
do not differentially affect how individual children develop the piece of cognition
(Rice, Wexler & Hershberger 1998).

Another desideratum for the study of genetics is that we have a quantita-
tive measure in the behavioral results that can be used as a phenotypical measure
to correlate with genetic activity. The finiteness and clitic omission case that we
have studied and will explore in more detail below has this quantitative feature.
Interestingly, it is only with the development of generative approaches to language
acquisition, with their attention to linguistic detail, that these measures have been
intensively developed.

6. Toward a Genetics of Grammar

How should we proceed with the study of the genetics and developmental biology
of language? We have several relevant sciences at our disposal, sciences that have
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substantial achievements. The suggestion of this paper is that these sciences can
only make progress in creating a serious genetics of language if they take actual,
detailed account of each other. The sciences include:

a. Linguistic theory, which is the description of human linguistic knowledge. It
asks: What is the phenotype of language, Universal Grammar (UG) in Chom-
sky’s terms?

b. Developmental linguistics (language acquisition as it is often called), which
has sought to describe the changing, developing phenotype and the underly-
ing principles of development.

c. Genetics, with all its methods for determining the physical mechanism of in-
heritance (and, as we now know, how this mechanism is intricately related to
the control of biological systems).

d. Developmental biology of the brain (which, of course, is related to genetics).

Of course, there are other sciences, and these might have a useful role to
play and should not be excluded prematurely. It is worth noting, however, that a
standard suggestion that we root the study of linguistic development (and thus of a
related genetics, presumably) in results from cognitive psychology cannot be right,
if for no other reason than that there are very few results from cognitive psychology
that seem directly relevant to what we know of language and its development, at
least if we are talking about the central computational system of language.4 There
is no general model or theory of cognition that we can use that will help us, none
that has any of the appropriate detail.5

4 There are a few intriguing experimental results that might play a role. For example, the (now
controversial) observation that certain Theory of Mind (TOM) abilities develop rather late in
the child’s development (Wimmer & Perner 1983, and a large later literature) might potentially
be of some use in the study of a developmental biology/genetics of language. However, most
of the development of the computational system of language does not seem to have anything
to do with TOM (particular kinds of pragmatic abilities might be related). It is not clear that
TOM has much more relation to the development of grammar than it does to the bat’s use of
sonar. Nor is there a serious understanding of why TOM develops late, if it does (see the work
of de Villiers 2007 who argues that in fact TOM develops based on the development of certain
linguistic categories, in particular the propositional attitude verbs). One positive argument
for using TOM is that it seems to have a particular physical location in the brain (Saxe &
Kanwisher 2003), so that an attempt to relate the development of TOM to the development of
these particular brain areas might be a help with genetic studies. Nevertheless, we have no
reason to believe that the development of TOM has anything to do with the development of
grammar.

5 Another intriguing area of psychological research (Carey 2010, and a very large literature) in-
volves the result that the development of the natural numbers (that is, the crucial recursive
step that is at the basis of the concept of natural numbers) is a surprisingly late development.
It seems that the natural numbers develop in the brain at a later age than much of the compu-
tational syntax and semantics of language, a system that seems much more complicated. This
comparison of the rapid development of grammar with the very slow developmental of num-
bers shows us something about the developmental biology underlying the two systems. But it
is not clear that it can tell us something useful for the detailed development of the genetics and
developmental biology of language. So far as I can tell, none of the ideas based on learning
models that have been proposed explain the late development; rather they stipulate that the
recursive step is greatly dispreferred, which is supposed to explain why the basic property of
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In the next section, we will present results from studies of the developmental
phenotype of grammar that might be central in the development of a potential ge-
netics and developmental biology of grammar. We will point out predictions that
would follow from what is known about the different types of constructions that
should (and should not) share the same developmental basis. The goal is to attempt
to add some small thoughts to what might actually work in the development of a
new science. Unsurprisingly, this new science is best aided by starting from what
is actually known in existing, related sciences.

7. Unique Checking as a Phenotype for Early Grammar

The first phenotype applies to quite early grammar, to about the age of 3 (depend-
ing on language and child). In general, a fundamental property of computational
syntax is the necessity for features to check (or match in certain ways) other fea-
tures. This checking process is necessary in order to carry out Merge, the fundamen-
tal operation of the computational system of language, called syntax. The operation
puts two phrases (in the broad sense) together, forming a larger phrase, allowing
not only what we think of as phrase-structure, but also merge operations that con-
nect non-local phrases (including but not limited to movement operations). Such a
checking process is a necessary part of the derivation of a sentence, allowing formal
(uninterpretable) features to be eliminated so that a structure is completely inter-
pretable. Although interpretable features might be thought of as coming from the

the natural number system is late. Not only is this a stipulation, but it does not account for the
fact that recursion in the grammatical system is much earlier. There is no obvious reason as
to why, for example, the basic property Merge could not recur in young children. Why should
grammar be so far ahead of the natural numbers? Furthermore, accounts of the development
of the natural numbers show that they need to be taught with a series of rather specific steps.
The children are taught to count pointing at objects, and it is a matter of years before they re-
alize that the number of the last counted object represents the cardinality of what is counted.
Recursion in grammar, on the other hand, simply emerges, it is what humans do, including
young human children.

Here is a tentative suggestion about what might underly the slow development
of the natural numbers, based on another suggestion that I think throws light on the relation
of integers and grammar. In an important and original paper, Fox & Hackl (2006) argue that
all scales that the linguistic system uses are dense. (A scale is dense if for any two members of
the scale, there is another member of the scale in between them.) Our physical world, as un-
derstood by classical physics, is dense. The system of integers, of course, is not dense (there
is no integer between 6 and 7, for example). The argumentation of the paper is subtle, and
we cannot go through it here. But, accepting the conclusion, we might speculate that, while
grammar, including its semantic component that includes the notion of scale, easily allows the
development of dense scales in children, non-dense scales like the integers are not natural—
they are developed with much cultural work. This is non-intuitive, I agree; we think of inte-
gers as simple. But the developmental results say they are not human-simple, in the sense of
easily developing, without instruction. We might speculate that it was natural for language
to evolve using dense scales in the semantic component; after all, our cognitive systems were
used to dealing with the physical world in, for example, vision, where scales are non-dense.
These speculations of course remain to be tested. For our purposes, they might suggest that
the development of the integers relies on a learned, in fact, taught process, using general pur-
pose abilities. It might turn out that language is necessary for learning integers only because
we need to use language to teach the integer system. If these speculations are correct, we may
not find a component of the human genome that is distinctly related to integers, as opposed
to whatever our general learning capacities are.
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interface semantic component, the uninterpretable features are necessary so that
merge can operate correctly.

This first phenotype in child grammar restricts the ability of a phrase to check
uninterpretable features against other features (usually interpretable). In general an
interpretable feature on a phrase (typically a noun phrase, a DP in current terms)
can check an unlimited number of features, so long as the right configurations hold.
There is no bound or limit on how often the feature can check, thereby eliminating
uninterpretable features. This is the way the computational system of language
works in adults. In very young children, however, this unlimited checking capacity
is instead limited, to one checking relationship. Once the interpretable feature has
checked one uninterpretable feature, it is frozen, in a certain sense, not allowing it
to check any further features. This is what Wexler (1998a) proposed as the above-
mentioned UCC, defined in (1).

(1) Unique Checking Constraint: An uninterpretable feature u may only check one
feature. Once u has checked a feature it may not check any further features.

An important example involves finiteness, the necessity for a root sentence
(with rare, quite particular exceptions) to be tensed. In English and almost all Eu-
ropean languages, for example, finite tense must show up on the verb.6 In English
or Dutch, this finite tense is past or non-past. Taking English as an example, the
morpheme -s indicates 3rd person present tense, as in the verb goes:7

(2) a. She goes to the store every Friday.

b. * She go to the store every Friday.

(3rd person singular but does not have the -s morpheme)

c. * I goes to the store every Friday. (present tense but 1st not 3rd person)

Children developing English until about age 3 often say (3b) instead of (3a).

(3) a. John like Mary.

b. John likes Mary.

They omit the necessary tense marking -s. This phenomenon of young children
using the “infinitive” instead of the tensed form is widespread in the world’s lan-
guages, widespread enough that it has a name: the Optional Infinitive (OI) stage or
the Root Infinitive stage, indicating the same phenomenon.8,9

6 In some configurations of tense and agreement, the tense might not actually be audible. This is
irrelevant to the point, which involves the central system of syntax, not spell-out (the phonetic
realization). As we shall soon illustrate (4), the fact that the errors induced by the UCC can
complicate the phonetics helps to prove the point, with acquisition evidence.

7 In all examples that are to follow, an asterisk (*) in front of a sentence indicates that the sen-
tence is not well-formed in the adult language. The computational system marks it as such.

8 While widespread the OIS is not universal. In Section 9 we will discuss the well-known com-
putational reasons (the UCC plus the positive null-subject setting) for the lack of this error in
particular kinds of languages.

9 This phenomenon was called the OI stage in Wexler’s (1990, 1992, 1993) original formulation
to stress the fact that finite sentences in general existed alongside the (non-adult) nonfinite
sentences in the child’s grammar. Rizzi (1993), accepting the facts in Wexler’s paper, called
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Lest one thinks that the child error in English simply reflects some kind of
surface omission of tense (go replaces goes because -s is omitted in the production
of the word), we should look at a Dutch example. In Dutch the first person singular
present tense is indicated by the root form of the verb (4a). The infinitive is phoneti-
cally more complicated and adds -(e)n (4b). In the OI stage, children will incorrectly
substitute the infinitive for the finite verb, complicating the phonetics, but showing
the preference in many cases for the nonfinite form of the verb. Such a phonetic
complication quite often exists in many languages in the OI stage; this error is one
in the computational system of language, the syntax, not in the phonetics.

(4) a. werk

b. werken

Schütze & Wexler (1996) investigated a generalization about the form of the
subject pronoun in child grammar in English during the OI stage. Children of-
ten produce the Accusative (non-NOM) form of the subject pronoun instead of the
nominative form, using him/her instead of he/she as in (5).

(5) her/her go

However, a striking generalization first discovered by Loeb & Leonard (1991) and
further confirmed in Schütze and Wexler’s data, as well as in Schütze (1997), is that
the accusative (non-NOM) form of the subject pronoun is only used when the verb
is non-finite:

(6) a. # Her goes. (# means does not occur)

b. Her go.

c. She goes.

d. She go.

At the same time, children will produce the nominative form (he, she) with a finite
or non-finite form (6c and 6d).

Schütze and Wexler explained these generalizations in the following way:
Nominative is standardly assumed to be assigned/checked by agreement (between
the subject and the verb, done in terms of features; we will not explain an exact im-
plementation). Verbs have an agreement feature and a tense feature. The agreement
feature of a finite verb assigns/checks Nominative case. Children in the OI stage
sometimes omit AGReement and sometimes omit Tense. For simplicity we can as-
sume that just one of these is omitted (or neither, which then results in an adult
sentence such as 6c). If AGR is omitted, but Tense exists, then tense is spelled out
(e.g., went in past tense) but the lack of AGR means that NOM is not checked, so

it the Root Infinitive (RI) stage in order to stress the fact that the nonfinite sentences (with
infinitival verbs) existed in root sentences (main clauses), whereas they only appear in em-
bedded (subordinate) sentences in adults. As it turns out, the effects of non-finite sentences
in the child grammar can be seen also in embedded sentences where nonfinite properties re-
place finite ones. See Wexler (2011) for detailed evidence, especially concerning OI children’s
extensive omission of the non-finite Tense marker, to, in English. So I would conclude that OI
is a less misleading term than RI. Nevertheless, either term will be understood in the field as
indicating more or less the same phenomena.
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that default case (one not needing checking by one of these features) is invoked. In
English it is well understood that accusative (non-nominative) case is the default
(it is different from language to language). Children know the default form for En-
glish, so they use accusative (non-nominative) case for the subject when AGR is
not in the structure. Moreover, the lack of Tense means that the verb does not have
the present or past tense feature, resulting in the root form of the verb. This yields
(6b). Now, suppose that AGR exists in the child’s derivation but Tense does not.
NOM is now checked (by AGR) and he/she occurs in the subject. However, Tense is
omitted, so that again, in 3rd person singular, -s, which demands both an agreement
and tense feature, cannot appear. The root form of the verb appears with a NOM
subject (6d).

Crucially, one form that occurs only very rarely is the combination of ac-
cusative (non-nominative) in the subject and -s on the verb (that is, a finite verb).
This is because the existence of -s indicates that AGR exists on the verb; thus the
subject must be NOM. (6a) is predicted to not exist in the child’s grammar, as indi-
cated by the # mark, which means not part of the child’s grammar.10 Schütze and
Wexler argued that the child omitted either AGR or Tense. This was the AGR/Tense
Omission Model (ATOM) of the OI stage. Wexler (1998a) proposed that ATOM held
because there was a limitation (the UCC) on the child’s computational capacity. In
particular, to derive a finite English sentence, the grammatical subject has a feature
that must check a feature of AGR and a feature of Tense.11 Since the subject’s feature
is interpretable (as a referential feature, say, or a determiner feature), it can check
AGR, eliminating this uninterpretable feature, and likewise check Tense, eliminat-
ing its uninterpretable feature.

Wexler argued that the UCC as defined in (1) prevents the child from check-
ing both the AGR feature and the Tense feature. This would result in an unin-
terpretable feature remaining in the derivation. This causes a crash of the entire
derivation, and the sentence simply cannot be derived by the computational sys-
tem. The child omits either AGR or Tense so that the derivation does not crash. This
results in the set of phenomena described by ATOM. Note that the UCC results in
a smaller set of derivations being grammatical for the young child than in the adult
language. This is a general property of the phenotypes that we will discuss. As bi-
ological developmental processes take place, they expand the set of computations
that the computational system computes as well formed.12

10 Pine, Rowland, Lieven & Theakston (2005) argue against the generalizations discussed here,
based on data in Manchester (i.e. British) English. I don’t have an explanation for this data,
which goes against the data on American English that has been reported. Perhaps there is a
special property of Manchester English that allows for what appear to be non-NOM pronouns
in subject position with a finite verb. Some kind of pragmatic emphasis, for example, as has
been suggested exists in Irish English.

11 The feature can be thought of as a D feature or as an EPP feature, depending on the particular
grammatical model.

12 See Wexler (1998a, 2004b) for an explanation of why the child sometimes violates UCC, allow-
ing a grammatical finite sentence.
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8. Genetics of Unique Checking

At this point, we have identified the UCC as a general limitation on linguistic com-
putations. One of the important features of this model is that it makes predictions
about which structures will develop at the same time or not. We will suggest that
the UCC is genetically determined; it is a piece of biological development. Biol-
ogy (genetics) determines when the UCC is no longer a limitation on the child’s
grammar.13

Just like any piece of developmental biology, this development takes time
to unfold. Accordingly, Table 1 (Dutch data, typically developing children) shows
how the nonfiniteness of verbs that are finite in adults is a diminishing fact of child
grammar.14 Although this table shows average data for a large group of children,
it is also true that when longitudinal investigations are made, it turns out that the
rate of nonfiniteness within an individual child also reduces incrementally with
time. This is not a one-step process that takes place in a very short time, as we
might expect from a piece of learning or insight. Rather, the child’s genetically
determined linguistic capacities unfold over time, just as physical growth processes
do (e.g., teeth do not emerge full-blown; they grow over time).

age group % OIs

1;07–2;00 83 % (126/152)
2;01–2;06 64 % (126/198)
2;07–3;00 23 % (57/253)
3;01–3;07 7 % (29/415)

Table 1: Proportions of Dutch root in-
finitives by age (from Wexler, Schaeffer
& Bol 2004).

The obvious claim is that this effect of the
UCC—the finiteness development over time—is
genetically determined. Is there evidence? Yes.

First, there is a good deal of behavioral lin-
guistic evidence that the slow rate of finiteness
development is not caused by learning, that is,
by environmental factors. Standard causes of
learning that affect other cognitive/linguistic ca-
pacities (e.g., the strong effect of parental educa-
tion and child IQ on vocabulary growth in the
young child) do not have an effect on the development of finiteness (Rice, Wexler
& Hershberger 1998).

Second, standard behavioral genetic experiments on twins show that the phe-
notype of the OI stage (development of finiteness) is strongly inherited (Ganger,
Wexler & Soderstrom 1997, Ganger 1998) and that its inheritance is independent of
memory abilities, in particular of phonological working memory (Bishop, Adams
& Norbury 2006). This latter twin study estimates a heritability rate (h squared, that
is the proportion of variance in performance on finiteness that is due to genes) of
about .73 on the finiteness measure.15 That is, variations in finiteness are mostly at-

13 Other models of the OI stage, for example Rizzi (1993), will make quite different predictions
from the UCC, for genetics as well as for development, even if they assume maturation as the
underlying cause of development. That is, most of these models will not predict the devel-
opmental or genetic correlation between finiteness and object clitics that we later discuss. It
is of course a serious virtue of the generative approach to linguistic development that there
are detailed models with divergent predictions. One of the advantages of the UCC is that it
makes these developmental correlations explicit, finding the cause of late development to be
in a computational syntactic constraint rather than in a special property of subject positions.

14 Children with SLI also show this slowly diminishing rate of non-finite sentences, although
over a much more extended period, as we discuss in Section 9.3.

15 I have estimated this number from the graph given in Figure 2 of the referenced paper.
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tributable to genetic differences. Meanwhile, other measures (e.g., vocabulary size)
are not attributable to genetic differences.

Third, there is even some evidence concerning the physical location of genes
underlying the development of finiteness. Falcaro et al. (2008) studied impaired
children on a measure of finiteness in English (% correct use of past tense in oblig-
atory past tense contexts, in an elicitation experiment), also comparing the results
to a phonological working memory (non-word repetition, NWR) measure.16 We
know from Schütze & Wexler 2000 that the past tense error in English is essentially
never the use of the wrong tense (in this case present tense); rather it is the use of a
non-finite OI form. Falcaro et al. also took DNA from the participants, performing
a linkage analysis for both measures in candidate regions. Simplifying their results,
NWR linked to a region on chromosome 16 and the past tense (finiteness) measure
linked to a region on chromosome 19. A major question for research is whether
finiteness in general is linked to chromosome 19 and whether other grammatical
impairments, developing at a much later age, are also linked to that chromosome
(and the same region) or whether they are distinctly represented genetically.

An anonymous reviewer asked about whether there is evidence concerning
the development of verbal passives in SLI. If SLI children are delayed on verbal
passives, and if the late development of verbal passives is an independent genetic
event (as suggested by the very late timing of development compared to finiteness),
why should the SLI syndrome show impairment on both these constructions? This
is a difficult question in genetics that often goes under the name of co-morbidity.
Why are there different pieces of competence impaired if they in fact might be inde-
pendently determined by different pieces of genetics? One possibility is that they
are not independent, that the same genetic event is the cause of both. But then,
why is their time course so different (3;6 for finiteness development versus 8 years
for passives)? One answer (if the data show co-morbidity in this domain) could
be that there is something in the genetic pathways that goes from the genetic basis
for finiteness (the UCC) to the genetic basis for the verbal passive (Universal Phase
Requirement). There is no simple a priori answer, but it falls within the realm of
research.

At any rate, as the reviewer suggests, evidence from linguistic development
in the syndromes is very relevant. There have been a few studies on verbal pas-
sive in children with SLI, but so far as I know there is no published study that tests
psychological (subject experiencer) verbs, which are the crucial determinant of late
development of passive.17 The only data I know are from unpublished work by Per-
ovic & Wexler (2014). They show that children with SLI (mean age 130.5 months)
do have a deficit in subject experiencers when compared to a somewhat younger
group of typically developing children. So there might very well be a verbal passive
deficit in SLI, although we should be careful because the sample included younger
children. Children with SLI were able to use an adjectival interpretation to under-

16 We will discuss later why noise was introduced into their data given both the age of children
studied and the particular measure that they used, and will propose a genetic experiment that
might produce clearer results.

17 See Borer & Wexler (1987) and a large subsequent literature that convincingly shows that chil-
dren’s performance on verbal passives of “actional” (e.g. Agent/Instrument subjects) verbs is
greatly aided by a strategy that interprets these as adjectival passives.
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stand “actional passives,” just as typically developing children do but, as the paper
shows, children with autism and language disability cannot.

More research is needed, not only genetic but also developmental linguistic
in nature, to determine whether a child who inherits genes that determine the late
(if ever) growth of finiteness also inherits genes that determine that late (if ever)
growth of the verbal passive (i.e. UCC implicates UPR). If so, we need a genetic
model that predicts such. Not quite as straightforward as independence, but not
impossible.

There is experimental biolinguistic evidence concerning verbal passives and
related constructions that lends credence to the idea that this piece of maturation of
the computational system is in fact genetic. In behavioral genetic research, Ganger,
Dunn & Gordon (2005) showed that identical twins inherit the ability to understand
the syntax of verbal passives. In particular, the development of subject experiencer
passives is much closer in identical twins that in fraternal twins. The development
of verbal passives of “actional” verbs does not show this effect; the adjectival strat-
egy is a piece of learning/strategy in children, not of inheritance.

There is also research on genetically caused impairments that contributes to
the biolinguistic argument for the UPR. For example, Perovic & Wexler (2006, 2010)
compared the development of “actional” and subject experiencer passives in chil-
dren with Williams syndrome, and concluded that these children had

a particular difficulty with the structure of the verbal passive, not di-
rectly related to general levels of nonverbal abilities, receptive vocabu-
lary, or general comprehension of grammar.

(Perovic & Wexler 2010: 1294)

They argued that the development was due to a genetically caused delay in the
development of argument-chains, now subsumed under the UPR.

9. Proposal for a Study on the Development of Finiteness
18

Much—if not most—remains to be done in this area. We need studies that investi-
gate in detail how the development of finiteness is genetically determined, in many
languages. In this section, I will propose one such study.

English is not the best language in which to pursue the investigation of the
genetics of the development of finiteness. The reason is that the “infinitive”, that is
the nonfinite form, does not have a distinctive marker; rather in 3rd person singular
present tense, the finiteness (tense and agreement) marker -s is omitted to give the
nonfinite form that is the root of the verb. So first, only 3rd person singular contexts
in present tense or the omission of the past tense marker -t in past contexts can be
used as a measure of the OI stage. Moreover, omissions can sometimes occur for
other reasons than finiteness. In fact, the history of developmental psycholinguis-
tics is replete with the error of thinking that only omission errors are made, not

18 In this paper I am discussing almost no genetic detail, particular genetic mechanisms. I am
concentrating instead on why I think that particular phenotypes are crucial for obtaining ge-
netic results. For some interesting ideas that attempt to suggest more particular hypotheses
about regulation and timing in cells that would relate to the types of phenotypes I am dis-
cussing here, see Rice (2012).
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errors of substitution of one form for another. This error was due to the unfortu-
nate concentration of so much of the research in early developing grammar being
based on English, with its impoverished morphology. We get a much better sense
of how the OI stage works in a language in which there is a particular marker for
the nonfinite form, like the -n in Dutch that we mentioned. So we should look for
such a language in which to do a genetic study.

Which language should this be? Familiar genetic considerations suggest that
Icelandic would be an ideal language to carry out a study of the genetic basis for
the development of finiteness. First, there is a genetically much more homogeneous
population in Iceland than in most other countries. Second, there are extensive
records in Iceland of family histories. These two factors have combined to make
Iceland a place which can offer substantial benefit for the study of human genetics.

First we have to answer a technical linguistic question about Icelandic, the
language of Iceland. I mentioned that not all languages have an OI stage. Does
or maybe better, should, Icelandic have one? The UCC actually makes a prediction
about this. Wexler (1998a) argues that in languages that have “null subjects”, that is
the strong (prevalent) possibility of the non-pronounciation of the subject of a finite
verb, there is no AGReement feature to check because the AGReement feature is
interpretable, in fact interpretable as the subject. Only noninterpretable features
have to be eliminated, so there is no need to eliminate the AGR feature. Therefore,
there is no need for the subject to check the AGR feature. This means that the
subject has to check only one feature, Tense, and the UCC is not violated, since
there is not more than one feature that has to be checked. A finite sentence in a
null-subject language is therefore grammatical for the child’s grammar, even when
the UCC holds. Thus there is no reason to omit the Tense or AGR feature and the
child’s grammar of a null-subject language derives finite sentences in a totally adult
way. The prediction is that the phenomenological OI state (the use of nonfinite
sentences when a finite sentence is derived in the adult grammar) does not exist
in the development of a null-subject language. This prediction is true (see Wexler
1998a and many other references). Now, Icelandic is not a null-subject language.
We therefore predict that Icelandic should have an OI stage. A study was done in
Sigurjonsottir (1999) and indeed it turns out that Icelandic has a quite strong OI
stage.19

What kind of studies would be most likely to attain results? There are several
possibilities that we should explore, where Icelandic experiments would be ideal,
for the reasons given, but many other languages qualify.

19 This study on Icelandic actually provided a particularly important result in distinguishing
between two potential generalizations concerning which languages underwent the OI stage.
The null-subject property was one idea. Another idea was that the languages which contain
rich agreement were the ones that did not undergo the OI stage. Mostly, the two predictions
overlap; most typically, rich agreement and the possibility of null-subjects correlate. Icelandic,
however, has rich agreement but is not null-subject, thereby providing a testing ground for
the correct generalization. It turns out that the null-subject idea was right, thereby providing
evidence for the UCC model that derives NS/OI.
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9.1. Typical Children

One can study a population of typically developing children, who will progress out
of the OI stage at different rates. Various measures of development can be used:
Relative amount of finite verbs in obligatory contexts at a given age (Wexler 1990,
1992, 1993), age at which a developmental criterion of percentage production of
finite verbs in obligatory contexts is reached (Ganger, Wexler & Soderstrom 1997),
number of correct judgment of the non-grammaticality of non-finite sentences or
a measure from signal detection theory (Rice, Wexler & Redmond 1999) among
several others. These same measures can be used in the methods discussed in the
next sections. One can attempt to link time of development to time of activation of
particular genes. The general idea is that variation in timing of the phenotype will
lead to knowledge about the genetic structures involved.

9.2. Twins

One can study Icelandic or other languages identical and fraternal twins against
some measure of the OI stage, for example, the % of finiteness in obligatory con-
texts at a certain age, or a measure of when a particular criterion is reached, etc.,
and try to establish that identical twins are more closely related on this measure
than are fraternal twins, thereby confirming the hypothesis of genetic determina-
tion for exit from the OI stage, as the studies mentioned above did in English. In
linkage and other genetic studies, it might also be possible to determine actual ge-
netic differences in fraternal twins (or siblings) that lead to differences in the OI
stage.

9.3. Specific Language Impairment

In OI (i.e. non-null-subject) languages, SLI has a very delayed OI stage called the
Extended OI Stage (EOI; Rice Wexler and Cleave 1995, Wexler 1996, and many other
references). The prediction is that the Icelandic populations will include children
with SLI, characterized by a very late development of finiteness (EOI). So far as I
know, Icelandic has not yet been studied from this point of view.20 It is straight-
forward how to accomplish such a study of SLI: One standard way is to identify
(in clinical settings, or in schools) children with a language problem but no obvi-
ous sign of any of the standard physical developmental delays (Down syndrome,
Williams syndrome, autism, etc. and no mental disabilities (low IQ, etc.). Experi-
mental linguistic tests are then given to determine facts about finiteness. We expect
an EOI stage, a lack of finiteness, to show up among children older than the typ-
ical age for exit from the OI stage. Since we now have a non-typical population,
one might look for genetic differences between the typical and SLI populations,
linkage and other studies. There might actually be such differences responsible
for SLI. If we find a genetic cause of this difference in finiteness between groups
of SLI and typically developing children, we can hypothesize that it is the cause
of the UCC. The simplest hypothesis is that the genes responsible for causing SLI

20 A reviewer points out Thordardottir (2008). So far as I can see, the relevant data are not in that
paper, but one might look further into it.
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are the same genes whose varying time of activation across typically developing
individuals cause different development patterns of finiteness in these individuals.

The best evidence we have supports the hypothesis that children with SLI
never completely develop the grammatical underpinnings of finiteness: teenagers
with SLI who start to perform well on simple tests of finiteness in declarative con-
texts do not judge finiteness correctly in other contexts (Rice, Hoffman & Wexler
2009). The hypothesis is that they have learned or been taught in many cases to
use finiteness in simple declarative contexts. The children in our studies are ei-
ther in special classes or have speech and language therapy. Getting the form of
the verb correctly in simple sentences is worked on in language instruction, even
drilled. There is no reason for children with SLI to not be able to learn in this way,
given enough time—they are intelligent. They learn to produce a form in certain
contexts. But they do not actually develop the grammar, as determined by other
constructions, on which they are not instructed.

In particular, Rice, Hoffman & Wexler (2009) have shown that even teenagers
with SLI do not have the finiteness requirement. They asked participants to judge
the grammaticality of finite and non-finite questions (e.g., What he drinking?), all
of which omitted either a form of be or a form of do. There is no reason to think
that these simple questions are used for systematic teaching of the requirement
for finiteness in children with SLI. The participants with SLI very often judged the
non-finite sentence as grammatical, whereas the typically developing control par-
ticipants did not. There was very little advancement with age. Even at age 15, the
group with SLI only judged the sentences correctly about 76 % of the time, com-
pared to their (younger, since “language-matched”) typical controls, who judged
the sentences correctly about 95 % of the time. Differences between groups were
even larger than this numerical mean score indicates. The best way to analyze
grammaticality judgment data is, as in signal detection theory, to take account of
hits and false alarms, with biases, to detect whether participants appropriately dis-
tinguish grammatical and non-grammatical sentences. Detailed analyses showed
very large differences between the participants with SLI and their controls, on the
level of a standard deviation or more at all age groups. Furthermore, there was
another control group, participants matched by age to the group with SLI. Differ-
ences here were even larger. Finiteness in these question constructions is simply
not known at age 15 (possibly longer; those were the oldest children in the study)
to participants with SLI.

In summary, the UCC seems to last beyond childhood in children with SLI,
perhaps indefinitely, although children at younger ages can be taught to use their
general intelligence to learn to produce (and judge) simple sentences correctly. This
result further suggests that one can find genetic differences between the typical and
SLI populations. Since Icelandic has a clear infinitival marker and is not a null-
subject language, as we have pointed out, we expect to find an OI stage in the
language, and this expectation is confirmed. Likewise, we expect to find an EOI
stage in Icelandic children with SLI. I propose studying such children genetically,
with linkage and other studies, to attempt to find the genetic underpinnings for the
slow development of finiteness and more generally for the UCC.

As I pointed out, to the best of my knowledge, there is no study of SLI in
Icelandic that has asked the question of whether there is an extended finiteness de-
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lay. So pursuing such a study in young children would be an excellent idea and,
assuming confirmation, doing the genetic studies on the SLI versus typically devel-
oping group comparison, using a measure of finiteness (% use of a finite form in
obligatory contexts, age at which a particular % criterion is met, or similar) as the
phenotype. Given the clear Icelandic pattern expected and the relative genetic ho-
mogeneity of the population, we might hope to find a clear genetic marker in this
Icelandic population of the UCC. Large families with family history recorded might
also be a good source for the study of the inheritance of SLI, although there will in
all likelihood not be any record of measures of finiteness in childhood records of
older populations. One possibility of overcoming this latter problem would be to
take advantage of the finding in English that competence in finiteness is delayed for
an older population of children with SLI if ones uses the proper experimental meth-
ods, namely constructions in which a child might not have been instructed during
language therapy (Rice, Hoffman & Wexler 2009). In particular, we can use such
methods on older children, parents and grandparents, while still using production
measures on very young children, all of these methods resulting in a measure of
use of finiteness in obligatory contexts. It might even be possible to establish these
non-production methods on an impaired older population that might reflect SLI.

The goal would be to see if we can establish SLI or not on several genera-
tions in a family, and collect DNA to do linkage and other genetic analyses on the
extended family, using the determination of SLI or typical, and/or the continuous
finiteness measure as the phenotype measure. Of course, once we use alternative
measures (ones that the individuals haven’t been instructed on), we can study even
adult twins (identical versus fraternal) in a similar manner, including genetic stud-
ies.

10. English Again

The one study that attempted to link a measure of finiteness (in this case the pro-
duction of past tense in obligatory contexts) in English to a genetic basis is Falcaro
et al. (2008). As hinted at above, their study had two features that provided less
that optimal results: First, the measure of use of past tense included overregular-
izations as an error. For example, suppose the correct form to use in an elicitation
of past tense for the verb go is (7a). There are two ways that children can be wrong;
they can either use an incorrectly regularized form (7b) or use a non-finite, OI form
(7c).21

(7) a. Mary went to the store.

b. * Mary goed to the store.

c. * Mary go to the store.

The finiteness (OI) error, caused by the UCC, is to use (7c), not (7b) which, in fact
represents a (past) tensed form, though with incorrect morphology. Falcaro et al.
included overregularization forms like (7b) as errors, counting as correct uses only
forms like (7a). Therefore, their measure of correct use is only an approximation

21 As we have already pointed out above, the wrong tense error Mary goes to the store. is almost
non-existent.
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of the rate of finiteness, and therefore, only an approximation of the phenotype
measure of use of finiteness in obligatory contexts, the degree to which UCC is
active in a child.22

Falcaro et al. do not give tables of each type of response (7a–c) so that we
cannot say how much the relevant measures differ in their data. Therefore, we need
a genetic study based on the English finiteness phenotype in which the use of a finite
response in obligatory contexts is given. If there are regular verbs elicited, there is
no issue. But if irregular verbs are included, we have to count the overregularized
forms as finite. This produces a more accurate measure of the finiteness phenotype.

The second feature of Falcaro et al.’s study that we would like to improve
is the age of participants. In general, the OI stage in typically developing English
is mostly over at about age 4;0 or 4;5, with only a small number of OI errors after
that.23 The mean age for participants (selected as language-impaired in Falcaro et
al.) was 14;5, range 13;1–16;2). The mean age was 44;1 for parents, 18;8 for older
siblings and 12;4 for younger siblings. We know from Rice, Wexler & Hershberger
(1998) that children with SLI perform near ceiling (over 90 % as a group) at age 8
on finiteness when tested on simple present and past tense elicitations. At this and
later ages, they have to be tested on constructions that they are not coached on in
therapy in order to once again find large differences between typically developing
and SLI children. And in fact in Falcaro et al.’s data even the language-impaired
group performed reasonably well on the past tense elicitation. They scored 43.09
out of 52 maximum, for an .83 score of correctness.24 However, as we discussed

22 See Rice, Wexler, Marquis & Hershberger (2000) for detailed study of overregularizations ver-
sus OI forms in the English of children with SLI. When the overregularized form (goed) is
taken as a finite form (though with incorrect spellout), the results establish that children with
SLI are significantly worse (as always) from younger language-matched typically developing
children. On the other hand, when analyzed according to whether the past tense forms that
were produced were produced correctly (that is, overregularized or not), children with SLI
performed quite similarly to typically developing control groups. SLI shows a problem in the
development of finiteness, not in problems with regularization. Redmond & Rice (2001) stud-
ied the same question by using grammaticality judgments as well as production data. They
concluded that,

the production and acceptance rates of past tense overregularizations (e.g.,
he falled) by the SLI and language-match groups were similar, and both were
higher than the age-match group. (Redmond & Rice 2001: 655)

In other words, on the crucial test of comparison of the SLI and language-matched groups for
overregularization, children with SLI perform at the same level as the typically developing
children. Only finiteness shows the worse performance of the SLI group and the language-
matched group. Overregularization reflects other skills, not the genetically determined slow
growth of finiteness. An anonymous reviewer also points out that overregularizations in typ-
ically developing children do not disappear when non-finite forms disappear, around 3;6.
Overregularizations also significantly occur in null-subject languages, although non-finite
forms do not, for reasons we understand. Overregularization and lack of finiteness are two
completely different processes. We have no particular reason to think that overregularization
variations across children and types of group are genetically determined, unless it’s simply
genetic determination of a simple learning process.

23 See Rice, Wexler & Hershberger (1998) and Rice & Wexler (2001) for detailed estimates of the
finiteness measure by age based on large populations of typically developing children and
children with SLI.

24 The relatives scored much better, of course, but we must remember that the large majority of
participants were parents, mean age over 44.
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above, overregularizations were scored as incorrect, even though they had finite
morphology. So we would expect the finiteness rate would be considerably larger
than .83, although we cannot determine it from the paper, which does not separate
out finiteness from overregularization errors.

The suggestion for a proposed genetic linkage study of finiteness in English
is thus clear: First, on an elicitation task it would be good to have young children
as participants (younger than 4 if typically developing, younger than 7 if SLI). Sec-
ond, one might study adolescent children (and perhaps adults) using a finiteness
task that adolescent children with SLI have been shown to perform poorly on, for
example, the task in Rice, Hoffman & Wexler (2009) or other tasks that are first con-
firmed to show difficulty in an impaired population. Third, if past tense is used,
the finiteness rate should be proportion finite in obligatory contexts; if irregular
verbs are part of the stimuli, they should count as “wrong” for this measure only
if they are OIs, the root verb, and not an overregularization. Fourth, it would be
worth expanding the elicited forms to include at least 3rd person singular present
tense, as in many other SLI studies, so as to obtain a wider variety of examples of
finiteness. One might even include examples with auxiliaries and copulas, which
are understood to be omitted as part of the OI stage. The hope is that this more pre-
cise phenotypical measure will produce a stronger and clearer genetic result, when
linkage studies are attempted.

11. Object Clitics

Lastly, we now want to consider a potential genetic study that would speak to a
deep and fairly often misunderstood aspect of the biological theory of the UCC
(and which applies more generally as well). The UCC is a hypothesized pheno-
type that is more general than a particular linguistic construction or small piece of
competence. Rather it is a limitation on mechanism, in particular on the computa-
tional theory of language, that applies to a variety of constructions and what look
like pieces of language competence. One of the (many) arguments for this limita-
tion on mechanism in fact is this ability to predict developmental patterns in such
strikingly different pieces of phenomenology.

We may think of the UCC, then, not as the description of a low level phe-
nomenon, a particular piece of phenomenology, but rather more like an endophe-
notype, a term coined by John & Lewis (1966) and since then widely adopted. The
idea is that the proper description that relates to genetic causes is not a particular
behavioral phenomenon, but something more internal and general. In the case of
the UCC, it is not use of “finiteness” that should be related to a genetic cause, but
rather the UCC, a limitation of a particular kind on an internal piece of the computa-
tional mechanism of language. We should expect that this piece of the computation
should affect several kinds of “behaviors,” in our case several kinds of linguistic
constructions.

One of the more developed and striking uses of the UCC is to a construction
that appears to have nothing to do with finiteness, namely to the domain of ob-
ject clitics. Since direct objects do not have any particular relation to finiteness (in
contrast to subjects), a more low level description of the phenomenon of the de-
velopment of finiteness would not think to put it together with the development
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of object clitics. However, it turns out that the UCC applies to both finiteness and
object clitics, with particular and different effects on each development. An object
clitic is a reduced pronoun that, in many languages, appears before the verb instead
of the usual position of an object (in those languages) after the verb. An example is
given in (8) below.

(8) French

Jean
Jean

la
CL-her

voit.
sees

‘Jean sees her.’

Here, the object is the clitic pronoun la, that appears before the verb; if instead of
this clitic a proper noun (Mary) or definite description (the woman) was the object,
it would appear after the verb. In general, pronominal clitic objects like la are refer-
entially dependent; they refer to an established entity in the discourse.

The most obvious phenomenon in the development of object clitics is that
children before about age 3 very often omit them, in French or Italian and other
languages. One might think that this was a case of omission of a phonetically
light element (for whatever reason). However, one strong argument (among sev-
eral) that the explanation is more syntactic is that in many languages (e.g., Greek,
Spanish, Bulgarian, and Albanian), children omit very few direct object clitics, al-
though they are phonetically reduced just as in French or Italian. Wexler (1998b,
2014) showed that the UCC predicted clitic omission in languages like French and
Italian in which children indeed omit large numbers of clitics. As predicted, the
age of clitic omission corresponds to ages of the OI stage (lack of finiteness) in
those languages in which children often omit finiteness. Wexler (2002), Wexler,
Gavarró & Torrens (2004), Tsakali and Wexler (2004), as well as Gavarró, Torrens &
Wexler (2010) showed that the UCC predicted no omission for particular kinds of
languages (those in which the participle did not agree with the object clitic. Some of
these papers showed that the prediction was correct for Spanish and Greek. Kapia
(2011) showed that the UCC predicts no omission for Albanian, and that the pre-
diction is correct. Radeva-Bork (2012) showed that the UCC predicts no child clitic
omission in Bulgarian and that the prediction was empirically correct. The essen-
tial idea is that in languages like French and Italian, which show participle agree-
ment with the clitic, there is a double checking (of the clitic or of an empty object)
whereas in languages without this agreement, there is only one checking. Thus the
UCC predicts the necessity for omitting a clitic in the former but not in the latter.

The enophenotype, that is the UCC, applies to a wide variety of construc-
tions, predicting particular development behaviors. Often these constructions—
pieces of phenomenology—appear to be extremely different from each other. Yet,
the UCC is a phenotype on the computational system of language, not a piece of
behavior.25

25 Another example of a very different type of construction constrained in children by the UCC
is short-form negation in Korean (Baek & Wexler 2009).
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12. Proposed Genetic Study of Object Clitics

The findings discussed in the previous section immediately suggest further genetic
studies related to the UCC. The obvious prediction is that the genetic substrate
of finiteness is also the genetic substrate of clitic omission. So, if it turned out,
for example, that Falcaro et al.’s results linking the development of obligatory use
of finiteness to chromosome 19 were correct, the same region of chromosome 19
should be linked to non-omission of object clitics. This is a striking prediction;
without a particular endophenotypical model, we would be in no position to make
such a prediction.

Importantly, the prediction is not that all pieces of grammatical development
should be linked to the same genetic cause. Only the pieces caused by the com-
putational limitations of the UCC should be so linked. Thus, late development of
verbal passives and all the attendant constructions are not caused by the UCC, but
by other computational limitations. We do not have time or space to consider these
here in any detail, but they have the same general type of theoretical and empiri-
cal base as the case that we have discussed, the UCC. That is, the predictions are
particular.

What kind of studies should be done? In languages like French, Italian, and
Catalan, in which object clitics are omitted (and in which we expect them to be
omitted even more often and later in SLI), one can use the clitic omission phenotype
(proportion of appearance rather than omission of the clitic in obligatory contexts)
and link this clitic measure to genes. In the same language, say, assuming it is also
an OI language, one can do the same for finiteness. The genetic substrate (genes,
expression patterns, etc.) should be the same for the two measures. One could then
add a measure whose development is predicted to be not related to these, that is,
not caused by the UCC, and one should not expect the same genetic cause to show
up. An example of a language that is both an OI language and a clitic omission
language is French, so one might consider such a study in that language. It might
not be ideal to use French because, for various reasons, the OI rates are somewhat
smaller than in many other languages, probably because of the particular morpho-
logical patterns of the language. Some of the Germanic and Slavic languages have
a kind of object clitic, not nearly so common as the Romance clitics, that might lend
itself to a study of omission. Much more needs to be discovered about particular
languages and clitics; it would be ideal for experimental genetic methodology to
have a language in which both the OI and clitic omission rates were robust so that
genetic determinations on each particular participant could be compared for the
two phenotypes.

Studies could also relate a finiteness measure in one language to a clitic omis-
sion measure in another language. For example, Italian does not show an OI stage
(it is null-subject). But it has a robust clitic omission pattern. (We are always speak-
ing of children or impaired populations, e.g., SLI).26 If we could find a language L
in which the opposite is true: there is a robust OI stage but no clitic omission stage,

26 For a review of data showing that clitic omission to an even greater age is a pervasive feature of
SLI (for the languages that have participial agreement), see Wexler (2004b, 2014) and for very
clear evidence (in Greek) that children with SLI in a language that does not show participial
agreement do not omit clitics, see Manika, Varlokosta & Wexler (2011).
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then we would predict that the genetic basis underlying clitic omission in Italian is
the same as the genetic basis underlying the use of OIs in language L.

13. Conclusion

The clitic omission phenotype is very clear. In particular, the experimental method-
ology that establishes it is quite precise; the best method so far is to elicit clitics in
semantic contexts that require them, that is in which there is a clear referential an-
tecedent for the clitic. Even young children seem to know that object clitics are only
possible in such contexts. Both finiteness and object clitics have a clear experimen-
tal paradigm that establishes their rates in obligatory contexts. Methodologically
as well as theoretically, they make a good behavioral comparison for purposes of
testing whether they are determined via the same genetic substrate.

One could think of many variations on the kinds of studies that I have sug-
gested in this paper. The essential message is that once we have a computational
endophenotype we can investigate the genetic basis for this endophenotype and
make striking predictions. My own hunch—against the general direction of the
field, which is to ignore the empirically and theoretically determined limitations
on computational mechanisms during development, with enhanced limitations in
certain impairments—is that paying serious experimental genetic attention to such
phenotypes would be a major advantage in beginning the extremely important and
intriguing study of the genetics of language, very much in Lenneberg’s spirit.
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Neurobiology of Syntax as the

Core of Human Language

Angela D. Friederici

1. Introduction

The human language capacity appears to be rooted in the ability to combine words
into hierarchical structures making up phrases and sentences. There is substantial
evidence that this ability is specific to humans. Other animals can use words or
symbols to refer to objects and actions, and can even memorise sequences of sylla-
bles and symbols, but only humans create syntactic hierarchies to build up phrases
and sentences. In humans syntactic rules and representations together with words
constitute the basis of the language system which allows the construction of sen-
tences that carry and convey meaning. The present article focuses on syntax as the
hierarchy building component which is unique to humans and thought to be part
of their neurobiological endowment (Friederici et al. 2017).

This view was already formulated about 50 years ago by Erich Lenneberg
(1967) in Biological Foundations of Language. He claimed that there must be an in-
nate biological representation of the abstract structure of language in the human
nervous system, and that language was characterised by “concatenations” which
obey syntactic principles. Both claims have found supportive evidence in the past
50 years. While Lenneberg formulated his views mainly on the basis of behavioural
language data from patients with brain lesions, today’s knowledge is based on data
from functional brain imaging, measurements of the grey and white matter struc-
tures of the living brain as well the correlation of these with behavioural language
measures.

2. The Computation Merge: Broca’s Area

These days the syntactic principle to which all languages adhere can be described
according to Noam Chomsky (Chomsky 1995; Berwick et al. 2013) as a most basic
computation, called Merge. Merge is a universal language-specific combinatorial
operation that takes two syntactic objects to create a new one. For example, it takes
two words (a determiner the and a noun ship to create a determiner phrase the ship,
or it takes a determiner phrase the ship and a verb sinks to create a sentence the ship
sinks. Crucially, Merge is a recursive operation allowing the generation of the full
range of hierarchical structure that is characteristic of human language distinguish-
ing it from other human and non-human cognitive systems (Chomsky et al. 1982,
Bolhuis et al. 2014).

At this point two questions arise: What kind of evidence can we find to sup-
port the claim that the syntactic operation Merge is grounded in the human brain
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and what is the brain basis for the ability to deal with sentence structures beyond
a single Merge operation? It is clear that the generation of a sentence like the ship
sinks requires not only the neural representation of the syntactic operation Merge
but, moreover, a set of words. Together, syntax and a set of words make up the
basis of the language system. In a basic model of language this language system is
connected to the external world and to the internal mental world by two interface
systems. The former system called external sensory-motor interface supports per-
ception and production of speech and the latter system named internal conceptual-
intentional interface relates to concepts and intentions (Berwick et al. 2013). Clear
neurobiological evidence for the internal conceptual-intentional interface system is
still missing. For the external interface system, however, there is ample evidence as
it relates to the respective modalities in which language is realized: the auditory-
articulatory system for spoken language and the visual-gesture related motor sys-
tem for sign language (Levelt 1989, Guenther 2016, Zatorre et al. 1992, Emmorey et
al. 2003, Petitto et al. 2001).

Here I will mainly focus on the language system and its neural representa-
tion. The language system consisting of syntax and lexical items is mainly repre-
sented in the perisylvian cortex of the left hemisphere involving the inferior frontal
and temporal cortex. These brain regions are connected by white matter fibre tracts
constituting dorsal and ventral pathways (see figure 1) that allow the transmis-
sion of the information from one region to the next.1 The brain areas which are
connected by the ventral pathway are involved in processing words and semantic
information (Binder et al. 2009, Patterson et al. 2007, Thompson-Schill et al. 1997,
Newman et al. 2010, Weiller et al. 2009, 2011, Turken & Dronkers 2011). The pro-
cessing of syntactic information, in contrast, is related to the dorsal pathway that
targets BA 44 in Broca’s area. Note that the figure displays two dorsal fibre tracts.
One is terminating in BA 44 and discussed in detail here. A second fibre tract ter-
minating in the premotor cortex (PMC) is involved in sensory-motor mapping and
assumed to be essential for the sensory-motor interface system briefly mentioned
above, but not discussed further in this article.

Since we learned that single words as such do not make up language, I will
not report neuroscientific studies on the processing of single words, but only dis-
cuss those studies in which words become part of a hierarchical structure.

Traditionally, the processing of syntax has been investigated in the context of
sentences with varying syntactic complexity (for a review see Zaccarella & Friederici
2015a). These studies systematically reported Broca’s area in the left inferior frontal
gyrus to support syntactic processes. Another approach chose to compare the pro-
cessing of a ‘possible’ language that followed natural grammar rules to the process-
ing of an ‘impossible’ language that did not follow such rules. Only the processing
of ‘possible’ languages activated Broca’s area, whereas the processing of languages
which did not follow natural language rules did not (Musso et al. 2003, Tettamanti
et al. 2002). Interestingly, the human brain uses Broca’s area, in particular its pos-
terior part BA 44, to process syntactic rules even in sequences that follow natural

1 The identification of fibre tracts is based on diffusion tensor imaging (DTI) allowing the mea-
surement of the fractional anisotropy reflecting among other parameters the myelination in
white matter which surrounds the fibre. It serves as an electrically isolating layer surround-
ing the fibre thereby increasing the propagation speed of the electrical signal and thus the
information transfer between neurons and neuronal ensembles (Turner 2015).
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Figure 1: Neuroanatomy of language. Anatomical details of the left hemisphere (LH). Top: Major
language relevant gyri (inferior frontal gyrus (IFG), superior temporal gyrus (STG), middle tempo-
ral gyrus (MTG)) are shaded in grey. Numbers indicate language-relevant Brodmann Areas (BA)
which Brodmann (1909) defined on the basis of cytoarchitectonic characteristics. The vertical co-
ordinate labelled (see bottom left) superior/inferior indicates the position of the gyrus within a lobe
or within a BA. The horizontal coordinate labelled anterior/posterior indicates the position within
a gyrus. Broca’s area consists of a posterior part (BA 44) and an anterior part (BA 45). Located
anterior to Broca’s area is area BA 47. The frontal operculum (FOP) is located ventrally and medi-
ally to BA 44, BA 45. The premotor cortex (PMC) is located in BA 6. Wernicke’s area is defined
as BA 42 and BA 22. The primary auditory cortex (PAC) and Heschl’s gyrus (HG) are located in
a lateral to medial orientation in the temporal lobe. White matter fibre tracts, i.e. the dorsal and
ventral pathways connecting the language-relevant brain regions, are indicated by arrows. There
are two dorsal and two ventral fibre tracts with respective different termination regions. (Adapted
from Friederici 2011.)

grammar rules, even when the ‘words’ are not real (Opitz & Friederici 2003, 2007,
Goucha & Friederici 2015). These data provide suggestive evidence that BA 44 as
part of Broca’s area (see figure 1) is responsible for the processing of syntax in sen-
tences as well as in sentence-like sequences.

The question remains, however, whether this brain region should be viewed
as the neural basis of the most basic linguistic operation Merge. It has been rea-
soned that if the neural substrate of Merge is the same independent of the number
of recursive applications, the single application of Merge should also recruit BA
44 as part of Broca’s area. Thus this brain region should be activated not only
for the processing of sentences, but also for a single Merge operation. A recent
study was able to provide support for this assumption. This study investigated
the computation Merge of a determiner phrase using a semantic-free determiner
(the) and a semantic-free noun (bish) in an fMRI experiment and found activation
in the most ventral portion of BA 44 (Zaccarella & Friederici 2015b). This stood in
clear contrast to the processing of two-word sequences without-syntactic hierarchy
(cloud, pish) which activated the frontal operculum/anterior insula (Zaccarella &
Friederici 2015c)—a phylogenetically older brain region than BA 44 itself (Sanides
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1962, Friederici 2004, Amunts & Zilles 2012). These results suggest that the pro-
cessing of syntactic hierarchy selectively involves a phylogenetically more recent
cortical region, namely BA 44, independent of the number of recursive applica-
tions.

3. Beyond Merge: The Neural Syntactic Network

Although responsible for the syntactic operation Merge, Broca’s area is not the only
player when it comes to processing sentences. There is ample neuroscientific evi-
dence that Broca’s area in the inferior frontal gyrus and Wernicke’s area in the pos-
terior superior temporal cortex together constitute a fronto-temporal network that
serves sentence comprehension (Friederici 2011, see figure 1). Within this network,
BA 44 as the posterior part of Broca’s area is responsible for syntactic processes
whereas the posterior temporal cortex appears to support the integration of se-
mantic and syntactic information (Friederici et al. 2009, den Ouden et al. 2012,
Makuuchi & Friederici 2013, Ding et al. 2015). This conclusion is based on the ob-
servation that posterior temporal cortex is seen inactive when artificial grammar
sequences lacking semantic information are processed (Friederici et al. 2006) but
active when natural sentences are processed (for a review see Friederici 2011). It
has been proposed that the posterior temporal cortex particularly comes into play
for thematic role assignment, crucial for sentence comprehension (Bornkessel et
al. 2005). In addition functional connectivity analyses observing a coactivation of
Broca’s area and the posterior temporal cortex revealed that these two regions work
closely together when sentences are processed (den Ouden et al. 2012, Makuuchi &
Friederici 2013).

Structurally, these two brain regions are connected by a white matter fibre
tract relating the posterior temporal cortex and BA 44 in Broca’s area via the ar-
cuate fascicle and the superior longitudinal fascicle (Catani et al. 2005, Anwander
et al. 2007). Empirical data from patients with deficiencies of this fibre tract (Wil-
son et al. 2010) and from young children in whom this fibre tract is still immature
(Skeide et al. 2016) indicate that this dorsally located fibre tract is crucial for the
processing of syntactically complex sentences. During development the function
of this dorsal fibre tract becomes particularly obvious. It was shown that children’s
behavioural performance on processing syntactically complex sentences improves
as the strength of this fibre tract increases (Skeide et al. 2016). The strength of a
fibre tract is indicated by the status of the myelination of the fibres which in turn is
essential for the transmission of electrical impulses to be sent from one brain region
to another (Wake et al. 2011, Nave & Werner 2014).

This dorsal fibre tract is not yet myelinated at birth (Perani et al. 2011) and
only matures slowly throughout childhood (Skeide et al. 2016), reaching its adult
stage after puberty. This developmental trajectory is interesting in the context of
Lenneberg’s (1967) claim of a critical period of language acquisition whose window
is thought to close in early puberty. He already drew suggestive parallels between
the time course of language acquisition and the maturation of certain features of
the human brain. Today we know that the maturation of the white matter of the
dorsal fibre tract predicts processing of syntactically complex sentences (Skeide et
al. 2016). Moreover, there is also evidence that the maturation of the grey matter
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is crucial for language development. It has been shown that performance on syn-
tactically complex sentences during development is predicted by the maturation of
the grey matter of BA 44 in particular, and the posterior temporal cortex (Fengler et
al. 2016). These findings advance the view that the dorsal fibre tract together with
its termination regions, namely BA 44 in Broca’s area and the posterior temporal
cortex, constitute the neural basis of the human syntactic capacity.

4. Comparing Human and Non-Human Primates

When considering syntax as a unique human ability, a comparison between human
and non-human primates can add important aspects. Central to the discussion on
sequence processing in human and non-human primates is not whether sequences
can be learned, but rather what type of syntactic sequence can be learned. In this
context a fundamental distinction is made between two grammar types, namely
finite state grammars following an (AB)n rule and phrase structure grammars fol-
lowing an AnBn rule (Hauser et al. 2002, Fitch & Hauser 2004). The important
difference between these two types of grammars is that sequences based on the
(AB)n rule contain adjacent dependencies between an A-element and a B-element,
whereas sequences based on the AnBn lead to non-adjacent dependencies. While it
is open whether non-adjacent dependencies in artificial grammars necessitate the
build up of hierarchies, it is clear that non-adjacent dependencies in a natural gram-
mar require the build-up of syntactic hierarchies which is guaranteed by the com-
putation Merge (Chomsky 1995).2

Fitch & Hauser (2004) were the first to investigate artificial grammar learning
in human and non-human primates using such a finite state grammar (AB)n and
phrase structure grammar (AnBn). Testing cotton-top tamarins and human adults
in a behavioural grammar learning study, they found that humans could learn both
grammar types easily, whereas monkeys were only able to learn the finite state
grammar with its adjacent dependencies. More recently it has been shown that
macaques can even learn non-adjacent dependencies in auditory syllable sequences
of the A⇥B type (Milne et al. 2016). But note that the recognition of the dependency
between the A-element and the B-element in such sequences does not necessarily
require hierarchy building. Thus it appears that a crucial difference between human
and non-human primates lies in the ability to process syntactic hierarchies.

Concerning the evolutionary aspect of a recent study investigated artificial
grammar learning in two types of monkeys who differ in their evolutionary dis-
tance to humans: marmosets with a further distance and macaques with a closer
distance to humans (Wilson et al. 2013). In the study both species had to learn
an artificial grammar with non-deterministic word transitions. Marmosets showed
sensitivity to simple violations in the sequence, whereas macaques showed sensi-
tivity to violations of a higher complexity. This suggests an evolutionary interesting
result with monkeys, namely that those that are closer relatives to us demonstrate
a more advanced artificial grammar processing ability than those that are more dis-
tant.

2 It has been claimed, however, that AnBn artificial grammar sequences can in principle be pro-
cessed by simpler cognitive processes such as counting and memorising. For a detailed dis-
cussion see Friederici 2017.
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Human and non-human primates clearly differ in their abilities to process
complex rule-based sequences. And so far there is no evidence that any other
species except humans can process hierarchically structured sequences as they ap-
pear in syntactic structures of natural languages. This is interesting as the genetic
difference between human and non-human primates is less than 2 % (The Chim-
panzee Sequencing and Analysis Consortium 2005, Scally et al. 2012, Meyer et al.
2012), but there are differences in the basic neuroanatomy. These differences may
be crucial and, therefore, deserve a closer look, both with respect to brain structure
and brain function. A focused across-species look at the language-related brain
structures as defined for humans may be of special interest here. These language-
related brain regions in humans—as discussed above—are the inferior frontal gyrus
and the posterior temporal cortex.

In humans, the language network with its posterior temporal region and
Broca’s area is lateralized to the left hemisphere. Neuroanatomically, it has long
been reported that in the human brain the posterior temporal cortex is larger in the
left than in the right hemisphere (Witelson 1982). For the planum temporale, a re-
gion that lies posterior to Heschl’s gyrus and encompasses Wernicke’s area, which
has long been identified to support speech and language processing, a hemispheric
asymmetry is consistently reported for humans (Geschwind & Levitsky 1968, Stein-
metz et al. 1989, Watkins et al. 2001). It was shown in a recent meta-analysis that
the anatomical asymmetry of the posterior temporal cortex is necessary for optimal
verbal performances (Tzourio-Mazoyer & Mazoyer 2017). A cross-species compar-
ison involving chimpanzees and three other non-human primate species, including
macaques, focused on the grey matter asymmetry of the planum temporale. Anal-
yses revealed that only chimpanzees as our closest relatives demonstrate an asym-
metry of the planum temporale similar to humans (Lyn et al. 2011). The other cru-
cial language-related brain region, Broca’s area, known to be essentially involved
in the human ability to process syntax, also deserves a detailed neuroanatomical
evaluation. It has been demonstrated that a leftward asymmetry of Broca’s area evi-
denced by a cytoarchitectonic analysis exists in the adult brain (Amunts et al. 2003).
No such asymmetry can be found in the homologue of Broca’s area in adult chim-
panzees (Schenker et al. 2010). The observed neurobiological difference of these
brain regions between the human and the non-human primate may be viewed as a
crucial parameter for the evolution of language.

Moreover, the white matter connections between these brain regions should
be of particular interest as they guarantee the information transfer between regions.
There are a number of structural imaging studies on long-range white matter con-
nections in macaques, chimpanzees, and humans which suggest interesting differ-
ences between human and non-human primates (Catani et al. 2002, Anwander
et al. 2007, Rilling et al. 2008, Saur et al. 2008, Makris & Pandya 2009, Petrides &
Pandya 2009). These studies indicate differences in the strength of the fibre bundles
connecting the frontal and temporal regions known to be involved in language pro-
cessing in humans. In these studies two major white matter pathways were anal-
ysed: the dorsal pathway connecting Broca’s area to the posterior superior tempo-
ral gyrus/superior temporal sulcus and the ventral pathway connecting the most
ventral part of the frontal cortex to the temporal cortex (Catani et al. 2005, Rilling
et al. 2008). In humans this dorsal pathway is much stronger than in non-human
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primates. A direct comparison revealed that macaques and chimpanzees display
a weak dorsal pathway but a strong ventral pathway, whereas humans display a
strong dorsal pathway and a weaker though well-developed ventral pathway. The
dorsal pathway was therefore discussed as the crucial pathway for the language
ability in humans (Rilling et al. 2008; see also Rilling et al. 2012).

The difference in the strength of these fibre tracts is of particular interest in
light of a combined functional and structural imaging study in humans (Friederici
et al. 2006) which investigated that processing of artificial grammar types similar
to those used in the behavioural study by Fitch & Hauser (2004). In humans, pro-
cessing the (AB)n grammar, with its adjacent dependencies, activated the frontal
operculum, whereas processing the more complex AnBn grammar, however, addi-
tionally recruited the phylogenetically younger Broca’s area (Friederici et al. 2006).
Furthermore, the structural imaging analyses conducted in this study found that
the frontal operculum processing the (AB)n grammar was connected to the tempo-
ral cortex via a ventral pathway, whereas the posterior part of Broca’s area comput-
ing the AnBn grammar was connected to the posterior temporal cortex via a dorsal
pathway (Friederici et al. 2006). These data were taken to suggest that the posterior
part of Broca’s area (BA 44) and its dorsal connection to the temporal cortex, in par-
ticular, support the processing of higher-order hierarchically structured sequences
relevant to language.3

5. Conclusion

The present review on neuroscientific studies of syntax processing revealed an in-
triguing overlap concerning the brain basis of syntactic processes. They culminate
in the view that the human-specific ability to build syntactic hierarchies is neurobi-
ologically anchored in BA 44 as part of Broca’s area and the dorsally-located fibre
tract connecting this brain region to the posterior temporal cortex. The empirical
evidence for this view comes from neurofunctional and neuroanatomical observa-
tions in adult humans, in developing children and from cross-species comparisons
of human and non-human primates.

The data show that within the language domain the posterior part of Broca’s
area, BA 44 is functionally unique in its involvement in the basic syntactic opera-
tion Merge. It can be functionally differentiated from BA 45 as the more anterior
part of Broca’s area involved in semantic processes and from the more ventrally
located frontal operculum responsible for simple combinatory processes without
building a syntactic hierarchy. Phylogenetically, BA 44 appears to be a more re-
cent brain region than the frontal operculum, and this more recently evolved BA 44
reveals a structural difference between human and non-human primates (Sanides
1962, Friederici 2004, Amunts & Zilles 2012). Only in humans is BA 44 larger in
the left than in the right hemisphere. Moreover, there are structural cross-species
differences with respect to BA 44’s connectivity in the larger language network. In

3 There is an ongoing debate whether Broca’s area is involved in other cognitive processes.
Broca’s area has been shown to be activated during the processing of syntactic structure and
hierarchies in music (Maess et al. 2001, Koelsch et al. 2013) and in mathematics (Makuuchi,
Bahlmann & Friederici 2012). I have discussed this in several other publications (Friederici
2002, Jeon & Friederici 2013, Goucha, Zaccarella & Friederici, in press).



332 Biolinguistics F Briefs F

humans, BA 44 in Broca’s area is connected via a dorsal fibre tract to the posterior
temporal cortex including Wernicke’s area, and its integrity is related to the ability
to process syntax. This dorsal fibre tract is strong in human primates, but weak in
non-human primates.

These observations support the view that BA 44 in the posterior part of Broca’s
area and its white matter connection to the temporal cortex is fundamental for the
human language faculty with syntax as its core.
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The Neurobiology of Language:

Looking Beyond Monolinguals

Ellen Bialystok & Judith F. Kroll

1. Introduction

The publication of Biological Foundations of Language in 1967 by Eric Lenneberg fun-
damentally changed the way we think about language. Chomsky brought language
from the abstract realm of philosophy into the more grounded world of mind, and
Lenneberg completed the process by rooting that mental view of language firmly
in the brain. Without Lenneberg, it is difficult to imagine the immense amount
of research over the past 50 years that has revealed its structure and function, its
social and cognitive dimensions, and obviously, its neurobiology. For Chomsky,
the biological basis of language was static, based on innate concepts that unfolded
with experience and the reference to biology was largely metaphoric: “mental or-
gan”. For Lenneberg, the biological basis of language was real and dynamic. He
was the first thinker to seriously understand language as part of human cognition:
“[Words] stand for a cognitive process, that is, the act of categorization or the forma-
tion of concepts” (Lenneberg, 1967: 365, emphasis in original). This conception of
language blossomed over the subsequent decades, leading to more sophisticated
accounts of human language that were based on the use of new methodologies
that Lenneberg was unlikely to even imagine. The expansion of technology for
observing the brain, the explosion in the sheer amount of knowledge that was ac-
cumulated about the brain and its function, and the widespread access to these
technologies that became available irrevocably changed the way that language re-
search was conducted (Friederici 2017, Kemmerer 2015). Lenneberg’s visionary
ideas about the neurobiology of language set the stage for 50 years of exciting and
productive study.

In parallel with Lenneberg’s developing understanding of language as a bi-
ological system, another field began to emerge around the same time. There was
growing interest in the process of learning a second language, particularly in adult-
hood, spawning the field of second-language acquisition (SLA). Much of this re-
search was generated in response to practical needs. A salient example comes from
the post-war efforts of The British Council to teach English in various corners of
the British Empire by recruiting graduates from the top schools such as Oxford and
sending them to distant lands. Armed with little more than intelligence and in-
tuition, many of these teachers thought deeply about their experiences and began
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to uncover how to best teach foreign languages and by extension, how languages
were learned. One leader in this effort was Pit Corder who had been teaching lan-
guage and developing syllabus design in various countries for many years. His
seminal paper proposed a new set of ideas about language teaching that freed SLA
from the behaviorist roots by which it had long been constrained (Corder 1967).
However, the predominant model for language subsequently adopted in SLA re-
search was the nativist view of Chomsky, thereby limiting the dynamic component
that connected language to cognitive structures and environmental constraints.

Both fields have matured over the past 50 years and yet, somewhat remark-
ably, remain largely distinct. The fiftieth anniversary of founding works in these
fields is an opportunity to consider how more cross-fertilization might benefit our
understanding of language. Language science is now deeply embedded in biologi-
cal models and brain research (Kutas & Van Petten 1994). SLA has evolved through
research in such areas as psycholinguistics and bilingualism that explore language-
mind-brain connections when more than one language is involved (Kroll, Dussias,
Bice, & Perrotti 2015). But Lenneberg had access to none of these insights; his theo-
ries and arguments were based on monolingual characterizations, with additional
languages representing special cases that did not challenge the central theoreti-
cal claims. Our discussion will explore the implications of research with second-
language learners and bilinguals for some of Lenneberg’s most important claims.

Lenneberg did address the issue of foreign language learning to some extent.
He acknowledged that second languages can be learned at any time, even after
puberty and even at 40 years old, but asserted that there was no longer access to
“automatic acquisition from mere exposure”. Moreover, he noted that foreign ac-
cents were almost inevitable for languages learned after puberty. This observation
is related to his claims for a critical period for (first) language acquisition, described
below, but he saw no contradiction with the notion of a critical period because no
further cerebral organization is required

since natural languages tend to resemble one another in many funda-
mental aspects [. . . ], the matrix for language skills is present.

(Lenneberg 1967: 176)

Our view is that recent research in SLA, bilingualism, and psycholinguistics pro-
vides crucial evidence that requires a revision of these assumptions.

A central implication of situating language in the biology of the human brain
is the acceptance of a framework based on maturation, leading irrevocably to the
discussion of critical periods for language learning:

Language cannot begin to develop until a certain level of physical mat-
uration and growth has been attained. (Lenneberg 1967: 158)

He goes on to state that the years between 2-years old and the early teens are opti-
mal for acquiring language and that language skills acquired after puberty remain
“deficient for life”. Before 2, there is inadequate brain development, and after pu-
berty the brain loses its ability for reorganization. His argument that the critical pe-
riod for language learning occurred in this window were based on his description
of the structural, biochemical, and electrophysiological development of the brain
during this period, all of which he believed were essential to support language,
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although the precise relations between these developments and language learning
were not explained. His view is summarized as follows:

The disequilibrium state called language-readiness is of limited dura-
tion. It begins around two and declines with cerebral maturation in the
early teens. At this time, apparently a steady state is reached, and the
cognitive processes are firmly structured, the capacity for primary lan-
guage synthesis is lost, and cerebral reorganization of functions is no longer
possible. (Lenneberg 1967: 376–377, emphasis added).

Evidence from SLA and bilingualism challenges each of these main points indicated
in italics. We will address them by describing evidence from preverbal infants who
are less than 2-years old, adults learning a foreign language, and reorganization of
first language representations from second languages learned after the close of the
critical period.

2. Language Learning Before Two

Biological developments in the form of critical periods are involved in aspects of
the complex set of processes leading to language acquisition, but much has changed
since Lenneberg’s original description so the nature of that involvement is unlikely
to be exactly as envisaged by him. Much of the revision of his ideas can be traced to
the dramatic increase in our knowledge of brain structure and the neurobiological
mechanisms that underlie human behavior, including language.

In a comprehensive review of speech perception in infancy, Werker & Hensch
(2015) describe the multiple developments in the first two years of life and the bi-
ological mechanisms that provide the basis for language discrimination, phoneme
perception, and audiovisual integration, all essential for language development.
All these component developments are traced to specific critical periods that have
clear onset and offset windows and in many cases, known biological bases. Cru-
cially, however, they also examine factors that serve to maintain plasticity and
avoid closing the critical period, even for these highly circumscribed abilities. One
factor they discuss in this regard is bilingualism.

Despite being controlled by critical periods, several pre-linguistic landmarks
in the first year of life evolve differently for infants being raised in monolingual
or bilingual homes. Thus, even before the onset of Lenneberg’s critical period for
language learning at 2 years, monolingual and bilingual children are developing
a different substrate for language acquisition, setting a different neural foundation
for this process in the two language groups. An early example of this effect of expe-
rience was in infant phoneme perception. From birth, infants can discriminate be-
tween phonemic contrasts in consonants relevant to all (known) natural languages,
making them in effect universal language learners (although the trajectory is differ-
ent for vowels). By 10- to 12-months old, distinctions can only be perceived in the
language they are learning, narrowing their perceptual focus and probably improv-
ing their ability to learn the environmental language. However, for infants being
raised in bilingual environments, the ability to discriminate among all phonemic
contrasts remains open, even after the critical period has closed for monolingual
infants (Aslin, Pisoni, & Perey 1981, Best 2001, Werker & Tees 1984). Therefore, by
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the time of the first word, around one year old, the phonemic representation system
is different for infants raised in different kinds of language environments.

A more dramatic example comes from studies showing the ability of infants
in the first year to distinguish between languages being spoken on the basis of
visual information alone. As with phonemic contrasts, monolingual infants can
detect such changes until about 7 months old but then fail to make the discrimina-
tion. This is not the case for infants raised in bilingual environments. Infants were
shown silent videos of a woman speaking French and then, after the infant has
habituated, switching to English (or the reverse order). Monolingual infants older
than 8-months old did not notice the change, but bilingual infants raised in French-
English bilingual homes (Weikum et al. 2007) or Spanish-Catalan homes where
they have never encountered either French or English (Sebastian-Galles, Albareda-
Castellot, Weikum, & Werker 2012), were able to detect the switch from French to
English.

Related to this ability to identify visual language is the way infants look at
faces. For newborns, attention naturally focuses on the eyes, but by the end of the
first year, preferential attention to faces shifts to the mouth. This new preference
presumably supports their growing interest in language by focusing on the most
relevant source of information. The shift is earlier for bilingual infants; by 8-months
old, infants being raised in bilingual environments are more interested in looking
at the mouth whereas infants in monolingual homes continue to focus on the eyes
(Ayneto & Sebastian-Galles 2017, Pons, Bosch, & Lewkowicz 2015). By 12-months
old, only bilingual infants continue to look at the mouth when both the native and
non-native languages are spoken. By 12-months old, monolingual babies look at
the mouth only for non-native speech.

These studies used behavioral methods. What happens when we look more
directly at brain activity in young infants? Pettito et al. (2012) used functional near
infrared spectroscopy (fNIRS) to investigate changes in brain activation for younger
(4–6 months) and older (10–12 months) infants exposed to one language alone or
more than one language. All the babies had been exposed to English but the bilin-
gual babies had also been exposed to another language. Pettito et al. presented
them with the sounds of Hindi, a language equally unfamiliar to the monolingual
and bilingual infants. Critically, there was a difference in the pattern of brain ac-
tivity between the older monolingual and bilingual babies. Consistent with the be-
havioral pattern reported by Werker & Tees (1984), at 10- to 12-months old the bilin-
gually exposed babies continued to reveal brain activity in response to non-native
phonetic contrasts while monolingual babies had lost that ability. They termed
this phenomenon for bilinguals the “perceptual wedge” to suggest that bilingually
exposed brains maintain greater openness to new language input. Other recent
studies using the tools of cognitive neuroscience have examined the consequence
of this special openness to speech in bilingual babies’ developing brains. Using
methods such as magnetoencephalography, they have demonstrated that there is
not only increased openness for bilingually exposed babies, but also that there are
consequences for the development of brain regions associated with cognitive con-
trol and executive function (e.g., Ferjan Ramı́rez, Ramı́rez, Clarke, Taulu, & Kuhl
2017). What is clear is that these are not simple effects of maturation but rather
evidence for the powerful influence of environmental exposure on language devel-
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opment and the brain, even before the beginning of the critical period defined by
Lenneberg.

Two generalizations from these findings challenge aspects of Lenneberg’s
original theory. First, language acquisition does not begin at 2 years when phys-
ical and neurological development has passed some maturational threshold but
rather emerges from processes begun at least at birth and possibly in utero. In that
sense, there is essentially no lower bound on the window for language acquisi-
tion. Second, the modifications found in these developments for children raised
in bilingual homes demonstrate the plasticity of language learning even for simple
perceptual processes such as phoneme discrimination and even during the crucial
early stages of language acquisition. Although Lenneberg was open to a limited
notion of plasticity and environmental influence, the evidence from infants in dual
language environments speaks to a far greater interaction between biological and
experiential contingencies than he imagined.

3. Too Old to Learn?

Critical periods are a common mechanism across species in which maturation re-
quires receiving specific input or experience during a window of maximum sensi-
tivity so that development can proceed. These critical periods are generally used to
describe low-level processes such as perception that are part of the foundation for
higher-level processes, such as visual interpretation or cognition. This distinction
applies as well to critical periods in humans where such low-level maturationally-
timed developments in vision (Lewis & Maurer 2005) underlie higher-level visual
processing, and low-level developments in speech perception (Werker & Hensch
2015) set the stage for language acquisition. But is there also a maturational re-
striction on the higher-level processes involved in language acquisition, including
mastery of syntax and morphology?

Lenneberg was careful to restrict his deterministic notions of a critical period
to primary language acquisition, acknowledging that foreign language learning
could take place later in life although it would proceed through different mech-
anisms. He also limited the degree of proficiency that could be expected for older
second-language learners and noted that a foreign accent was likely to occur. Oth-
ers, however, have made broader claims and essentially argued that all language
learning was curtailed after the close of the critical period (e.g., Johnson & Newport
1989). The time that marks the close of the critical period is also different in vari-
ous accounts: for Lenneberg it was puberty, for Penfield & Roberts (1959) it was 9
years old, and for Johnson & Newport (1989) it was late teens. Throughout these
views, however, there is consensus that the close of the critical period is a turning
point that either ends the possibility of learning a second language (e.g., Johnson
& Newport 1989) or changes its learning mechanism and reduces its expected out-
come (e.g., Lenneberg). Therefore, it is important to establish what the evidence is
for a biological restriction on this high-level process and whether it applies to all
language learning after the close of the critical period or only to acquisition of the
first language or only to aspects of the first language.

The challenge in evaluating the role of a critical period for a high-level pro-
cess such as language acquisition is to determine what evidence is appropriate to
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test the hypothesis. With the exception of rare cases of abused or feral children,
children are unlikely to be completely deprived of language until the close of the
critical period. Lenneberg’s approach was to investigate children’s language acqui-
sition following a brain lesion or acquired aphasia from brain injury and compare
the prognosis as a function of the age at which the trauma occurred. His obser-
vation was that for children less than 3-years old, when language acquisition re-
sumed it followed the usual stages, possibly proceeding more rapidly than usual.
The older children were when the aphasia occurred, the more effortful the recov-
ery, up to puberty which Lenneberg called “a turning point”, after which language
impairments from aphasia never completely clear up. A similar pattern was noted
for patients undergoing the removal of the entire left cerebral hemisphere because,
as Lenneberg states,

language learning can take place, at least in the right hemisphere, only
between the age of two to about thirteen. (Lenneberg 1967: 153)

These data are necessarily fragmentary and brain lesions are never identical for
different individuals, so comparisons are difficult. However, the pattern is that
injury to language acquisition with increasing age is increasingly disruptive, and
that injury after puberty cannot restore the language system.

Newport and her colleagues have taken a different approach to examining
the possibility for a critical period in first language acquisition and studied the
acquisition of American Sign Language (ASL) by congenitally deaf children (sum-
mary in Newport 1990). These children can be first exposed to ASL at different
ages, providing a natural manipulation to test the hypothesis. In practice, however,
children are not first exposed at any time but rather at specific points that mark
experiential landmarks, such as starting school. Therefore, their studies typically
compared children whose first exposure to ASL was native (from birth), early (4-
to 6-years old), or late (after 12 years old). Across studies and measures, outcomes
were different for the three groups, with earlier exposure leading to the best mas-
tery of ASL.

In both the investigations of language acquisition following brain lesion and
acquisition of ASL at different ages, the evidence shows that older ages are associ-
ated with poorer outcomes. In both cases as well, the interpretation is that puberty
is a juncture after which language acquisition will be compromised, leading the
researchers to conclude that this is caused by the close of the critical period. How-
ever, in both cases, the interpretation of a critical period with a qualitative change
at puberty is inferential because the data do not include a continuous sampling of
ages.

A more direct test of the critical period hypothesis comes from examining
second-language acquisition but here, too the evidence is mixed. In a comprehen-
sive review of children acquiring a second-language between the ages of one and
3-years old or between 4- and 7-years old, Unsworth (1916) reported no significant
difference between these groups in several aspects of language proficiency, includ-
ing vocabulary and morphosyntax. However, Newport examined this question
and arrived at a different conclusion. In a study comparing English proficiency
in second-language learners who began using English at different ages, Johnson &
Newport (1989) reported a relation between age and proficiency with better out-
comes for those who began learning at a younger age. The relation was shown as a
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significant linear function across all ages, with a stronger correlation for those who
began learning English before the age of 17 years than for those who began after 17.
Their conclusion was that the pattern in which a critical period marked the close of
a capacity to learn language extended to the acquisition of a second language.

Johnson & Newport’s (1989) study was based on data from 46 individuals.
In a substantially larger-scale investigation, Hakuta, Bialystok, & Wiley (2003) ex-
amined census data from 2.3 million immigrants to the U.S. whose first language
was Spanish or Chinese. The census asked respondents to provide a self-rating of
their English proficiency, so these scores were analyzed in terms of the number of
years they had lived in the U.S. on the assumption that on average that would in-
dicate the age at which they began learning English. The ages of initial acquisition
ranged from birth until around 80 years old, and the results showed a significant
linear relation between age and proficiency across the entire spectrum, similar to
the pattern reported by Johnson and Newport.

There are two problems with the conclusion that evidence for a linear relation
between age of acquisition and proficiency supports a critical period for language
acquisition. First, if the critical period defines the optimal window for learning to
occur, then the variation in learning outcomes within that window should be rela-
tively minor and certainly less than variation in outcomes when comparing learn-
ing within and outside of the critical period. Johnson & Newport (1989) argued
that their data did show that pattern in that the correlation between age and profi-
ciency was not significant considering only the 23 learners who were more than 17
years old at the time of acquisition, but the overall correlation was significant and
the sample was very small. Hakuta et al. (2003) demonstrated that by removing
only one participant from the Johnson & Newport data who did not line up on the
regression curve, the correlation between age and proficiency for the learners who
were over 17 years old became significant. Using the much larger data reported by
Hakuta et al. (2003), the relation between these variables was statistically equiva-
lent inside and outside the critical period.

Second is the related point that the definition of a critical period presumes
an abrupt change in learning potential following the close of that window. This
abrupt change was clearly not found in the Hakuta et al. data, but to confirm that
interpretation, the authors compared the correlation before and after specific junc-
ture points of 15 and 20 years old. No change in slope was detected. Importantly
as well, the Hakuta et al. study included participants at every age along the con-
tinuum, whereas the other studies sampled from specific points making the inter-
pretation of a linear function more inferential than real. Similarly, if the critical
period begins at 2-years old, then there should be no difference in outcomes for
those who begin language learning at 2 years, 3 years, or 4 years. Yet in the lesion
data, the ASL data, and the second-language acquisition data, these onset ages are
all associated with declining success.

There is no doubt that age is a crucial factor in determining language learn-
ing outcomes for both a first and second language. The question is whether these
age-related patterns support the interpretation of a critical period for overall profi-
ciency. Evidence from second-language acquisition is more in line with a gradual
decline in the success of language learning than a biological barrier that interferes
with its potential. Regarding first language acquisition, there is simply inadequate
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evidence to conclude there is a critical period. The most compelling evidence is that
reported by Newport and colleagues regarding the acquisition of ASL at different
ages, but again the pattern is inferential. The late learners certainly had poorer
outcomes than the early learners, but the early learners also had poorer outcomes
than the native learners. That should not happen if both those groups were within
the critical period for language acquisition. Instead, it may be that this pattern
again follows the lifelong linear relation reported for second-language acquisition
in which older acquisition ages are associated with poorer outcomes in a continu-
ous function. This relation still needs to be explained, but if it is indeed continuous
across the lifespan then it is more likely a reflection of gradual changes in cognition,
learning and memory. These are important changes, but they are not captured by
critical periods.

4. Language Learning, Reorganization, and Processing Beyond the Critical

Period

Two predictions drawn from a strict interpretation of the critical period hypothesis
have been widely tested. One is that second language learning past the critical pe-
riod necessarily relies on mechanisms that differ from those that had been available
initially for the first language. The second is that past the critical period, the native
language is largely stable, remaining unchanged when adult learners acquire and
use a second language. In each case, recent findings require a revision of the idea
that hard constraints determine the trajectory and outcome of late second language
learning.

The question of whether late second language learners can fully acquire the
nuances of the second language grammar beyond any putative critical period has
been the focus of a great deal of research. To account for the reduced ability for
adult to acquire native-like sensitivity to second language grammar, some have
argued that late learners exploit semantic and pragmatic information rather than
strictly syntactic or morpho-syntactic information, relying on mechanisms avail-
able only via explicit learning (e.g., Clahsen & Felser 2006, Ullman 2001). Although
a full consideration of the evidence on this issue is beyond the scope of the present
discussion, we note that recent studies using neuroscience methods have shown
that it is possible for late learners to acquire native-like sensitivity to a range of
grammatical structures in the second language. A critical observation concerning
the previous behavioral research on this issue is that it suffered from an inevitable
confounding between age of acquisition (AoA), length of time spent learning the
second language, and second language proficiency (Steinhauer 2014). However,
when the performance of highly proficient late second language learners is exam-
ined, the neural networks that are activated when processing even subtle aspects
of the second language grammar are largely the same as those that are activated by
native speakers of the language (e.g., Berken et al. 2015, Caffarra, Molinaro, David-
son, & Carreiras 2015; Morgan-Short et al. 2012, Roncaglia-Denissen & Kotz 2016).
These similar patterns suggest common processes and underlying mechanisms.

The evidence on late learners does not refute the observation central to Lenne-
berg’s claim that there may be an effect of AoA for the grammar. The circumstances
of learning for adults clearly differ from those for young children and adult second
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language learning is not as reliably successful as child language learning. Critically,
what the new data do show is that when that process is successful, either because
learners have been immersed in a second language context or because they have
acquired the control mechanisms that enable them to regulate the native language,
it reflects the same underlying networks used by native speakers of the language
(e.g., Perani & Abutalebi 2005). In all cases, there appears to be much greater plas-
ticity for adult learners than was known at the time of Lenneberg’s original claims
about the critical period.

The research on acquiring the second-language grammar past the critical pe-
riod focuses primarily on acquired language abilities in the second language itself.
A more recent line of investigation has asked how the native language changes in
the process of acquiring and using a second language as an adult learner. Evidence
for such changes would indicate reorganization of the first language. Contrary to
the view that the native language is stable past an early critical period for language
learning, the recent research demonstrates that the native language is both more
variable than previously understood, even for monolingual speakers (e.g., Pakulak
& Neville 2010), and that the process of learning and using a second language pro-
ficiently comes to have profound influences on the native language. Those changes
can be seen at the level of the phonology (Chang 2013), the lexicon (Ameel et al.
2005), and the grammar (Dussias & Sagarra 2007). The bilingual’s two languages
are influenced by each other, with changes that not only reflect transfer from the
native language to the second language, the direction of influence that character-
ized most early research on this topic, but also from the second language to the first.
The consequence is that the native language of proficient bilingual speakers is not
precisely like the native language of monolingual speakers of the same language.
That observation itself requires a reassessment of the native speaker model that has
characterized research on second language learning and bilingualism.

Changes to the native language can be observed in long-term studies of lan-
guage attrition (Schmid 2010) but they can also be seen during briefer periods of
immersion in the second language (Linck et al. 2009), and in the laboratory when
speakers use the native language after a very brief exposure to the second language
(Misra et al. 2012). Contrary to the view that maturation alone determines the pres-
ence of sensitivity to the syntax of the second language, recent studies show that
the form of language usage, such as whether bilinguals code switch across their two
languages, comes to affect the way they process each language and influences the
observed patterns of brain activity in both comprehension and production (Beatty-
Martinez & Dussias 2017, Green & Wei 2016). The brain networks that support
cognitive control are engaged by these language processes and come to shape the
relationship between language and cognition.

The plasticity revealed by the new research is evident not only in proficient
bilinguals but also in adult learners at early stages of acquiring the second lan-
guage. The second language quickly comes to affect the native language (e.g., Bice
& Kroll 2015) and what is not yet well understood is what these changes might pre-
dict about success in second-language learning. Studies using electrophysiological
methods have shown remarkable sensitivity to emerging learning, with the brain
outpacing behavior and suggesting important sources of individual variation in
the process (e.g., McLaughlin et al. 2004, Tanner et al. 2014). Given the determin-
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istic nature of critical periods, such evidence for lifelong plasticity is a significant
challenge to explanations in which language acquisition is constrained by a critical
period.

5. Conclusion

The research since Lenneberg (1967), illustrated by the findings we have discussed,
shows that there is variation in how constrained or plastic different aspects of lan-
guage acquisition may be. Infants tune to the speech of the language or languages
to which they are exposed within the first year of life. In a sense, that process is
more constraining than Lenneberg imagined. At the same time, studies of dual
language exposure show that early exposure to two or more languages has pro-
found consequences for creating a broader bandwidth for new language learning
for young infants exposed to more than one language. The process of tuning to
speech happens quickly and much earlier than one might expect from Lenneberg’s
account. If any aspect of language learning is open to hard constraints, it may be
speech, with rapid changes in the first year of life and late exposure producing ac-
cents that be difficult or impossible to overcome. The evidence we have considered
on acquiring grammar suggests that there may be soft constraints that are modu-
lated by the context in which language is learned and used but that the hard con-
straints that were thought to be associated with a critical period can be overcome.
A crucial point in our review is that it is only by examining how a second language
comes into play that these features of language learning can be identified.

In 2005, on the occasion of the 125th anniversary of Science, Kennedy & Nor-
man wrote an editorial in which they identified the top 125 questions to be an-
swered in all of science in the following 25 years. One of these questions was the bi-
ological basis of second-language learning. In the time since 2005, there has been an
explosion of studies on this topic, reflecting many of the themes we have discussed
in this paper. The intensive effort to uncover the neural mechanisms engaged by
language learning across the lifespan is an enduring tribute to Lenneberg. While
the findings since Lenneberg largely refute the notion of a strict critical period for
language, and the new evidence for plasticity fails to match the junctures in de-
velopment that he first identified, the spirit of this new work is congenial with his
visionary commitment to a biology of language.
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Grammar as a Maturationally Controlled
Behavior: Minimality in Development

and Impairment

Maria Garraffa

Much is already present in the organism, only needing to be activated.
—Noam Chomsky

1. Introduction

In his seminal book on the Biological Foundations of Language, Eric Lenneberg pro-
posed that a critical period similar to the one necessary for maturational controlled
behaviors applies also to language acquisition (Lenneberg 1967). The notion of a
critical period, a maturational stage during which the nervous system is sensitive
to specific aspects of the environment, has been considered crucial for language
acquisition theories based on the assumption of a biologically predetermined lan-
guage faculty that needs to be activated by favourable internal and environmental
circumstances. Chomsky wrote:

A consideration of the character of the grammar that is acquired, the de-
generate quality and narrowly limited extent of the available data, the
striking uniformity of the resulting grammars, and their independence
of intelligence, motivation and emotion state, over wide ranges of vari-
ation, leave little hope that much of the structure of the language can be
learned by an organism initially uninformed as to its general character.

(Chomsky 1965: 58)

The crucial assumption of the critical period hypothesis, as originally pro-
posed, was that language acquisition has an immediate onset for its natural acqui-
sition, and this onset is as early as birth, if not before. Language acquisition has also
a predetermined offset, an ideal final state that needs to be completed/activated
for reaching a full competence (see Meisel 2013 for a review). This makes the lan-
guage acquisition process tailored to a restricted time window in which our cog-
nitive development is sensitive to capture human language properties. Already in
the 1980s, those who actually studied language development in children as young
as newborns found that children quickly began to use a wide variety of cues dur-
ing their critical period, including syntactic, semantic, and prosodic information.
Many studies have investigated the timing and the nature of these cues implicated
in the activation of the process of language acquisition in typical developing chil-
dren, and there is general consensus on a very early onset of the critical period and
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benefit for early exposure to a rich linguistic environment, including during simul-
taneous acquisition of more than one language (see for example Mehler et al. 1988,
Dehaene-Lambert et al. 2006; Nazzi & Ramus 2003).

A different issue is posed by the study of the other side of the critical period
hypothesis, the biological timing for an offset of the language acquisition process.
This offset, in other words, involves the occurrence of a biological stage for optimal
acquisition linked to early maturational factors that ended early, favouring learning
of increasingly complex skills at sequent stages.

A very early offset for the acquisition of language was recently proposed
by Friedmann and Rusou in a paper reviewing data on syntax—in particular de-
rived sentences with long distance dependencies—in children with hearing loss
from birth and adults with a special case of malnutrition, a thiamine deficiency
occurring during the first year of life (Friedmann & Rusou 2015, Friedmann &
Szterman 2006, Fattal, Friedmann & Fattal-Velevsky 2011). The fundamental ar-
gument in these studies is that some aspects of syntax are affected by lack of lan-
guage input (as in the case of hearing loss) or by a neurocognitive deficiency (as
in the thiamine deficiency group) as early as one year old. This very early off-
set for language advocates for an urgent requirement to activate the acquisition
process. Furthermore, the idea is that selective aspects of the language system
require early acquisition and that this is particularly true for syntax. Aspects of
language acquisition, such as lexical knowledge, could be acquired after the criti-
cal period offset, while syntactic knowledge crucially requires optimal internal and
external conditions very early. The consequence of the proposal of an early off-
set for syntax is that specific and well-known aspects of sentence structures, such
as movement-derived sentences—or grammatically based intervention structures
that will be described below—although occurring later in life (many crosslinguis-
tic studies reported above chance comprehension and production for object moved
sentences after 7 years old) require appropriate input and typical development of
the neurological substrate of our receptive system during the first year of life.

Pursing the hypothesis of an early offset for syntax has the main logical con-
sequence of a strictu senso neurobiological maturation approach for language, where
we could suppose that the sentence has evolved because the brain has evolved. The
opposite occurs with no exposure to a rich set of linguistic input or with a lack of a
proper neurological condition, both being necessary for the complex process of the
acquisition of syntax. Early cases of non-appropriate circumstances for language
acquisition, such as the one discussed above, together with evidence of selective
developmental disorders in specific areas of the language faculty, as the syntactic
Specific Language Impairment (SLI) that will be discussed below, are often pre-
sented in support of the crucial role of a biological predetermined knowledge for
language acquisition that needs to be activated by environmentally and biologically
driven principles.

As linguists, we should reflect on the description of linguistic knowledge and
its integration with a plausible developmental process compatible with the critical
period hypothesis. This is still not clearly defined by theoretical models and crit-
icism coming from neurodevelopmental psychologists on the insufficient level of
integration of descriptive language models with biological principles of language
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acquisition needs to be taken in consideration, aiming at convergent approaches for
the study of language maturation in children:

The problem is that the theories are derived from a consideration of
adult language, and take no account of the process of development.
There is a fundamental problem with an essential premise about what
is learned that has led to years of confusion and sterile theorising.

(Bishop 2012)

Many questions around how grammar is acquired, and what are the possi-
ble routes for understanding late emergence of some aspect of grammar, are still
at the center of the debate in developmental language with little productive col-
laborations between linguists and developmental psychologists and many unre-
solved problems. Although the definition of the knowledge of language acquisition
milestones has now reached incredible levels of detail, due to the amplification of
crosslinguistic studies in different populations (see Guasti 2017 for an overview of
the growth of grammar and Friedmann & Rizzi 2000 on the acquisition of syntax),
the questions of which are the units for language acquisition and which are the
developmental stages are still not clearly addressed.1

The main purpose of this paper is to point out that although the learning task
for the emergence of grammatical knowledge remains a largely unaddressed issue,
with no systematic or longitudinal studies on the acquisition of specific aspects of
the grammar, a biological perspective, similar to the one proposed in Lenneberg’s
seminal work in the chapter on “Language in the context of growth and matura-
tion,” should be adopted to discuss some recent evidence coming from the studies
of sentences with long distance dependencies. In particular, although difficulties
with these kinds of structures were reported in diverse populations, the atypical
production or comprehension in different populations can have different biological
sources of differentiations. This is the case of children with syntactic SLI, a selective
disturbance in syntactic dependencies and adults with aphasia, an acquired lan-
guage disorder. Superficial similarities in the grammatical behaviours in these two
atypical populations are based on different sources of impairment, fundamentally
representational in children with syntactic SLI due to a disturbed critical period and
caused by a lack of more general resources necessary for grammatical processing
in adults with aphasia.

The biological perspective on the acquisition of language, like the one pro-
posed in Lenneberg’s seminal book, considers language as a maturationally con-
trolled behavior (MCB). Any MCB is defined by a set of properties:

(A) a regular sequence of milestones correlated with age and other developmen-
tal factors;

(B) environmental stimulation as an opportunity for use;

1 The lack of dialogue between linguistic theory and the neurobiological development of lan-
guage, the so called Linking problem (see Fodor 2001) was not limited to the parameter-setting
account, which described language acquisition as a process of ”setting a switch” for a num-
ber of innately-determined parameters. Evidence, though, that children’s grammars actually
changes in discrete steps, is lacking and it is not clear which aspects of syntactic knowledge
should be considered parametric and which is not part of the setting process.
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(C) the emergence of the behavior before its use; and
(D) the evidence that this is not a sign of a goal-directed practice.

Points (A) and (B) are accounted for in any approach on language develop-
ment, with obvious consequences and with several studies reporting data on cases
of language deprivation (see Curtiss 1977, Crain 1991). More important for the syn-
tax early offset hypothesis is to address the issue of precursors for the emergence of
a specific grammatical behavior. What kind of potentialities of a given grammatical
behavior need to be activated during language acquisition (point C) and as a conse-
quence, are these “protogrammatical behaviors” used in diverse contexts, beyond
imitation (point D)?

Starting from point (C), in the field of developmental psychology, the ability
often reported as a precursor for grammatical learning is the one to extract regu-
larity from the input. This is called statistical learning (see Obeid et al. 2016 for a
recent review). Statistical learning accounts have been proposed as optimal tools to
study the process beyond grammatical learning. Sensitivities to regularities of the
input is considered an asset for learning, but not specific for language learning.

The main idea beyond grammar as MCB is that the properties to be acquired
are internal to the grammatical system and are not based on frequency of expo-
sure or cognitive general abilities of extracting regularities. The antithetic argu-
ment proposed in statistical learning approaches compared to an approach based
on the maturation of grammatical knowledge is that instead of assuming that chil-
dren start with knowledge of linguistic categories, categories are abstracted from
statistical regularities in the input. An obvious argument in favour of the grammat-
ically based maturational approach comes from study of discontinuous behaviours
in grammatical development. Data on discontinuous development in the acquisi-
tion of grammar are scarce, but the few that are available support of emergence of
grammar where exposure alone cannot account for the growth and development of
grammar as an organic system (see for example Riches & Garraffa 2017 for a study
on intervention effects in children).

This brief contribution illustrates the relation between the acquisition of gram-
matical knowledge, in particular long distance dependencies subject to interven-
tion, and the accompanying deployment systems required to develop this gram-
matical knowledge.

The first section is devoted to the illustration of the syntactic phenomenon
under investigation. The following two sections discuss special circumstances of
acquisition and loss of competence with intervention structures, such as in the
case of children with language impairment and adults with aphasia. Both cases
are of considerable interest for theoretical models, given that both populations are
far more sensitive to grammatically-based intervention effects compared to expert
speakers due to their atypical computational system (see Garraffa & Grillo 2008 for
language disorders in adults and Friedmann et al. 2009 for language acquisition, as
well as Tsimpli et al. 2017 for an overview on language pathology in linguistics).

2. Grammatically-Based Intervention Structures

The last ten years have seen a proliferation of research on intervention effects in
language impairment, processing and acquisition benefiting from the application
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of the minimality framework, as originally proposed in linguistic theory studies
(Rizzi 1990, 2004, Chomsky 1995). Focusing on language acquisition, minimality
assumes that the nonadultlike behaviours during comprehension of Object Rela-
tive clauses or Object-extracted wh-elements can be described as a case of immature
knowledge predicted by an immature grammatical system (see Friedmann, Belletti
& Rizzi 2009, Belletti 2017). Children with poor production and comprehension of
sentences based on intervention, and in particular sentence with structural similar-
ity between the moved object and the intervening subject (as in 1a), are adopting
a restricted version of locality and they are more sensitive to locality constraints.
In particular, the model makes clear predictions for the syntactic context not fully
developed in child systems, any representations similar to the one described in (1a)
and (1b).

(1) a. +A . . . +A . . .<+A> (identity)
b. +A, +B . . . +A . . .<+A, +B> (inclusion)
c. +A . . . +B . . .<+A> (disjunction)

Between-group differences in both comprehension and production of sen-
tences where minimality can induce grammatically-based interference effects have
been found to be greater in conditions where there is overlap of features between
lexically-restricted NPs (see Friedmann, Belletti & Rizzi 2009). This is fully rep-
resented in the identity condition, (1a), where there is no feature distinction be-
tween positions, making this structure highly complex. Subject dependencies are
excluded in this system, since they do not include an intervener between the tar-
get and the trace and they do not induce intervention effects. Object dependencies
may be a challenging structure to acquire, depending on the internal structure of
the moved constituent and of the intervening element, the subject. The generalisa-
tion which emerges is that if the target of the movement and the intervening subject
are sufficiently different in their internal structure, the configuration is unproblem-
atic, where the critical differential element appears to be the presence or absence of
a lexical NP restriction. This model assumes that the source of difficulties in chil-
dren’s grammatical development is based on a partial encoding of the grammatical
information, not sufficient to parse (1a). Children adhere to a literal version, or
stricter version of the locality principle, requiring distinct feature specifications for
the target and for its intervener, and imposing a disjoint specification.

In these immature grammatical systems, an internal grammatical pressure of
coping with the next level of the configuration, such as the one manifesting the
hardest intervention configuration, could end with production of sentences barely
used in adults and not attested in standard languages. This is the case for example
of the avoidance strategies reported in children’s production of passives in Italian
and its substitution with a set of unattested forms in the matched adult competence
(see Belletti 2017 for details).

Another important aspect of the acquisition of the grammatically-based in-
tervention structures is the assumption of a genuine operation that needs to be
acquired, or in biological terms, the assumption of a dissociation between gen-
eral language abilities and performance on a specific operation. Dissociations be-
tween aspects of language competence are consistent with maturational accounts
of language acquisition (Borer & Wexler 1987, Wexler 2003). For example, Wexler
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(2003) notes that the disappearance of optional infinitives is completely uncorre-
lated with maternal education, IQ, or vocabulary scores, factors which are likely
to be closely associated with general language learning abilities. This dissociation
arises, according to Wexler, because the relevant linguistic knowledge (expressed as
a parameter) adheres to a genetically-determined time frame. A similar argument
could be put forward to explain the data reported in a recent study on intervention
structures in children, where the performance on Object which-questions was re-
ported as not correlated with aspects of performance on sentence comprehension
in different grammatical conditions, such as subject-extracted questions or bind-
ing (Riches & Garraffa 2017). Intervention effects may be subject to a maturational
constraint based on intervention and consequently they are divorced from other
domain-general language abilities. By contrast, non-intervention structures which
are not governed by such a constraint should show a stronger relationship with
overall language abilities.

If this is the case, we should aspect to find in nature a developmental disorder
selective for this operation, a dissociation in the process of acquisition of grammat-
ical based intervention structures compared to the acquisition of other linguistic
operations. We will now discuss some evidence in support of a selective impair-
ment in grammatically-based intervention structures in children with developmen-
tal language disorders.

3. Developmental Language Disorders (DLD): The Case of Syntactic SLI

Lenneberg wrote:

The development of children with various abnormalities provides the
most convincing demonstration that the onset of language is regulated
by a maturational process, much the way the onset of gait is dependent
upon such a process but at the same time the maturational process is
independent of motor-skeletal maturation. (Lenneberg 1967: 131)

According to this approach, internally to language mechanisms we can find a
natural extension of basic principles of organization of behavior, which are adapted
to the specific function of language. This function under natural conditions evolves
to a richer level of organization of the stimuli surrounding a child.

Both the perceived patterns and the self-produced patterns become or-
ganized or grouped in functional categories and hierarchies of category.
Members of a particular category are functionally equivalent because
they either elicit an identical response or they serve one and the same
function within the over-all structure of a particular behavioral pattern.
It is the general principles of differentiation and categorization that ap-
pear in specialized form in verbal behavior. (Lenneberg 1967: 325)

Interesting evidence for an impairment in linguistic knowledge as an effect of
a divergent maturation of the grammatical system is the case of syntactic SLI chil-
dren (Friedmann & Novogrodsky 2007). While typically-developing children with
immature linguistic knowledge may nonetheless display appropriate interpretive
behavior because of the way this partial knowledge is deployed (as presented in
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section 2), children with syntactic SLI reveal a selective impairment of grammati-
cal competence with no sign of immature behavior and no opportunities for nat-
ural development of the operation. These children have severe difficulties in un-
derstanding and producing movement-derived sentences subject to interferences,
such as Object Relative clauses and Object Questions. Their problem is not related
to the syntactic structure but to the mechanism to assign thematic roles in highly
complex configurations as (1a). It is interesting to note that there is a consensus in
the literature in identifying subgroups of language disorders in the large spectrum
of developmental language impairment, with many studies reporting dissociations
between different linguistic capacities (children with lexical retrieval deficit and in-
tact syntax and children with poor phonological processing and no impairment of
syntactic structures).

More important for the biological argument proposed here is the lack of evi-
dence of development of the grammatical behavior in children with syntactic SLI,
with no instances of grammatical strategies in their speech, for example to avoid
complex sentences, and no indication of an immature propositional attitude as a
source of delay. There is no syntactic adaptation in children with syntactic SLI and
syntactic knowledge cannot develop independently to specific structure-frames.
Similar evidence was reported in clinical studies: after training with a particular
construction type, fluent automatic comprehension was not achieved in impaired
children (Bishop, Adams & Rosen 2006).

More research on the mechanisms of grammatical learning and the role of
effective input is needed in these children, to better define the optimal condition
for input exposure, measuring the interaction between grammatical competence
and exposure.

Recently, syntactic priming has been adopted to track the learning of a gram-
matical behavior in children with syntactic SLI (Garraffa, Coco & Branigan 2015).
Syntactic priming, the tendency of reusing a structure previously used, has been
proposed as an optimal tool for investigating children development of grammar,
making it possible to track both the learning of a structure and the grammatical be-
havior beyond the attempted production in a predicted setting (Leonard 2011). Be-
ing primed by a recently heard structure is evidence of sensitivity for a grammatical
pattern, but current studies on structural priming are not guided by theoretically-
based predictions (though see Oltra-Massuet, Sharpe, Neophytou & Marantz 2017).

Preliminary results on the acquisition of subject relative clauses suggest that
the impairment in children with syntactic SLI involves reduced initial learning from
each syntactic experience, rather than atypically rapid decay following unimpaired
initial learning. This result makes it necessary to better define the source of poor
learning rates attested in these children, with in-depth investigations of their gram-
matical competence. Some studies found a deficit in children with syntactic SLI
selective for comprehension of intervention structures, where children are avoid-
ing structure with intervention, but it is not clear if the source of this lack of com-
petence lays in a specific syntactic operation or if for some of them the deficit goes
deeper in the tree-structure (Friedmann, Yachini & Szterman 2015). Language com-
petence in children with syntactic SLI should be investigated within a richer model
of the grammatical development, including sentences not attested in adult speech
but grammaticalised in an immature system. The model of grammar should con-
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sider grammar as a maturational behaviour and describe which grammatical be-
haviours are considered benchmarks for typical language acquisition, framing the
research on language development with targets mirroring the children’s biological
system and not the adult competence.

4. Asyntactic Comprehension in Aphasia

Adults with non-fluent aphasic speech were extensively studied in their compre-
hension of syntactic structures, reporting a well-attested deficit in sentence compre-
hension of intervention-based effects (see Grillo 2008, Friedmann & Shapiro 2003,
as well as Druks 2017 for a review of the theories on agrammatic aphasia).

While neurolinguistic studies have investigated the operational nature of Broca’s
area, aphasiology has not reached a level of integration with the theoretical models
for the investigation and design of therapeutic programs. The lack of integration
between linguistic theory and the neurobiology of language is not unique to apha-
siology. It is a pervasive problem that still persists in the cognitive neuroscience of
language at large, also in the absence of pathology (Poeppel & Embick 2005/2013).
The role of Broca’s area in language processing is still contested, whereas some re-
searchers have attempted to link it to the neural network correlated with the com-
putation Merge (Zaccarella & Friederici, 2015), while yet other researchers argue
for an understanding of Broca’s area as a kind of memory buffer.

Degrees of the activation of Broca’s area were reported to depend on the num-
ber of interveners in a function magnetic resonance imaging (fMRI) study (see Santi
& Grodzinsky 2007), supporting the idea that Broca’s area is involved specifically
in the processing of syntactic operations and that modulation of the activation is
visible by manipulating the number of interveners in the sentence. Other recent
evidence of a modular language-specific role of this area comes from research us-
ing transcranial direct current stimulation (tDCS; Garraffa & Sedda 2017). In this
study, Broca’s area (Brodmann areas [BA] 44/45) was temporarily inhibited in a
group of healthy participants, while a sentence comprehension task was carried
out. A second group of participants received the same stimulation in the temporal
area (BA 22) of the left hemisphere, during the same comprehension task. An effect
in term of reduction in the sentence comprehension was reported only for the group
with the inhibition of Broca’s area, supporting the hypothesis for a core functional
engagement for syntactic processing with no involvement of the left temporal area
for core processing of syntax.

The loss of (syntactic) processing abilities has been proposed to be at the core
of the deficit in individuals with non-fluent aphasia, with some models aiming
at integrating linguistic theory and syntactic processing. A first attempt to inte-
grate both processing-based and representationally-based accounts was recently
proposed in the investigation of the poor comprehension of long-distance depen-
dencies. The hypothesis proposed that the processing deficit at the core of the ac-
quired language deficit is what compromises the representation of the full array
of morphosyntactic features normally associated with syntactic elements, thereby
giving rise to Minimality Effects in specific syntactic configurations (see Garraffa &
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Grillo 2008).2 The cause of aphasics’ limited processing capacities with non-local
dependencies is in their impairment in retaining the activation of the representation
of all the morphosyntactic features associated with syntactic nodes. Thus some of
the features needed for the computation of structures involving dependencies over
possible interveners may be absent with a consequent underspecification of the
structure; compare (2a) with (2b). While expert speakers can differentiate the ele-
ment due to their structural position and composition, those individuals with an
acquired deficit do not have enough resources for maintaining active the full rep-
resentation. A crucial consequence of the model presented below is that the deficit
is not selective to people with agrammatic aphasia, but it can be adapted to any
instance of poor processing resources.

(2) a. . . . X
[ . . . ]Q

. . . Z
[ . . . ]A

. . . Y
[ . . . ]Q

Expert speakers

b. . . . X
[ . . . ]A

. . . Z
[ . . . ]A

. . . Y
[ . . . ]A

Impaired speakers

This leads us to expect an asymmetry in aphasic treatment of dependencies:
those involving one NP crossing over another similar one are reported to be more
problematic than those that do not involve such a configuration. The asymme-
try reported in many studies between aphasic comprehension of object movement
(which implies crossing of the subject NP) versus subject movement (which does
not imply crossing of any NP) supports the intervention hypothesis (Sheppard,
Walenski, Love & Shapiro 2015).

This approach to aphasic comprehension and to grammatical deficit in gen-
eral has interesting consequences for the definition of a theory of the grammatical
nature of linguistic processing. For example, in much work on sentence processing
there is an explicit reference to the concept of complexity (see Just, Carpenter &
Keller 1996). Their model is based on the assumption that a working memory for
language functionally separated from the representation of linguistic knowledge
is at the core of the deficit reported in people with non-fluent aphasia. To define
more clearly what complexity is, linguistic knowledge is required. Without a clear
description of complexity and a theoretically motivated set of predictions, the best
we could hope to achieve would be a list of structures ordered by their complexity
judged according to empirical measures. We will thus know which structures are
easier and which are more difficult to process, but we will not know why this is
so nor will we have a definition of complexity, merely a descriptive tool. Under-
specification in individuals with aphasia would be caused by any (permanent or
temporal) reduction of syntactic processing capacities. General slowing of lexical
activation and a concomitant delay in the formation of syntactic dependencies in-
volving “moved” constituents and empty elements was reported in many studies
with people with aphasia (Love, Swinney, Walenski & Zurif 2007).

On the basis of minimality, it is possible to provide a definition of complex-
ity unfolding the composition of the structure and its number and quality of mor-
phosyntactic features which need to be maintained active in the syntactic represen-
tation in order for the computation not to crash. A clear set of predictions can be

2 The reader is referred to Starke (2001), Rizzi (2004), and Grillo (2008), for the original formu-
lation of Minimality Effects in term of classes of features.
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generated on the basis on the nature of the comprehension deficit in people with
aphasia with specific crosslinguistically predicted differences.

The rationale behind this approach is that the full representation of the mor-
phosyntactic feature structure of a syntactic constituent has a processing cost and
that a computational system driven by (among other factors) economy considera-
tions might try to avoid those costs. Delaying the representation of required feature
structure implies delaying the representation of required positions in the structure;
for example, a delay in the representation of a feature on the head of a relative
clause implies that the chain member in CP will not immediately be represented,
with predictable consequences once the parser encounters evidence for the neces-
sity of the postulation of those features/members.

An advantage of the formulation of the acquired impairment in terms of fea-
ture structure is that not only we can predict the nature of the source of a pre-
ferred structure, on the basis of minimality, we can also predict in what kind of
environments this preference for less costly structures will turn into a mistake. Fur-
thermore, this approach has the clear advantage of treating mistakes as structures
ruled out by grammatical principles. Generation of featurally impoverished syn-
tactic structures allows us to rule them out on a par with other more standard cases
of syntactic violation.

5. Conclusion

As Lenneberg pointed out in his monograph, accounts of language should consider
it as an MCB—a maturationally-controlled behavior—and investigate the evolution
of coherent developmental stages predicted by both neurodevelopmental growth
and a rich language environment as a trigger for acquisition. In the case of devel-
opmental language impairment, we should be conducting research to find out what
kinds of input are most effective for children who are at genetic risk. It is possible
that rather than more language input, they may do best with a different kind of lan-
guage input, specifically tailored to take into account children’s cognitive strengths
and weaknesses.

For adults with aphasia, there is a need for developing training based on
language exposure to specific grammatical properties, aiming at generating effects
of short-term cortical plasticity after specific language learning tasks. It seems that
short training of less than an hour of high cognitive demand can induce microstruc-
tural changes in the cortex, suggesting a rapid time scale of neuroplasticity (Hof-
stetter, Friedmann & Assaf 2017). At the moment there are no intervention pro-
grams for people with aphasia designed with insights from linguistic theory and
the neurobiology of language. The absence of theoretically-motivated programs is
a lack of evidence for informing both language recovery and language retention.
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Can a Morphological Feature of Dendritic

Structure be Linked to Language Acquisition?

Harvey M. Sussman

1. Introduction

Eric Lennenberg (1967) popularized the notion of a critical period for language ac-
quisition, an ideal developmental time window, from approximately age two to
puberty, beyond which achieving native-speaker like competence is greatly dimin-
ished. The critical period hypothesis (CPH) has been and continues to be a much
discussed and controversial topic, particularly in the context of second language
acquisition (for a review see Birdsong, in press). My contribution to this discussion
is very limited and focused on a specific issue—that is, can an enhanced, develop-
mentally-based feature, empirically documented within a neuron’s dendritic ar-
borization, play a role in language acquisition?

A reasonable expectation is that in a normal postnatal environment, a func-
tional enrichment of neuronal circuitry interconnecting brain regions engaged in
speech and language processing should parallel and underlie the emergence of a
natural language in a child. From initial vocalic-like cries and squeals, to canonical
and variegated babbling, to first words, to two word utterances, and culminating
in the production of sentences, one would expect a concomitant maturation of the
complex neural infrastructure mediating this genetically and experientially driven,
but poorly understood, cognitive achievement.

What may be unreasonable, however, is an expectation of linking neuroanatom-
ical features of micro-level structure to cognitive function. Fifty years ago, Lennen-
berg cautioned against making such claims:

As biologists we cannot discern meaning or purpose of specific anatom-
ical developments. (Lenneberg 1967: 33)

Thus the microscopic anatomical detail does not contribute to our search
for histological correlates of speech and language. (Lenneberg 1967: 56)

Broca’s area consists of large cells in the third and fifth cortical layer, but
it is doubtful that this is relevant to language. (Lenneberg 1967: 62)

If Lenneberg were alive today, with our assortment of brain imaging techniques,
would he still make such claims? Lenneberg readily admitted that “anatomy is
a descriptive science” and as such, “[. . . ] does not imply knowledge of causality
[. . . ]” (1967: 33). My guess is that Lenneberg would still hold fast to his 1967 con-
victions.
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Arnold Scheibel and colleagues (Scheibel et al. 1985, Scheibel 1990, 1992),
employing sophisticated techniques for microscopic scrutiny of postmortem hu-
man tissue samples, have cautiously suggested that the basilar dendritic branching
pattern of cortical pyramidal neurons in left opercular cortex, might reveal a vi-
able, underlying neuronal correlate of speech/language development during early
childhood. Scheibel dubbed this dendritic branching network a “fossilized record”
and an “organic autobiography” reflecting the neuro-ontogenetic development of
an individual’s cognitive experiential interactions with the environment.

The goal of this paper is to (1) review Scheibel’s studies and the evidence for
this claim; and (2) critically evaluate whether the neurodevelopmental processes
underlying language acquisition can ever be, with confidence, causally related to
specific morphological features of the cortical neuropil.

2. Neurophysiological Evidence for Age-Related Developmental Plasticity

The interaction of inherent genetic programs with environmental exposures and ex-
periences directly determines the course of neurogenesis (growth and subsequent
pruning of axons, dendritic arbors, and synaptic interfaces) of the brain (Tau & Pe-
terson 2010). Both nonhuman and human studies have convincingly shown that
the plasticity of neurosensory systems is greater during early development than in
a mature organism (Harrison et al. 2004). Numerous animal studies have demon-
strated the critical, time-sensitive, importance of early sensory input in brain devel-
opment. Most famously, Wiesel & Hubel (1963, 1965) documented the detrimental
effects of neonatal monocular deprivation on visual cortical wiring responsible for
the development of ocular dominance columns in kittens. Critical periods in the
human visual system have also been well documented—for example, failure to cor-
rect for congenital cataracts in infants by 6 months of age or strabismus by 7 years of
age produces irreversible impairments in the visual system (Levi & Li 2009, Maurer
et al. 1999). Tau & Peterson in their review of normal and abnormal development
of neural circuitry conclude:

Thus, certain epochs in the maturation of neural circuits for vision ap-
pear to constitute critical periods of developmental vulnerability, times
when experiential input is necessary for the normal development of
specific neural circuits and their functional capacities, and without which
the potential for development of those functional capacities is lost for-
ever. (Tau & Peterson 2010: 154)

Similar studies have shown critical periods for thalamocortical connectivity
in the auditory system. Zhou & Merzenich (2008) and Barkat et al. (2011) exposed
mice to narrowly restricted sound inputs and showed subsequent developmental
alterations in tonotopic maps in primary auditory cortex. Harrison et al. (2004)
examined the issue of an age-related sensitivity period in human language devel-
opment based on age of cochlear implantation in congenitally deaf children. Age
at implantation is the equivalent of “duration of auditory deprivation.” Eighty-
two children, who received implants ranging from 1 to 15 years, were tested with
a battery of auditory and speech comprehension tests prior to implantation, and
at regular intervals up to 8 years post-implantation. Children implanted at 5 years
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or younger revealed the highest post-implant test scores across the battery of tests.
For all age-at-implant groups, “a point in time is reached after which gains are lim-
ited or absent” (Harrison et al. 2004: 255). The authors, however, were very explicit
in concluding that it is highly unlikely there is one critical period. The language-
related behavioral outcomes have many underlying neural mechanisms, each with
their own developmental timetable. The preferred conclusion was that there is a ro-
bust age- related plasticity effect, and the earlier the implant, the better the overall
outcome.

The next section provides a rudimentary review of early developmental mile-
stones in the infant brain that will provide a backdrop for subsequent sections.

3. Primer on Normal Development of Brain Structure in Infancy

By the end of the first year of life the human brain is approximately 70 % of its
adult size, and by age 2, about 80 % of adult size, with a hierarchical progression
of cerebellum growth first, followed by subcortical areas, and culminating in the
cerebral cortex. Cortical synaptogenesis across the first two years of life is charac-
terized by the elaboration of dendrites, spines, and synapses, within both pyrami-
dal cells and GABAergic inhibitory interneurons (Mrzljak et al. 1992). Progressive
and regressive developmental events that began in utero, continue in postnatal life,
fine-tuning local synaptic connections spreading across long range cortical circuits
(Knickmeyer et al. 2008).

The overall time course of synaptogenesis occurs at different rates across cor-
tical regions (Huttenlocher & Dabholkar 1997). The time course for fine tuning neu-
ral circuitry, as well as myelination, follows a path of sensory and motor cortices
first, followed by association cortices and the corpus callosum, and lastly cortical
areas sub-serving higher cognitive functions (Levitt 2003, Paus et al. 2001). Diffu-
sion tensor imaging studies have shown that the highest rates of increase of white
matter tracts occur before the age of 10, proceeding at different rates in different
brain regions, and continuing well into adulthood (Ashtari et al. 2007). Gogtay
et al. (2004) analyzed magnetic resonance imaging (MRI) data from 13 individuals
spanning the age range of 4–21 years of age, each scanned four times at 2-year inter-
vals. Cortical gray matter volume began to decline in late childhood/adolescence,
proceeding in a “back-to-front” direction, occurring first in sensorimotor areas, fol-
lowed by association areas, and lastly in higher-order cortical areas (superior pre-
frontal cortex and posterior parietal cortex).

The consensus view of cortical thinning (pruning of synapses, axons, and
dendrites) is that it is a marker of cortical maturation. Such developmental events
refine connectivity within local and widely distributed networks, and enhance the
efficiency and fidelity of signal transmission (Tau & Peterson 2010). Supportive
evidence for this hypothesis comes from MRI studies examining overall brain meta-
bolism showing that it declines at ages 9–10 years to reach adult levels by age 16–18
years (Chugani 1994). This fine-tuning of neural circuits is believed to be primarily
“activity-dependent,” that is affected by environmental influences, as well as by
genetic factors (Rakic et al. 1994).

Of relevance to a “critical window” for cognitive development, Kostovic et al.
(1995) reported that in prefrontal cortex the number of dendritic spines on layer IIIc
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pyramidal neurons, reflecting associative and commissural projections, peaks at 29
months and declines after 6 years of age. Also, of particular relevance to a critical
period hypothesis, is the fact that during the “plateau phase” of brain development
(i.e., brain size only grows from 80-to-90 % of adult size between the ages of 2-to-5
years), both myelination expansion and synaptic shaping are particularly active.

Travis et al. (2004) examined the basilar dendritic systems of pyramidal neu-
rons across hierarchically arranged regions of human infant cortex to compare re-
gional differences in neonate brains, as well as comparing infant regional dendritic
patterns to well established adult patterns. Tissue blocks were removed from four
areas in the left hemisphere—primary (Brodmann area [BA] 4, BA 3-1-2), unimodal
(BA 18), and supramodal (BA 10) from four neurologically normal neonates (aged
1 to 41 days). Their findings revealed that the relative regional pattern of dendritic
complexity in the neonate was basically the inverse of adult patterns. In infants BA
4 exceeded BA 10 in total dendritic length (52 % greater) and dendritic spine num-
ber (67 % greater). The inverse is true in adult brains, with BA 10 > BA 4. Thus,
the developmental time course of basilar dendritic systems is heterochronous and
more protracted for supramodal cortex regions (BA 10) than for primary or uni-
modal regions. The more complex pyramidal neurons in the adult are relatively
immature at birth, develop more slowly than those in primary cortical regions, but
ultimately exhibit more complex dendritic/spine systems with aging.

4. Dendritic Branching Patterns in Language Areas of Postmortem Human

Brain Tissue

Arnold Scheibel was one of the earliest to speculate that the pattern and complexity
of a neuron’s dendritic arborization, specifically the number and length of furcat-
ing branches, could be a biological marker reflecting the level of computational
processing of those neurons. The dendritic branching patterns emanating, in three-
dimensional space, from a neuron’s soma, were thought to reflect a “fossilized
record” of the ontogenetic growth pattern of that neuron, from gestation to mat-
uration during the individual’s life span (Scheibel et al. 1985, Jacobs & Scheibel
1993, Jacobs et al. 1993).

In the original seminal study (Scheibel et al. 1985), human brain tissue was
obtained following autopsies of 20 cadavers (10 male and 10 female) with mean
ages of 52.2 and 47.8 years respectively. Tissue blocks (1–2 cm along the long axis of
the gyrus) were removed from similar areas of both hemispheres (prefrontal cortex
and Broca’s area). Staining and empirical analyses were restricted to the (easier to
trace) basilar dendrites of supragranular pyramidal cells in lamina III of the cortex.
Apical dendrite branches proved too difficult to confidently identify and measure
individual branches due to the high “neighborhood density” of nearby branches
from other cells (Jacobs, personal communication).

The entirety of each neuron’s dendritic arborizations were traced by means of
a camera lucida, entered to a computer via a digitizing tablet, where lengths of the
branching orders were meticulously measured in micrometers. Dendritic branches
arising from the soma of a neuron were labeled in sequence such that the initial
branch was the first-order segment until it furcates into second-order segments,
which then furcate into third-order segments, etc. Segments 1–3 were labeled as
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proximal, and segments 4–6 as distal branches, which appear with developing age.
The lengths of the 3D dendritic segments were labeled as x1 y1 z1; x2 y2 z2; x3 y3 z3;
x4 y4 z4; etc.

The total dendritic length (tdl) of right and left hemisphere neurons (adding
the cumulative lengths of all six branch segments) were comparable, but interest-
ingly, the higher order branches 4–6 in the left hemisphere contributed a signifi-
cantly greater percentage to the tdl relative to the right hemisphere’s higher order
distal branches. Stated in another way, even though the total dendritic lengths were
basically identical, the higher order distal branches were distinctively and relatively
longer in left language areas relative to their homologue in the right hemisphere. A
relatively longer dendritic branch allows for a greater number of dendritic spines
to establish functional synapses onto that neuron, and thus provide a richer synap-
tic input pattern onto that neuron. Proximal segments are known to develop early
ontogenetically and appear, despite continued growth and resorptions, to be rela-
tively stable across epigenetic influences in animals (Carughi et al. 1989). Distal
branches develop later ontogenetically, and are remarkably sensitive to environ-
mental and activity-dependent influences.

In a similar study, Jacobs et al. (1993) analyzed basilar dendrites of supra-
granular pyramidal neurons from blocks of tissue extracted from left hemisphere
superior temporal cortex (so-called “Wernicke’s area”). Postmortem tissue sam-
ples were obtained from 20 neurologically normal individuals (10 males and 10
females ranging in age from 13 to 47). Education level (less than high school, high
school, and university) was available. Significant inter-individual variation in den-
dritic measurements (total dendritic length, mean dendritic length, and dendritic
segment count) were reported that roughly reflected individuals’ personal back-
grounds. The most pronounced finding was in total dendritic length of 3rd and
4th order branches as education levels increased. Distal branches were 76 % longer
than proximal branches, and also exhibited greater variability. The effect of envi-
ronmental enrichment on shaping the neuronal cortical micro-structure of lab ani-
mals (e.g., Greenough et al. 1973, Green & Greenough 1986) is well established. The
results of Jacobs et al. (1993) seem to extend this finding to morphological growth
patterns in human brain tissue.

5. Dendritic Morphological Development in Infants and Early Childhood

Scheibel (1992) examined postmortem tissue samples of infants (n = 17) spanning
the ages of 3 to 72 months. The number of brains examined in each age group-
ing was four at 3 months, three at 5–6 months, two at 12–15 months, four at 24–36
months, and four at 42–72 months. The analysis was limited to infragranular pyra-
midal cells of layer V. As in all previous studies by the Scheibel group, the dendritic
number and length measures were taken along the 3D branching sequence as 1st

order, 2nd order, 3rd order, etc. A total of 276 neurons were analyzed, yielding 941
1st order dendrites, and several 1000’s of higher order branches. Specimen tissue
samples were obtained from four cortical sites: left and right pars opercularis and
triangularis (Broca’s area), and the most inferior gyri of the precentral gyrus, an
area destined to mediate motor control of the orofacial musculature.
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Figure 1 presents stained images of neurons analyzed at 3 months, 24 months,
and 72 months, obtained from Broca’s and oro-motor cortical regions, from right
and left hemispheres. One developmental factor that can be ascertained from this
image is that higher order (4th and 5th) distal dendritic branches have already formed
by 24 months in both hemispheres, but appearing somewhat more dense in the left
hemisphere in this isolated cross-sectional sample at 72 months.

The major conclusions from this study were: (1) histological development
of the right hemisphere greatly exceeded that of the left at birth, but was gradu-
ally overtaken and surpassed by the left hemisphere as language capacity devel-
oped; (2) the rate of dendritic development, as measured by number and length
of branches, was initially greater in motor speech areas controlling orofacial and
laryngopharyngeal musculature relative to BA 44 and 45, thought to mediate more
language-related activity; (3) though there was no significant difference in total
dendritic length across the two hemispheres, the more proximal branches (1st, 2nd,
3rd) tended to be shorter, and the longer more distal branches (4th, 5th, 6th) were
more numerous in the left hemisphere. Proximal branches develop during the pre-
natal period, while distal branches emerge and grow appreciably later during the
postnatal period. Furthermore, the more distal branches are the only segments
likely to respond to variations of environmental sensory input (Diamond 1988).
Complicating this issue, however, is the more recent findings of Travis et al. (2004),
also examining basilar dendritic neuropils of pyramidal neurons, that showed the
order of synaptogenesis maturation in infants was 180 degrees out of phase with
adult brains when relative cortical regions were compared.

6. Caveats in Attempting to Identify Micro-Level Neural Correlates Underly-

ing Language Acquisition

The basic premise of the Scheibel group (particularly Scheibel et al. 1985 and Jacobs
et al. 1993), was that (1) greater relative lengths of distal dendritic branches of corti-
cal pyramidal neurons (in left hemisphere language areas) provide a larger surface
area, thus allowing for greater proliferation of dendritic spines, and hence higher
densities of potential synaptic inputs to that neuron. This section now provides
neuroanatomically-based arguments that dilute the Scheibel hypothesis.

Measuring specific features of morphological cell structure from postmortem
tissue specimens has serious limitations. At the core of the limitations are sam-
pling issues. After staining a small “snapshot” of brain tissue, it is microscopically
examined, searching for visible and structurally intact dendritic arborizations. In
the Scheibel studies ten neurons (per hemisphere) were randomly selected and an-
alyzed from each individual brain, following standard criteria. To put these num-
bers into proper perspective, it has recently been estimated that the human brain
contains approximately 86 billion neurons (Herculano-Houzel & Lent 2005). The
numerology of estimating synapses is not as precise, with a range of 1014 to 1015

(100 trillion to a quadrillion). In more manageable numbers, a cubic millimeter
of brain tissue has been estimated to contain approximately 100,000 neurons and
1 billion synapses (Hubel 1979). Whatever the exact figure, do the math. More
importantly, there is no way of knowing whether the few neurons measured by
the Scheibel lab were actually engaged in language-related processing during the
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Figure 1: Stained images of neurons analyzed at 3 months, 24 months, and 72 months, obtained
from Broca’s and oro-motor cortical regions, from right and left hemispheres.
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life span of the deceased, and moreover, nothing can be ascertained about where
afferent inputs were coming from, or where axonal outputs were going.

Another complicating issue is that neurons are likely to operate in a function-
ally shared manner—neuron X may be functionally active during a particular lan-
guage function, say syntax, and also active in concert with different networks when
performing mathematical operations, or accessing memory/attentional circuitry at
another moment in time (Fuster 2006). The newly recognized relevance of a “tem-
poral view” in speech perception, namely how different oscillating brain rhythms
may be scaled for the encoding of varying, linguistic-based, information chunks
(e.g., 500–2000 msec for intonational contours, 150–300 msec for syllable structure,
20–80 msec for rapidly changing featural information), suggests that the same un-
derlying neural substrate can be operative for different encoding/decoding opera-
tions across different temporal processing windows (Poeppel 2014, Giraud & Poep-
pel, 2012, Luo & Poeppel, 2007). Thus, a specific morphological feature of the neu-
ropil may play different roles relative to the changing time constants in play at the
moment. However, a counter argument can also be made that the greater overall
complexity of synaptic connections (due to longer distal dendritic branches) can
provide the means for efficient “multi-memberships” across the various time con-
stants of functional cognitive processing.

Another issue is the simple fact that language is not a single, stand alone,
cognitive function. Neural circuitry underlying memory and attention must also
co-develop and interactively support language-based operations. So, when a single
layer III pyramidal neuron is selected to examine its dendritic/spine morphology,
that neuron’s specific cognitive role is unknown and, moreover, indeed unknow-
able.

Another sampling-based caveat is that all the tissue samples used in inves-
tigations measuring dendritic branching/spine structure were from the cerebral
cortex. The cerebral cortex receives all of its inputs directly from the thalamus,
and is constantly in reciprocal communication with the thalamus, which is, un-
derstandably, rarely analyzed in human postmortem anatomical studies (Sherman
& Guillery 2001). In language functioning, both the cerebellum and basal ganglia
have crucial roles in both planning and selecting aspects of speech motor activa-
tions. These subcortical structures reach developmental maturation before synap-
togenesis is fine-tuned in the cerebral cortex (Tau & Peterson 2010), but do not usu-
ally get discussed when language acquisition in the context of a critical period is
discussed.

Additional sampling alternatives of what and where to measure can also in-
fluence outcomes. Which is more relevant — the postsynaptic matrix or the presynap-
tic matrix? The Scheibel group has settled exclusively on the postsynaptic matrix,
the graded potentials arriving onto the dendritic branching arbors of the receiving
neuron’s cell body. What about the presynaptic matrix? How does density of axon
boutons affect emerging circuits, or stage of myelin development, or number of
collateral branches off an axon?

Compounding the overabundance of possible morphological features to an-
alyze, another concern is the continued growth of neurons. Elston & Fujita, in their
extensive staining studies across sensory, association, and executive human cortex,
concluded that
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dendrites and spines of pyramidal cells continue to grow throughout
the entire life cycle, including infancy, childhood, adolescence, adult-
hood and senescence, as a normal process [. . . ].

(Elston & Fujita 2014: 6)

They go on to say that

[i]n essence, though there may be a net reduction in spine density in
the dendritic trees of cells from 3.5 months of age into adulthood, new
spines are continually grown through this period.

(Elston & Fujita 2014: 6)

Perhaps sheer numbers of dendritic spines is not really that important. Regressive
neurogenesis prunes away millions of non-functional synapses throughout devel-
opment. A relatively smaller number of highly functional synapses is what gets the
job done, not the over abundances characterizing earlier stages of development.

Yet another problem in selecting brain tissue samples is the vast differences
encountered as a function of cortex region. Jacobs et al. (2001), explored differences
in dendritic/spine extent across several human cortical regions. They limited their
sampling to basilar dendrites/spines of supragranular pyramidal cells across eight
different Brodmann areas that spanned a functional hierarchy from primary cortex
(somatosensory BA 3-1-2; motor, BA 4); unimodal cortex (Wernicke’s area, BA 22;
Broca’s area (BA 44); heteromodal cortex (supplementary motor area, BA 6; angular
gyrus, BA 39); and supramodal cortex (superior frontopolar zone, BA 10; inferior
frontopolar zone, BA 11). Primary and unimodal cortices were designated as low
integrative regions relative to heteromodal and supramodal areas which were des-
ignated as high integrative areas. Tissue samples were only obtained from the left
hemisphere, from 10 neurologically normal individuals, five male and five female,
spanning the age interval of 13–47. Ten neurons were sampled from each region,
and evaluated by total dendritic length, mean segment length, dendritic segment
count, dendritic spine number, and dendritic spine density. Dendritic systems in
primary and unimodal regions were consistently less complex than in heteromodal
and supramodal areas. For example, total dendritic length in BA 10 (frontal cortex)
was 31 % greater than in somatosensory cortex (BA 3-1-2), while dendritic spine
number was 69 % greater. Jacobs et al. conclude:

These findings demonstrate that cortical regions involved in the early
stages of processing (e.g. primary sensory areas) generally exhibit less
complex dendritic/spine systems than those regions involved in the
later stages of information processing (e.g., prefrontal cortex).

(Jacobs et al. 2001: 558)

A complex cognitive function such as language spans the entire range of this cor-
tical hierarchy—primary, unimodal, heteromodal, and supramodal, and in most
instances, in ways not even remotely understood.

7. Conclusions

The human brain is the most complex biological structure to ever evolve, and
language is perhaps the most miraculous emergent property emanating from this
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“alien” structure. The relative dendritic lengths of a miniscule number of randomly
analyzed neurons cannot, unfortunately, provide the necessary insights to under-
stand how a child develops language in the first decade of life. What is inescapable
is the fact that a child’s self-generated oral movements and reception of speech
sounds, shape their developing connectomes when it is extremely ripe for input,
learning and eventual fine tuning, just like Eric Lenneberg said fifty years ago.

Perhaps the only realistic methodological approach in seeking potential neu-
ral correlates of language acquisition is to (i) enlarge one’s observational lens and
(ii) restrict your search to post mortem tissue samples from brains of extraordinarily
(linguistically-speaking) gifted individuals.

With regard to (ii), Amunts et al. (2004) performed cytoarchitectonic scrutiny
(morphometry and multivariate statistical analyses) of random cortical tissue sam-
ples within BA 44 and 45, from the brain of Emil Krebs (1867–1930), a diplomat who
was known to have fluently spoken more than 60 languages. Histological sections
(20 mm), taken from both hemispheres, were stained to see only cell bodies. Visual
area BA 18 was also included as a comparison to language-related neocortex. The
fraction of cortical volume occupied by cell bodies was estimated by measuring the
the gray level index (GLI), using an image analyzer. The laminar changes in the
volume of cell bodies, from the pial surface to the white matter, were quantified
and displayed as GLI profiles, consisting of 10 shape-describing features. The 10
features were subsequently used in a canonical principal component analysis that
clearly showed the separation distances of Krebs’ cytoarchitecture features from
control brains. The cytoarchitecture of Krebs’ brain differed significantly from the
controls in both left and right hemisphere BA 44, but was most pronounced in right
hemisphere BA 45. Of the 10 statistical features of the GLI profile, the maximal
difference concerned the feature “dsk,” which is an index of the degree of lamina-
tion between supra-granular layers (I to III) and infragranular layers (V and VI).
Another profile feature (dmGLI), which reflects variations in volume fraction of
cell bodies between cortical layers and sublayers across the whole cortex, revealed
striking differences between Krebs and the control brains. Krebs’ brain had differ-
ent arrangements of cell bodies across the cortical lamina relative to controls, but
not in the absolute amount of neuropil. There were no differences found in cy-
toarchitecture laminations in visual area BA 18, and thus Krebs’ brain exhibited “a
local microstructural specialization” (Aumnts et al. 2004: 350). Interestingly, Krebs’
brain showed a highly unusual pattern of hemispheric asymmetries—maximal cy-
toarchitectonic symmetry for BA 44, and maximal hemispheric asymmetry for BA
45, which may have enhanced his multi-lingual talents.

So, in one respect Eric Lennenberg has been proven wrong, as he once said:

There is no cytoarchitectural peculiarity of the cortical areas involved in
language. (Lenneberg 1967: 61)

But Lennenberg was most likely talking about normal human beings, not Emil
Krebs. Unfortunately, opportunities to examine brain tissue from individuals like
Emil Krebs do not come along too often.
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Innate Mechanisms for Acquiring Syntactic
Displacement

Misha K. Becker

1. Introduction

The central arguments within Lenneberg’s thesis of a biological basis for language
are the species-specific nature of the physiological and neurological structures that
make language possible, the cross-species uniformity of language development
(the fact of its acquisition as well as its developmental path, irrespective of culture,
race, etc.; excepting cases of pathology), and the transformational nature of syn-
tax. Transformational syntax forms an important piece of support for Lenneberg’s
discontinuity theory of the evolution of language, meaning that human language
has not descended directly from communication systems found in non-human an-
imals (i.e., our shared ancestors). This is because transformational syntax is also
species-specific, i.e. not found in the communication systems of other animals.

Transformational syntax allows us to convey complex and abstract meanings,
rather than being limited to the here-and-now (e.g. alarm calls) or to simple seman-
tic relations, and it enables us to transform our expressions through syntactic dis-
placement, or movement. In this short paper I will address some questions about
how human children come to acquire the meanings of semantically abstract predi-
cates, how they figure out which strings of words are generated by displacing op-
erations, and the sense in which the tools that allow children to acquire both these
things are innate. The inspiration for this research can be traced to some of the
central themes in Lenneberg’s important work.

2. Displacement

The examples Lenneberg drew on to illustrate the transformational nature of hu-
man language syntax involved syntactic ambiguity: the surface form They are boring
students is compatible with two underlying structures, neither of which is given os-
tensively to the child learner. Such types of sentences present an interesting puzzle
and a demonstration of the necessity for learners to determine the underlying struc-
ture of a sentence which may not be straightforward to determine from its surface
properties. Another example of this puzzle, and one that intersects with the puzzle
of children’s word learning (in particular, predicate learning), concerns what Lees
called “multiply ambiguous adjectival constructions,” such as John is tough to please
(Lees 1960). It is not that the sentence itself is structurally ambiguous, but rather it
has a “constructional homonym” (Chomsky 1964) in surface-similar sentences like
John is eager to please. Thus, while not ambiguous in the adult grammar, the string
of words cannot be mapped unambiguously onto its underlying structure without
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prior knowledge of what the main predicate means. In the case of children, how-
ever, we can’t assume that the lexical meaning of such abstract predicates is known
a priori.

Within movement-based approaches to syntax, such as Government–Binding
Theory or Minimalism, phrases are generated in one position, as determined by
their argument structure relations, and then they can move to a different position
in the sentence (driven and constrained by structural requirements) where they are
pronounced on the surface. When NPs are displaced like this there is a difference
between where the phrase is spoken and where it is interpreted. In order to repre-
sent these sentences correctly, children have to figure out where the displaced NP
is interpreted.

I will limit the discussion here mostly to raising (1) and tough-constructions
(2).

(1) Donaldi seems [ti to be lying]
(2) Melaniai is tough [PROi to please t]

The well-known structure in (1) presents a case in which the matrix subject
Donald has raised into the subject position of the main clause from the subject po-
sition of the embedded clause. Thus, although Donald is local to seem on the sur-
face, its selecting predicate (the predicate it is semantically related to) is the non-
local predicate be lying. Tough-constructions have evaded a clear syntactic analysis
within the GB and Minimalist frameworks (Chomsky 1977, Lasnik & Uriagereka
1994; but see Hicks 2009 for one recent Minimalist account), but they likewise in-
volve a structure in which the matrix subject is not interpreted in its surface posi-
tion. Instead, it is interpreted as the object of the embedded verb (in this case, the
theme of please). Thus, in both of these constructions the subject of the main clause
is not an argument of the (surface-local) matrix predicate (seem or be tough).

The question for acquisition, then, is how learners figure out the underlying
structure and interpretation of these sentences. A possible answer comes from the
Semantic and Syntactic Bootstrapping hypotheses, two accounts of how children
use inductive biases about language structure in order to “bootstrap” themselves
into the grammar. In a nutshell, Semantic Bootstrapping is the idea that since there
is a regular and (mostly) reliable mapping between semantics and the syntactic
category or function of constituents (nouns often label objects (DP in VP), verbs
(vP/VP) often label events and states, subjects (DP in vP) are often agents), children
could use the expectation of this mapping to figure out some basic aspects of syntax,
such as word order (Grimshaw 1981, Pinker 1982). If you hear the sentence The dog
is chasing the cat while viewing a scene in which a dog is chasing a cat, and if you
know which objects the nouns dog and cat map onto and that the agent (the chaser)
should be the syntactic subject, and if you can infer that chase means something like
“pursue,” then you could determine that your language has Subject-Verb-Object
(SVO) word order. In this way, the child uses expectations about semantic patterns
to bootstrap into syntax. The expectations themselves are taken to be innate (not
learned from experience) and specific to language (that is, domain specific).

Evidence for the bias to map animate or agentive NPs to the most prominent
syntactic position comes not only from psycholinguistic studies with children and
adults (Clark & Begun 1971, Trueswell & Tanenhaus 1994, Mak et al. 2002, Traxler
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et al. 2005, Becker 2005, Becker & Estigarribia 2013), but also from argument hi-
erarchies in language that are based on broad typological patterns. Well-known
hierarchies such as the Animacy Hierarchy (Silverstein 1976, Dixon 1979) and the
Thematic Hierarchy (Jackendoff 1972), as well as the Promotion to Subject Hier-
archy (Keenan 1976) show how widespread the preference is in human language
to associate animacy and agency with syntactic prominence, and inanimacy with
lower positions. While this does not in itself necessitate an appeal to innateness,
many linguists believe that typological universals are good candidates for innate
components of language. Furthermore, there is recent neurolinguistic evidence
for anatomically distinct cortical areas for representing agents and patients in sen-
tences (Frankland & Greene 2015). Once again, by itself this does not necessarily
point to innate knowledge of agents vs. patients, but combined with typological
universals and psycholingusitic evidence, it is strongly suggestive of a biological
basis or predisposition for this knowledge—as Lenneberg already recognized (see
Piattelli-Palmarini, this issue for discussion).

There is wide support for the biases underlying Semantic Bootstrapping aid-
ing early parsing of what Keenan (1976) called “basic sentences.” One problem
in applying this type of approach to sentences like (2) and (1), however, is that,
as mentioned above, these sentences have “constructional homonyms,” surface-
similar sentences that are generated by very different underlying structures. They
are exemplified in (3) and (4), respectively.

(3) Donaldi claims [PROi to be tremendous]
(4) Melaniai is eager [PROi to please e]

Thus, these constructions provide another example of the challenge Lenneberg
alluded to with structurally ambiguous sentences. Prior to knowing what claim or
seem means, the sentence is structurally ambiguous. A second shortcoming of Se-
mantic Bootstrapping is that this procedure depends upon learners’ ability to infer
the meanings of individual words from observing what is going on in the world
when words are uttered. Rarely are individual words used to label events or prop-
erties in isolation, outside of the context of a sentence. Thus, while it may be reason-
ble to assume that children could figure out the meanings of some concrete nouns
(dog, cat) from observing the world, most words, verbs in particular, are not learned
that way (parents might say “Look at the dog!” but probably not “Look at chasing!”).
If this criticism holds with verbs like chase, consider how much more problematic
it would be to have to figure out the meaning of seem based on observation of the
world.

Gleitman (1990) proposed a solution that exploited the predictable relation-
ships between the argument structure frames a verb may participate in (that is, the
number and category of “arguments,” or phrases a verb selects as the participants
in the verb’s event) and the semantics of that verb. Her idea was that if children
anticipated such relationships, they could use argument structure to bootstrap into
verb meanings. Argument structure frames do not tell you exactly what an indi-
vidual verb means (certainly, transitive sentence frames admit thousands of verb
meanings), but they can help discriminate verbs that denote an individual action
or change of state (1 argument; 5a) from verbs of contact or causation (2 arguments;
5b) from verbs of transfer (3 arguments; 5c; Landau & Gleitman 1985, Gleitman
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1990). Crucially, this procedure works particularly well for certain verbs that de-
note unobservable states such as mental states and beliefs, like (5d; Gleitman et al.
2005.

(5) a. Jeff slept.
(1 NP argument: intransitive, individual action/change of state)

b. Jim hugged Melissa. (2 NP arguments: transitive; contact, causation)
c. Tommie offered [his constituents] [options]

(3 arguments: ditransitive; transfer)
d. Theresa regrets [that she called for an election]

(NP subject and clausal complement; mental verb)

According to this procedure, known as Syntactic Bootstrapping, learners use
expectations about syntax to map whole sentences onto events in the world and
thereby bootstrap into verb meanings. While Semantic and Syntactic Bootstrap-
ping aim to explain different aspects of how children learn syntax and argument
structure, they both rely on the fact that argument structure relations must be dis-
cernable from the surface forms of sentences; that is, they are surface-local. More
must be said, however, when thematic relations among words in a sentence span
long distances. What happens when the noun next to a verb is not the verb’s argu-
ment? Precisely this situation arises in raising and tough-constructions.

In brief, both Semantic and Syntactic Bootstrapping employ inductive bias to
help children determine the syntactic and semantic properties of “basic sentences.”
But both approaches fall short when we consider displacing constructions, which
illustrate one of the core properties of human language and present a similar puzzle
to what Lenneberg cited as evidence for the transformational nature of syntax. The
solution to how children figure out these constructions will rest on a number of
innate biases.

3. Toward a Solution

3.1. Inanimate Subjects as Cues to Structure

We just saw that both Semantic and Syntactic Bootstrapping rely on inductive bi-
ases to associate certain semantic roles with certain syntactic roles or grammatical
categories, and to associate certain argument structure patterns with certain subcat-
egories of predicate meanings. Both the semantic roles and the argument structure
relations are projected locally and, in the canonical case, computed locally. These
biases are taken to be innate in the sense that they are specific to language (which in
turn is species-specific), and apply cross-linguistically (and thus species-wide; see
Lee & Naigles 2008 for cross-linguistic evidence).

With these biases in place, the learner could identify sentences that break with
the canonical pattern if there is some feature of these non-canonical sentences that
could serve as a trigger. In my previous work I have argued that hearing an inani-
mate subject in sentences like (1) and (2) can provide such a trigger by signaling that
the subject and main predicate are not thematically related (i.e. not in an argument
structure relationship), and therefore that the subject is displaced from elsewhere in
the sentence (Becker 2005, 2006, 2009, 2014, 2015, Mitchener & Becker 2011, Becker
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& Estigarribia 2013). Inanimate subjects provide a helpful clue because inanimate
NPs cannot be agents or experiencers and therefore can’t be the subject argument
of a control predicate (the ones found in (3) and (4)). All languages which contain
both raising and tough constructions, to my knowledge, allow inanimate NPs as
subjects of raising and tough predicates and disallow inanimate NPs as subjects of
control predicates (various Indo-European languages, plus Tongan, Samoan, Ni-
uean, Chamorro and Maori for raising, and Finnish, Mandarin, Labrador Inuttut,
Niuean and Bahasa Indonesian for tough constructions). Moreover, inanimate sub-
jects are more generally restricted: there are a number of languages that simply ban
inanimate subjects in monoclausal transitive contexts (Japanese, Jacaltec, Navajo,
Tlapanec, Blackfoot), and in languages that allow inanimate subjects in such con-
texts there are restrictions on their distribution that do not apply to animate subjects
(Chung 1983, Comrie 1989, Dahl & Fraurud 1996).

In short, inanimate subjects are well tolerated as NPs that have undergone the
kind of displacement in raising and tough-movement, but not as well tolerated as
NPs that are underlyingly generated as external arguments—that is, as underlying
subjects.1

In terms of the learning procedure, if children are biased to expect sentence
subjects to be agents of the main predicate, and if they further assume that inani-
mate things cannot be agents (supported by both research on conceptual develop-
ment, e.g., Woodward et al. 1993, Poulin-Dubois et al. 1996, and linguistic devel-
opment, e.g., Corrigan 1988, Scott & Fisher 2009), then an inanimate NP in subject
position should indicate that there is something out of the ordinary going on with
the sentence. It is either a syntactic object, implying an alternative word order in
just these sentences, or it is a displaced subject. My contention is that learners take
it to be a displaced subject. In my experimental work with adults and children, I
have found that by manipulating the animacy of subjects of sentences with infini-
tive complements we can see asymmetries in how people parse these sentences:
an animate subject tends to lead people to interpret the subject as an argument of
the main predicate, as it would be in a control structure, and an inanimate subject
tends to lead people to interpret the subject as being an argument only of the lower
predicate, as it would be in a raising or tough construction.

It is important to note that tough- and raising constructions have been argued
to be acquired relatively late in development. Chomsky (1969), Cromer (1970) and,
more recently, Anderson (2005) have shown that children go through a long stage of
misinterpreting the subject of a tough-construction as coreferent with the subject of
the embedded clause rather than the object (i.e., they take the matrix subject to refer
to the “pleaser” in (4)—note that this doesn’t mean children cannot interpret the
subject as displaced, rather they haven’t figured out exactly where it is displaced
from); Hirsch & Wexler (2007), Orfitelli (2012) and others have argued that certain
types of raising constructions are acquired late in development, as late as age 7.

1 There is an interesting question about what this would mean for languages that are considered
topic-prominent, meaning that they contain topics instead of subjects. As discussed in Becker
(2014:p. 290ff), although topics, unlike subjects, are not selected by predicates, and therefore
are not as much semantically limited as true subjects are, there are nevertheless strong ten-
dencies both for topics to be associated with agenthood (Li & Thompson 1976, Givón 1976,
Schachter 1976) and for topic-prominent languages to also admit subjects when no topic is
available, e.g. in Lisu (Li & Thompson 1976).
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Although my own empirical work has shown that children may comprehend these
structures as early as age 4 it is clear that their knowledge of them is not fully
adult-like until later. The relatively late acquisition of these constructions is not in
itself problematic for a biological account of language acquisition. Lenneberg notes
that the gradual development of language along a specific trajectory is in fact to
be expected on the view that it is biologically based; biological structures typically
mature along a developmental timeline.

3.2. Other Displacing Constructions

I’ve focused here on inanimate subjects as a cue to raising and tough-constructions,
but there are other constructions involving displacement, as well as other cues to
displacement.2 I’ll touch on some of these constructions briefly.

There are several other types of A(rgument)-movement, the type of displace-
ment I’ve discussed above, such as passivization, Raising-to-Object, and subject
raising with unaccusative verbs (intransitive verbs whose sole argument is inter-
nal, rather than external, e.g. fall, arrive).3 There is some evidence that inanimate
subjects can serve as a cue to distinguishing these subcategories of verbs as well.
In adult grammar unaccusative verbs (fall, arrive) freely permit inanimate subjects
(see 6), while unergative verbs (laugh, jump) typically require animate subjects (see
7).

(6) a. The treei fell ti.
b. The packagei arrived ti.

(7) a. # The tree laughed.
b. # The package jumped.

There is room for debate about how strictly unergative verbs require an an-
imate subject; Folli & Harley (2008) in fact argue that the relevant feature here is
not animacy or agency, but “teleological capability,” and that this accounts for the
fact that (8a) is well-formed (since trains are capable of emitting a whistling sound)
but (8b) is not, unless you add the directional PP into the room, since bullets are not
capable of sound emission except through their movement.

(8) a. The train whistled.
b. The bullet whistled *(into the room).

There are some other cases in which unergative verbs allow inanimate sub-
jects (e.g. The machine ran for hours). Nevertheless, when we look at the distribution
of unaccusative and unergative verbs with respect to subject animacy, we see a
striking asymmetry: while children produce unergative verbs almost exclusively

2 Space limitations prevent taking up the issue of expletive subjects, which serve as another
cue to learners that a given predicate is a raising or tough type of predicate (e.g. It’s tough to
please John vs. *It’s eager to please John). Expletives undoubtedly serve as an important cue to a
predicate’s selectional properties in languages that have them.

3 I am putting aside constructions involving what is known as A-bar movement (e.g. wh-
movement, scrambling, topicalization), which does not move a phrase into a canonical ar-
gument position.
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with animate subjects (over 93 %), they produce unaccusative verbs with both ani-
mate and inanimate subjects in roughly equal proportions (Becker & Schaeffer 2013,
Becker 2014). A similar asymmetry is found in parental speech to children (Becker
2014). In addition, experimental work has shown that children interpret an inan-
imate subject of an intransitive verb as a patient (and the verb as an unaccusative
verb), but they interpret an animate subject as an agent (and the verb as unergative;
Bunger & Lidz 2008, Scott & Fisher 2009).

The passive construction, like unaccusatives, involves displacement of a verb’s
internal argument to the subject position on the surface. Like unaccusatives and
the other displacing constructions discussed, passives are quite compatible with
inanimate subjects. Languages that disallow inanimate subjects of active transitive
verbs (noted above, e.g., Japanese, Navajo) freely allow inanimate subjects under
passivization. Thus, inanimate subjects could in theory be used as a cue for acquir-
ing, or at least identifying passive constructions. Unfortunately, it is not so clear
that inanimate subjects are used by children as cues to passives. To give just one
example, Lempert (1989) trained children who were not yet producing passives
spontaneously to imitate passive sentences that had either animate or inanimate
patients. She then tested these children a few days later to see how many passives
they would produce on their own in a picture description task. Lempert found
that children who had been trained on sentences with animate patients produced
the most passives, while children trained with inanimate patients produced more
active sentences.

An important consideration about passives is that the lexical meaning of a
verb does not change according to whether it is used with passive or active voice
(X ate the sandwich and The sandwich was eaten both denote a sandwich-eating event),
but the subcategories of predicates that participate in either raising vs. control,
tough vs. control or unaccusative vs. unergative structures have very different kinds
of lexical meanings. Table 1 shows a partial list of the meanings of raising and
control predicates found in various languages that contain these constructions.

Perlmutter (1978) defined unergative verbs as “predicates describing willed
or volitional acts” and unaccusative verbs as denoting “non-voluntary emission of
stimuli that impinge on the senses” as well as verbs denoting aspectual and in-

Language Raising meanings Control meanings

Chamorro begin, stop be afraid

English seem, appear, turn-out, tend,
used-to, gonna want, try, decide, claim

German seem, used-to, must try, forget, forbid
Italian seem, turn-out try, claim, pretend

Maori not, don’t want, decide, go, be able, agree,
prepare

Niuean be possible, begin, not, usual, almost, nearly try, want, choose

Samoan be able, be necessary, begin, be
(done) thus

want, try, encourage, go, think,
be tired of, (dis)like

Tongan be able, be possible go, come, stand up, turn, hit

Table 1: A partial list of raising and control predicate meanings in different languages (in alphabet-
ical order top to bottom).
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choative properties of events. In languages that have tough-adjectives (e.g. English,
Finnish, Mandarin, Labrador Inuttut, Niuean and Bahasa Indonesian) the lexical
meanings of these predicates display a remarkably tight range of meanings exclu-
sively revolving around ease and difficulty. If an inanimate subject serves as a cue
not only for identifying a displaced subject but also for narrowing down the lexi-
cal meaning of the predicate in these constructions, then the claim about inanimate
subjects should not in fact extend to the case of passives. Space limitations prevent
a more thorough exploration of this issue.

3.3. Animacy

The ability to use cues from animacy in the service of decoding syntax, whether
for canonical or non-canonical structures, depends upon young children’s ability to
distinguish conceptually between animate and inanimate entities, and to know that
animate entities can be agents while inanimate entities cannot. There is a wealth of
research on cognitive development showing children’s very early ability to make
these distinctions (Spelke 1991, Woodward et al. 1993, Poulin-Dubois et al. 1996,
Woodward 1998). Much of this research reports infants’ and toddlers’ ability to
distinguish between inanimate objects and humans, but there is strong evidence
that preschoolers reason quite differently about the internal properties and poten-
tialities of inanimate objects and non-human animals as well (Carey 1985, Massey
& Gelman 1988, Keil 1989, Rakison & Poulin-Dubois 2001), and that they have a so-
phisticated understanding of the propensity for animals, but not inanimate objects,
to have agentive properties (contrary to the common wisdom, due to Piaget, that
children are “animistic” in their beliefs). Thus, there is good evidence that young
children have reliable knowledge of the animate–inanimate distinction that is not
limited to human vs. inanimate entities.

Could knowledge of the animate–inanimate distinction be innate? It is diffi-
cult to answer this question, but I’ll offer some ways to think about how to approach
it. First, there is evidence that from the earliest moments of life, infants attend to
human faces but not to rearranged components of a human face (Johnson et al.
1991). This suggests a hard-wired ability to distinguish humans via a salient and
prototypically animate property. Cognitive systems for recognizing faces vs. ob-
jects are functionally and anatomically distinct (Farah 1995), as are the systems for
recognizing animate vs. inanimate objects (Warrington & Shallice 1984), suggesting
a differentiation of these categories on a neurological level. The way people reason
about animals vs. objects, according to a folk biology or folk taxonomy, is remark-
ably uniform across the world (Atran 1998), speaking to the species-wide nature of
this distinction. Taken together, these facts suggest that the animate–inanimate dis-
tinction is profound and fundamental to our conceptualization of the world, and
they are consistent with a view that this distinction, or the basis for it, is innate.

Second, there is evidence that the ability to discriminate animates from inan-
imates and to attribute agency only to animates is found across species, not only
among primates but also distantly related species such as dogs and birds (Hare
et al. 2000, Flombaum & Santos 2005, Carey 2009), suggesting a shared trait with
our common ancestors. Here I depart from Lenneberg’s focus on species-specific
traits as evidence for biological sources of abilities or behaviors. However, using
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cross-species evidence for the ability to distinguish animates from inanimates as a
rationale for its biological roots is not at odds with Lenneberg’s overarching thesis;
rather, if we view an innate ability to distinguish animates from inanimates as exter-
nal to language, but used in the service of decoding grammar by individuals who
have language (i.e. humans), this should not run counter to any of Lenneberg’s argu-
ments. Indeed, he noted that “No biological phenomenon is without antecedents,”
(Lenneberg 1967: 234). Surely, a great many physiological and cognitive traits are
shared with our ancestors, encoded in our genetic makeup, and a shared ability
to distinguish animates from inanimates could be one of these. It seems reason-
able to acknowledge that this ability is likely outside of language and merely used
within the process of acquiring language, as many other cognitive, motoric and
perceptual abilities are. In the case of the constructions discussed here this concep-
tual distinction, in combination with inductive biases about grammatical structure
and syntax–semantics mappings, provides language learners with a crucial means
of achieving what no other communication system permits and is one of the hall-
marks of human language: computation of non-local semantic dependencies.

4. Conclusion

In this brief article I extended some of Lenneberg’s claims about the biological
basis for language by exploring the acquisition of some syntactic constructions
that epitomize the transformational nature of syntax, namely raising and tough-
constructions. The primary claim is that in order to acquire the structure of these
types of sentences children must rely on biases specific to language as well as an
innate (but not necessarily specific to language) ability to distinguish animate from
inanimate entities and to associate animates with (some degree of) agency. The
biases specific to language include the expectation that subjects will tend to be
animate and/or agentive (as in Semantic Bootstrapping), that argument structure
frames are projected locally prior to any syntactic displacements and that these
frames restrict the lexical meanings of predicates (as in Syntactic Bootstrapping),
and that deviations from the canonical alignment of semantic properties with syn-
tactic roles and categories within a sentence provides a clue to learners that seman-
tic relations may need to be computed non-locally.
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Language, Reading, and Motor Control:

Get Rhythm!

Maria Teresa Guasti, Elena Pagliarini & Natale Stucchi

1. Introduction

Biological Foundations of Language already included a discussion of the role of tem-
poral structural regularities and rhythm as organizing principle in language (see
chapter 3 in Lenneberg 1967). In this article, we rely on Lenneberg’s biological
notion of language and related ideas like rhythmicity and temporal structural reg-
ularities in order to show that individuals with developmental dyslexia (DD) are
less efficient than control individuals in using structural regularities during hand-
writing and some language activities. Consequently, they cannot fully exploit (tem-
poral) structural representations to process oral language, to execute handwriting
movement and to read, although they have developed compensatory mechanisms
to understand language, perform motor activities, and read. This proposal is based
on findings collected in a varieties of studies conducted in our lab.

First, we show that children with DD, who do not fail standardized language
tests, but do not process oral language in the same ways as age-matched peers,
as evident through ERP measures. They are also less efficient than control peers in
morphologically manipulating non-words. Second, we show that children with DD
are impaired in complying with two rhythmic principles governing handwriting
considered in its motor dimension (not spelling), although they do not meet the
criteria for disgraphia. Thus, children with DD have subtle oral language problems
and motor disorders, beyond clear reading difficulties.

Although we are aware of the great genetic and phenotypic heterogeneity of
dyslexia and language disorders, we would like to conjecture that there might be
a common source to language, motor and reading difficulties. This lies in the effi-
cient use of the temporal structural regularities underlying these three behaviors.
The possibility of a common source does not preclude the existence of different
phenotypic manifestations, as the way to compensate for the difficulties may vary
across individuals.

2. Heterogeneity in Development Dyslexia

DD is usually defined as a specific difficulty in learning to read accurately and flu-
ently. Many researchers agree on the notion that DD is the expression of a core
deficit in phonology (Ramus, Pidgeon & Frith 2003, Snowling 2000) rather than in
visual processing or in attention (Vellutino et al. 2004). As such, it is a language-
related disorder (Vellutino 1977). The complex and variable neuropsychological
profiles of individuals with DD have promoted other hypotheses, and have led
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to the notion that there exist different types of DD. For example, Wolf & Bowers
(1999) suggested that there are three types of DD. One whose core deficit is phonol-
ogy, a second one caused by a timing deficit that impairs temporal integration of
the letters’ forming words (Bowers & Wolf 1993) and prevents children with DD
to recognize and represent orthographic patterns and a third one caused by the
combination of the preceding two types. Other subtypes of DD, resulting from
the breakdown of component processes involved in reading, are discussed in Zoc-
colotti & Friedmann (2010) and Friedmann & Coltheart (in press).

Beyond the heterogeneity in the profiles of individuals with DD, another di-
mension of variation is the fact that often children with DD display difficulties with
language before their exposure to literacy, which are expressed in delay of language
onset and of development. Among others, McArthur et al. (2000) reported that 55%
of the children with DD scored more than one standard deviation below the mean
on CELF-R, a test measuring oral syntactic and morphosyntactic skills. In other
words, DD often co-occurs with language difficulties.

In addition to language problems, some studies revealed that children with
DD experience fine and gross motor problems (Cappellini, Coppede & Valle 2010,
Cheng-Lai et al. 2011, Thompson et al. 2015). It should be pointed out that, with
few exceptions, motor skills in children with DD have rarely been investigated.
These exceptions include Nicolson & Fawcett 1990 (see also Nicolson & Fawcett
2011), who formulated the Automatisation Deficit Hypothesis, according to which
children with DD have difficulties in automatizing skills, including reading and
motor skills. This hypothesis has been further developed into the Cerebellar Deficit
Hypothesis. In this theory, the co-occurrence of reading and motor problems finds
its root in a dysfunction at the level of the cerebellum, that blocks the automatisa-
tion of skills (e.g., reading, motoric skills, rules of language; see e.g., Stoodley &
Stein 2013, Stoodley 2014 for a critical view of this hypothesis). Other exceptions
are studies in which the tapping activity in synchrony with an isochronic-pacing
metronome was investigated. In particular, Wolff (2002) found that, in a tapping
task, students with DD anticipated an isochronic-pacing metronome signal much
more than control children did and had some difficulties in reproducing patterned
rhythms. Extending this line of research, Thomson & Goswami (2008) asked 10-
year-old children with DD to tap in time/synchrony with a metronome beat. They
found variability within individuals in the paced inter-tap intervals, suggesting
that these children were not constant in their tapping rate within a given condition.
In addition, association between motoric and auditory rhythmic skills, on the one
hand, and literacy measures, on the other, were found. Other studies supported
the relevance of the link between rhythm perception and literacy (Flaugnacco et al.
2014) and between rhythmic skills and grammar (see Gordon et al. 2015) and led to
the conclusion that rhythmic timing may be crucial for language, motor skills and
reading. Overall, these findings suggest that there is a lot of heterogeneity in in-
dividuals with DD and that DD often co-occurs with language problems and with
motor deficits. They also revealed a special role for rhythmic timing.

3. Morphological Rules in Children with Developmental Dyslexia

As outlined in the previous section, several studies have demonstrated that chil-
dren with DD have problems with oral language. For example, Joanisse et al.
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(2000) reported that English-speaking children with DD have difficulties in the
use of past verb marking (-ed); Bar-Shalom, Crain & Shankweiler (1993) showed
that 7- to 8-year-old English-speaking children with DD have severe difficulties in
comprehending relative clauses (see also Robertson & Joanisse 2010). In addition,
individuals with DD, who do not fail on standardized oral language measures or
behave as controls in behavioural tasks, may display subtle morphosyntactic prob-
lems evidenced through the event related potential (ERP) technique. Rispens, Been
& Zwarts (2006) showed that Dutch-speaking adults with DD exhibit ERP anoma-
lies during the processing of oral sentences including a subject-verb agreement vi-
olation (equivalent to the child speak or the children speaks; see also Rispens, Roeleven
& Koster 2004).

In a similar vein, Cantiani et al. (2015) found that 8–10 year old Italian-
speaking children with DD, who did not differ from controls on an Italian standard-
ized test for grammatical comprehension, manifested an atypical ERP response
during the processing of oral sentences including a subject-verb agreement viola-
tion. Specifically, whilst in control children the subject-verb agreement violation
elicited the expected P600, in children with DD the same violation provoked a
N400, suggesting that the two groups did not process this morphosyntactic viola-
tion in the same way (see also Rispens, Roelevan & Koster 2004). Interestingly, the
two groups did not differ in the behavioural task consisting of judging the gram-
maticality of the sentences.1 However, the two groups differed on a behavioural
task requiring the morphological manipulation of non-words. In this task, children
were given a legal non-word and were asked to produce the diminutive, the aug-
mentative, or they had to derive the infinitive from when given a finite invented
verb, or derive the noun from a given verb. In other words, children had to use
their implicit knowledge of various morphological rules, whose application is very
common in Italian. The results showed that children with DD scored significantly
lower than control children.

Cantiani et al. (2013) interpreted these findings in the light of the Declara-
tive/Procedural model (Ullman 2001, Ullman & Pullman 2015) and suggested that
the N400 response found in children with DD reflected the use of a lexical-semantic
compensatory strategy or the use of an explicit rule. Children with DD have dif-
ficulties in forming or using implicit morphological rules stored in the procedural
memory and rely on explicit rules or on lexical forms stored in the declarative mem-
ory. Otherwise put, children with DD process subject-verb agreement violations
through a lexical-semantic route, rather than a structural syntactic dependency ap-
plied at the hierarchical level between a constituent and an inflectional head hosting
the inflected verb (Guasti 2017). Consistent with this view, children with DD were
unable to use implicit morphological rules to modify non-words and to the extent
that they succeed, they likely used processes like analogy to existent words mem-
orized in the declarative memory. This conjecture is supported by the fact that the
higher the negativity of the N400 in the ERP task, the greater the accuracy in the
morphological manipulation of non-words.

1 Similar behavioural and ERP evidence was gathered by Cantiani et al. (2013) with well-
compensated adults affected by DD, who were followed in the same clinic from their child-
hood and never received a diagnosis of specific oral language impairments.
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All in all, these findings suggest that children with DD exhibit subtle prob-
lems in oral language, which are not necessarily evident in standardized behavioural
task and in everyday life, because they are very well compensated. However, these
problems are very relevant to understand the nature of the difficulties, which af-
fect individuals with DD. Whether oral language problems in children with DD
results from comorbidity with Specific Language Impairment (SLI) or are the sign
of a deeper relation between the two disorders is an open question. What we can
conclude is that these language deficits seem to be located in the rule-governed
component of language and are compensated through lexical-semantic processes,
whose nature requires further investigation.

4. Motor Rhythmic Difficulties in Children with Developmental Dyslexia

While the association between DD and motor skills deficit is generally seen as a
case of comorbidity, the works by Wolff (2002) and Thomson & Goswami (2008)
put forward the possibility that rhythmicity plays a crucial role in these two disor-
ders. According to Llinás (1993) “rhythmicity is the ability to generate a sequence of
rhythmic events that are time-locked to each other” (Pagliarini et al. 2015: 162). Fur-
thermore, Llinás (1993) noticed that individuals with DD, beyond linguistic deficits,
had difficulties in generating fast sequential movements. Inspired by these obser-
vations, and based on the hypothesis that rhythmicity may be impaired in individ-
uals with DD, Pagliarini et al. (2015) studied handwriting in children with DD and
in control children.

Handwriting is a motor activity which requires the generation of a rapid se-
quence of movements governed by two rhythmic principles: Isochrony and homo-
thety. These two principles, which govern different types of movement, are here
explained in relation to handwriting. According to the principle of isochrony, the
absolute writing duration of a word (or generally of a movement) remains more or
less invariant irrespective of its size (Freeman 1914, Lacquaniti, Terzuolo & Viviani
1983, Viviani & Terzuolo 1983). This invariance is guaranteed by the existence of
a compensatory mechanism that guides the writer in modulating writing speed as
a function of the size of the word being written (Binet & Courtier 1893, Stetson &
McDill 1923, Viviani & Terzuolo 1982). For example, if the size of a word increases,
the speed of handwriting will also increase, that is, one writes faster. The princi-
ple of homothety (Lashley 1951, Viviani & Terzuolo 1982) asserts that the relative
duration of the writing of the single letters of a word will remain the same across
changes in the writing duration of the whole word. In order to exemplify, let us
consider an example. When writing the word cat, if the time spent on writing the
letter ‘c’ is 50%, the letter ‘a’ is 20% and the letter ‘t’ is 30% of the total writing dura-
tion of the entire word, the same relative durations are maintained across different
total writing durations (as a consequence of writing faster or slower).

Thus, the isochrony principle rules the absolute duration of the whole word
(which tends to remain more or less constant under different writing conditions)
and the principle of homothety rules the relative duration of single letters, which
does not vary despite the variations of the duration of the whole word. Notice
that the two principles are independent and a violation of one does not requires a
violation of the other.
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As we said, Llinás (1993) pointed out that individuals with DD experience
difficulties in generating fast sequential movements. Pagliarini et al. (2015) went
further and hypothesized that children with DD struggle in complying with the
two principles of rhythmic organization of handwriting. Furthermore, the authors
conjectured that if rhythmicity is problematic for these children, correlations be-
tween handwriting, language, and reading measures should be found, as all these
activities involve a rhythmic component. To test these hypotheses, Pagliarini et al.
(2015) asked 9-year-old children with DD (scoring �2 SD below the mean on accu-
racy or speed in a standardized reading task) and same age typically developing
(TD) children to write the Italian word burle (English: jokes) with a wireless pen on a
digitizing tablet. Children were asked to write the target word in both cursive and
all-capital block scripts, and for each script, children were asked to write the target
word in three conditions: Spontaneous, that is, as they usually write, bigger, and
faster with respect to the spontaneous condition. A number of kinematic measures
(duration, velocity, disfluency) of writing were collected and analyzed.

The results showed that TD children complied with the principle of isochrony,
meaning that they wrote faster when they had to write the word bigger (so that the
absolute duration of the word remained constant). They also complied with the
principle of homothety, meaning that they were able to keep constant the relative
writing duration of individual letters across changes in the total word duration. By
contrast, children with DD struggled in obeying the two principles. Although chil-
dren with DD somewhat changed their handwriting behavior across conditions,
they did not increase the writing speed adequately when they had to write big-
ger. In other words, these children had difficulties in modulating their handwriting
movement as a function of the size of the word, thus failing to fully comply with
the principle of isochrony. They tried, but they did not increase their handwrit-
ing movement enough. Children with DD were also less able to keep the relative
writing duration of single letters constant across changes in size: For example, they
were poor in rescaling the duration of single letters when they had to write bigger.
Again, they tried and did some rescaling, but they did not maintain the relative du-
ration constant. These results support the hypothesis that children with DD have
difficulties in keeping the rhythm of writing across changes in the size of words.

Furthermore, Pagliarini et al. (2015) also demonstrated that there were cor-
relations between reading, writing, and language (vocabulary and non-word rep-
etition) measures, thus supporting the hypothesis that reading, writing, and lan-
guage are mediated by rhythmic competence. In a following study, Pagliarini and
colleagues (Pagliarini et al. 2017) investigated the development of the rhythmic
principles of handwriting by testing typically developing (TD) children from the
first to fifth grade of primary school (i.e. from age 6 to 10). The authors found
that children with TD were already perfectly able to comply with the principle of
isochrony and homothety in their first grade of primary school (i.e., at age 6) and
only after a few months of formal education (and of learning to write).2 They also
found that, from age 6 to 10, children complied equally well with these two prin-
ciples. In other words, TD children do not need a lot of training to comply with
the rhythmic principles of handwriting, a fact that is compatible with the idea that

2 Notice that these children were on average 2–3 years younger than children with DD in
Pagliarini et al. (2015).
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the two principles are already available before schooling. As a consequence, the
difficulties experienced by children with DD in obeying the rhythmic principles of
handwriting cannot be due to a lack of training, as already at age 6 TD children
comply with them as well as 10-year-old children do.

5. Language, Reading and Motor Skills: What do they Have in Common?

The data reviewed on handwriting suggest that children with DD have troubles
with the rhythmic principles of writing movements, that is, with the temporal struc-
ture that underlies the production of sequential movements. Let us consider more
thoroughly what it means to comply with the principles of isochrony and homo-
thety, which govern the rhythm of writing. To keep the absolute duration of the
whole word and the relative duration of single letters constant across changes in
size, one needs to have an abstract temporal representation (independent of the
specific script), that is, the temporal structure of the whole handwriting movement
(of the word) and of its components before starting to write. In this way one can
modulate the velocity appropriately for writing the whole word and for rescaling
the relative duration of single letters when the total duration changes. This repre-
sentation is hierarchical in that the time allocated to each component unit (letters
and, below letters, strokes) of the word depends on the duration of the whole word.
There are two key aspects that are worth to be emphasized further. One is that to
behave adequately and efficiently during handwriting, one needs to have an ab-
stract hierarchical representation of the movements; the second is that one employs
this temporal representation to anticipate changes in velocity and in rescaling the
duration of components movements. Based on the findings we discussed, different
options are open to characterize the difficulties experienced by children with DD.
We could say that children with DD do not have the abstract representation un-
derlying the execution of movement or have a different representation (e.g., with
less details) than TD children. They could also have the same representation as
TD children, but cannot exploit it as efficiently as TD children to modulate their
handwriting movements.

Let us now consider the data reviewed about oral language problems in chil-
dren with DD. These also point toward a problem having to do with the abstract
representations or with the rules underlying word formation or sentence forma-
tion. Children with DD are less efficient than TD children in applying morphologi-
cal rules to non-words to obtain other non-words with for example specific suffixes.
They also do not process the subject-inflected verb agreement dependency via an
abstract morphosyntactic rule, according to which agreement holds between a con-
stituent located in a certain hierarchical configuration in the clausal structure and
the verbal inflection. In this case, it was found that at the behavioural level children
with DD were as good as TD children in judging the grammatical violations.

The ERP data shed light on this aspect by revealing that they did so in a dif-
ferent way than TD children. What can this different way be? One possibility is
to assume that, on the basis of a morphosyntactic rule, children can predict the in-
flection on the verb by having extracted the inflection of the subject constituent.
Another way consists in processing the subject constituent, processing the inflected
verb and verify that their agreement suffixes match. The first mechanism is more
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efficient than the second one, because it is based on prediction and consists in tem-
porally anticipating something that has still to come. If the prediction is met, as
happens in most of the cases, nothing has to be done. The second mechanism does
not predict: It checks that the linguistic features of two items match. It is obvious
that children who use the second mechanism to process language are less efficient
in reading or read slowly, since reading also takes advantage of the ability to pre-
dict. Based on this, two alternatives can be drawn: Children with DD perform
language tasks and process language by basing themselves on different representa-
tions or rules than TD children. Alternatively, the mechanisms that they use are less
efficient than the mechanisms used by TD children. Cantiani et al. (2015) conjec-
tured that children with DD used lexical-semantic rules stored in declarative mem-
ory rather than morphosyntactic rules stored in the procedural memory.3 If this
is so, we have to conclude that the former types of rules may lead to less efficient
linguistic behaviours than the latter ones, e.g., in the case of the morphological
manipulation of non-words, but not in judging grammatical and ungrammatical
sentences.

Our data on handwriting (Pagliarini et al., 2015, Pagliarini et al., 2017) and
oral language processing (Cantiani et al., 2015) in children with DD leave open
some options concerning what may get awry, but somehow these options turn
around the notion of abstract hierarchical representation, abstract temporal repre-
sentation and prediction. In fact, having an abstract representation or a rule is used
for predicting incoming input. Children with DD might be able to extract some sort
of abstract representation, but this is less detailed than that of TD children or is of
a different nature and its use is less efficient than that of the representation that TD
children can avail themselves of. Alternatively, the abstract representation can be
the same in children with DD and in children with TD, but the mechanisms that
use this representation are less efficient in children with DD.

How are these conjectures related to the defining problems of DD, that is,
troubles in reading? First, reading is grounded on oral language (see Kovelman
et al. 2008), both at the level of decoding and of comprehending written texts.4
In fact, one hypothesis attributes the problems of children with DD to phonology.
Second, reading also involves forming abstract orthographic representations (i.e.,
not specified in a particular script) of words or of units larger than graphemes (e.g.,
morphemes) that can be used to predict future words (for example on the basis of
the first morpheme of a word, one can predict the rest of the word). It is known
that the number of fixations (on a text) is higher for children with DD than for TD
children. This fact suggests that children with TD can predict and thus skip fre-
quent words or highly expected words, that is, to recognize words, they do not
need to perceptually process them all; children with DD, instead, do not predict as
efficiently as TD children and have to process all (or almost all) words to recognize
them. This is precisely what we have conjectured above when we suggested that

3 Ullmann & Pierpoint (2005) advance a similar hypothesis for children with SLI. They pro-
posed the Procedural deficit hypothesis, whereby children with SLI suffer from atypical de-
velopment of brain structures that subserve procedural memory. See also van der Lely &
Ullman (2001) and van der Lely (2005).

4 Kovelmann et al. (2008) showed that 8-year-old children exposed to English after age 3 are
weaker than monolingual and children exposed before age 3 on word reading and phonolog-
ical awareness tasks.
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there can be two mechanisms to perform linguistic tasks, one based on prediction
and one not based on predictions. In ongoing research, we are exploring the pos-
sibility that the predictive mechanism is not efficient or is impaired in individuals
with DD. Preliminary results show that individuals with DD are poor in anticipat-
ing future events, that is, they are not as efficient as TD children/adults in using an
abstract representation to predict future events.

Although we left some options open, our proposal amounts to say that there
is a common core underlying language (and reading being a language-related ac-
tivity) and motor actions. It is possible that this common core consists in making
efficient use of supra-modal abstract hierarchical representations to predict future
events. The idea that the shape of linguistic rules is not domain-specific, but is
shared, at least in part, with other cognitive systems converges with data from a
fMRI study carried out by Tettamanti et al. (2009) on healthy adults. In this study,
the authors extended to the visuo-spatial domain a previous fMRI study by Tet-
tamanti and colleagues (Tettamanti et al. 2002) carried out with language stimuli
(see also Tettamanti & Weniger 2002). In Tettamanti et al. (2002), the processing of
non-rigid syntactic dependencies (NRSD; e.g., drop the subject of finite clauses) in
the language domain was contrasted with the processing of rigid syntactic depen-
dencies (RSD), that is, dependencies between items at fixed position (e.g., negation
is the third element of a sentence). In Tettamanti et al. (2009), the same two types
of rules (NRSD and RSD) were tested in the visuo-spatial domain (instantiated by
sequences of symbols). During the training phase, participants were exposed to
strings that obeyed either NRSD or RSD and had to discover the rules. During
the testing phase, they had to judge whether given strings conformed or not to
the learned rules. Tettamanti et al. (2009) hypothesized that “non-rigid” syntactic
dependencies (NRSD)–that is, syntactic rules established between words at various
positions, which “are the core type of dependencies found in all human languages”,
are not domain-specific, but are present in various cognitive domains (beyond lan-
guage). The authors found that participants were able to learn both types of rules
(NRSD and RSD) with great accuracy when presented in the visuo-spatial domain.
However, learning RSD was slower than learning NRSD. In addition, the process-
ing of NRSD in the visuo-spatial domain, as previously established for the language
domain, activated Broadmann area 44 of the left inferior frontal gyrus.

The authors conclude that “in the human brain, one single ‘grammar without
words’ [expressed by NRSD rules] serves different higher cognitive functions” (Tet-
tamanti et al. 2009: 825). Our data based on language and motor skills in children
with DD are compatible with the idea that this grammar may be less efficiently
used by children with DD compared to children with TD and this may cause subtle
deficits across different cognitive domains that may be very well compensated and
hard to single out in everyday activities.

6. Conclusion

In this short article, we have seen that children with DD have difficulties in main-
taining the rhythm of handwriting and have difficulties in manipulating words
and sentences. On this basis, we have proposed that they exhibit deficits in mak-
ing efficient use of abstract temporal representations or rules. Alternatively, we
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could suggest that they have difficulties in extracting abstract temporal representa-
tions or rules, or have less detailed abstract representations than TD children. At
present, the data discussed do not allow us to decide between these hypotheses.
Our conjectures converge with extant data showing that there are links between
rhythm perception and literacy (Flaugnacco et al. 2014), between rhythmic skills
and grammar (see Gordon et al. 2015). It is also consistent with the findings that
there are non-rigid syntactic dependencies that are operative in different cognitive
domains (Tettamanti et al. 2009). Although there are various pieces of data that go
in the same direction, nevertheless our conjectures open a series of questions: Why
is there heterogeneity among individuals with DD? Is the deficit we have uncov-
ered present in populations with other language problems, like individuals with
SLI? Since children with SLI and DD differ from children with a sole diagnosis of
DD (even if language impairments are evident in these individuals; see Cantiani et
al. 2015 and reference cited there), what makes them different?
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Bowers, Patricia G. & Maryanne Wolf. 1993. Theoretical links among naming
speed, precise timing mechanisms and orthographic skill in dyslexia. Reading
and Writing 5(1), 69–85.

Cantiani, Chiara, Maria Luisa Lorusso, Paolo Perego, Massimo Molteni, Maria
Teresa Guasti. 2013. ERPs reveal anomalous morphosyntactic processing in
developmental dyslexia. Applied Psycholinguistics 34, 1135–1162.

Capellini, Simone Aparecida, Aline Cirelli Coppede, & Talita Regina Valle. 2010.
Fine motor function of school-aged children with dyslexia, learning disability
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Revisiting Lenneberg’s Hypotheses About Early
Developmental Plasticity: Language Organization

After Left-Hemisphere Perinatal Stroke

Elissa L. Newport, Barbara Landau, Anna Seydell-Greenwald,
Peter E. Turkeltaub, Catherine E. Chambers, Alexander W.

Dromerick, Jessica Carpenter, Madison M. Berl, &
William D. Gaillard

1. Introduction

A prominent theme in the literature on brain injury and recovery has been the no-
tion of early developmental plasticity (Kennard 1940, Kolb et al. 2000). This has
been a particular focus in work on language. In healthy adults, language is virtu-
ally always lateralized to the left hemisphere (LH; Broca 1861, Gazzaniga & Sperry
1967). However, Basser (1962) and Lenneberg (1967) compiled published case stud-
ies, their own patient histories, and available medical records of children and adults
with left and right hemisphere lesions or hemispherectomy to determine whether
there were systematic effects of hemisphere and age of insult on the development
or recovery of language. From these data, Lenneberg (1967) concluded that, when
even massive injuries to one hemisphere occurred before age 2, most children de-
veloped language normally or with only some delay; and these outcomes were the
same regardless of which hemisphere was affected. This led him to argue that ini-
tially, before cerebral dominance was fully established, the two hemispheres were
equipotential for language. This was less true for older children and was defini-
tively no longer true for adults, who showed strong LH specificity for language in-
terference and some recovery from mild aphasias, but did not recover completely
from severe aphasias or left hemispherectomies. Using the Wada test (briefly anes-
thetizing one hemisphere and then the other; see Loring et al. 1992) to determine
which hemisphere controls speech, Rasmussen & Milner (1977) showed that in chil-
dren, depending on the age at injury, speech that is ordinarily in the left hemisphere
could be controlled successfully by the right hemisphere or by an alternate region
of the damaged left hemisphere. Similar reorganization was not observed in adults,
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even decades after injury. These generalizations have long formed the classic pic-
ture of recovery of language function.

However, recent research on organization after early injury in children has
not always found such consistent outcomes. Some studies have found good lan-
guage abilities after focal brain injury in children, but others have not (Banich et
al. 1990, Ballantyne et al. 2007, Levine et al. 2005, Moesch, Max, & Tranel 2005,
Montour-Proulx et al. 2004, Stiles et al. 2012, Westmacott et al. 2010). Relatively
few studies of neural reorganization have been done with children, also with some-
what inconsistent outcomes (see, e.g., Mbwana et al. 2009, Rosenberger et al. 2009,
and You et al. 2011 for language reorganization with epilepsy, and Booth et al. 2000,
Dick et al. 2013, Fair et al. 2006, 2010, Jacola et al. 2006, Liégeois et al. 2004, Raja
et al. 2010, Staudt et al. 2002, 2007, and Tillema et al. 2008 on perinatal stroke).
This variation of outcomes may be due to true variation among children, or to the
inclusion of children with a variety of types and causes of focal brain injuries (e.g.,
periventricular leukomalacia, moya moya, vasculitis, tumors, and hemorrhagic or
arterial ischemic strokes) or the effects of other medical problems that are often
comorbid with stroke in children (e.g., seizures and seizure medications, heart dis-
ease and reduced cortical perfusion, or sickle cell anemia). It might also be due to
variation in the ages at which participants were evaluated (see Bates et al. 2001,
showing that children with focal brain injuries may show developmental delays
but later reach normal levels of performance).

There has also been little consistency in investigators’ views of the princi-
ples governing developmental plasticity for language. Only a few researchers have
proposed hypotheses about what areas or networks in the brain are capable of sub-
serving language in the face of early brain injury, and these proposals are in sharp
conflict. Vargha-Khadem et al. (1985) suggested that the left hemisphere is uniquely
suited for language and that successful reorganization of language is limited to LH
brain areas. (See also Raja et al. 2010, who have argued that the remaining left
hemisphere voxel activity correlates best with language proficiency after left hemi-
sphere perinatal stroke). Staudt (2002) and Gaillard and colleagues (Gaillard et al.
2007, Berl et al. 2014, Mbwana et al. 2009) have argued that left hemisphere areas or
their precise right hemisphere homologues can subserve language when there are
early left hemisphere abnormalities. In contrast, Bates et al. (1997) have suggested
that the young brain is highly plastic; they argue that “the human capacity for lan-
guage is not localized at birth,” implying that reasonably normal language skills
might be able to develop in numerous other brain regions. Bedny et al. (2011) have
argued that congenitally blind individuals utilize even occipital cortex (including
V1) during spoken language processing. Can this wide range of brain areas indeed
support language? In our ongoing work we seek to understand the forces that lead
language to develop in only certain brain areas in the healthy child and also to
understand what areas can support language after early brain injury.

An important literature is the work of the Gaillard lab (Gaillard et al. 2007,
Berl et al. 2014, Mbwana et al. 2009) using functional magnetic resonance imaging
(fMRI) to examine the organization of language over development and how it is
affected by early and continuing epilepsy (and the brain abnormalities that cause
them). In response to chronic epilepsy, cortical processing of language is frequently
restructured, with some or all language function shifted to the right hemisphere.
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Their work has shown a limited number of ways in which language is organized
across a very large number of children: in the usual left hemisphere areas, in the
precisely homotopic right hemisphere areas, or in the usual left hemisphere tem-
poral areas combined with the homotopic right hemisphere frontal areas. No other
patterns of language organization appear in their subjects.

However, while chronic seizures can be clinically devastating for children,
they apparently exert relatively mild effects on cortical organization: 75 % of chil-
dren with early chronic seizures retain the typical left hemisphere pattern of lan-
guage organization. To examine language after very early damage to the brain,
we are focusing on perinatal arterial ischemic stroke, a relatively rare neurological
event but one whose characteristics may provide an excellent model for examining
the neural organization of language after early brain injury and for gaining insight
into important principles of neural plasticity for language. In perinatal stroke, the
injuries are typically much larger than in pediatric epilepsy but are relatively stereo-
typed in anatomy; approximate time of onset is clear; and in most patients there are
not continuing seizures or long periods of time on antiepileptic medications. This
makes our perinatal population an important contrast to Gaillard et al.’s work on
epilepsy.

2. The Perinatal Stroke Project

Until recently, distinctions among the types of stroke that occur in children were
not well understood. The availability of new imaging techniques and the establish-
ment of the International Pediatric Stroke Study (deVeber 2005), with investigators
around the world contributing case histories and data to a large repository, has
only recently made it possible for investigators and physicians to establish a typol-
ogy of arterial ischemic stroke (AIS) in children (Sébire, Fullerton, Riou, & deVeber
2004). Fortunately, stroke in children is uncommon; and it often occurs from dif-
ferent mechanisms than stroke in adults, including congenital heart disease, sickle
cell anemia, or other disorders that can affect stroke outcomes in complex ways.
In contrast, perinatal AIS has become a focus of research due to its occurrence of-
ten without other health problems. Many children with perinatal strokes are born
after a healthy, full-term pregnancy, without birth complications, and without sub-
sequent disease. They suffer from a sudden ischemic event whose causes are not
well understood (thought perhaps to be a clot from the placenta or clots formed
during changes from fetal to neonatal circulation) and then will often go on to de-
velop without continuing seizures (some infants may have an early seizure, but
many have none or only one).

Following Lenneberg’s lead, our Perinatal Stroke Project re-examines the im-
portant issues he raised by studying language in teenagers and young adults who
had such a perinatal stroke, many years before. Thanks to our collaboration with
some of the largest and best known pediatric stroke programs in the United States
(at Children’s National Medical Center and Children’s Hospital of Philadelphia),
our research project is able to focus on this highly selected and uniform popula-
tion: those who had a perinatal arterial ischemic stroke (defined as onset between
28 weeks gestation to 28 days postnatal (Lynch 2009), though most of our partici-
pants had their stroke within a few days of birth). Perinatal stroke to the middle
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cerebral artery (MCA) provides an excellent model for this work: lesions are well
defined, damaging LH language areas or their right hemisphere (RH) homologues,
and often occur without other medical problems. While perinatal stroke occurs in
only one out of 4,000 live births (Lynch 2009), we have been able to recruit a good
number of participants with very similar injuries and fairly clean medical histories
(born after full-term healthy pregnancies; no significant additional disease, such as
sickle cell anemia, congenital heart defects, or multiple strokes; no medically re-
fractory seizure disorders). We are not following our participants longitudinally
(though see Stiles et al. 2012, Bates & Roe 2001, and Bates et al. 1997, for informa-
tion about the course of language development in infants and toddlers after focal
brain injuries). Rather, our question is how language abilities and their neural or-
ganization turn out, many years after the stroke, when they are teenagers or young
adults. This is many years after most assessments have been conducted—an im-
portant question since other research has shown that they may develop language
abilities more slowly than healthy controls. As Lenneberg asked, does their lan-
guage develop successfully, despite their injuries to the left hemisphere brain areas
normally dedicated to language, and does it do this by successfully reorganizing
to healthy brain areas? Lenneberg suggested that the right and left hemispheres
in very young children were equipotential for language and that, after left hemi-
sphere injury, the right hemisphere could support normal language development.
However, others since that time have argued that the left hemisphere is specialized
and privileged for language and that the right hemisphere cannot support complex
syntax (e.g., Dennis & Whitaker 1976, Raja Beharelle et al. 2010). Our project aims
at addressing these important questions once more.

There are also important clinical questions that our research can address.
While many children perform well after perinatal strokes, 25–45 % have some long-
term impairments (often to motor or executive functions) that restrict their success
in academic and everyday life (Lynch 2009). The common clinical picture for peri-
natal stroke is usually a mild hemiparesis—many of our participants walk with a
slight limp and may have limited control of their hand and fingers on the affected
side; but for most there is good cognitive and language development, even with
very large infarcts. Our participants are at grade level in school, and some are hon-
ors students, though many require extra time on tests in school. Recent studies
have demonstrated some language impairments, particularly for high-level lan-
guage (Ballantyne et al. 2007), and some evidence that remaining LH areas (rather
than homotopic areas of the RH) may be crucial for these skills (Raja et al. 2010).
A better understanding of outcomes and the variables that correlate with outcome
variations can provide a foundation for developing improved treatments.

We address these questions—Is the young brain successfully plastic? Can
language be successful acquired by the RH if the LH is damaged?—by testing a
group of teenagers and young adults who have had a large perinatal stroke to the
LH MCA territory; and, for comparison, teenagers and young adults with com-
parable infarcts to the RH, and healthy controls (including their siblings) who are
matched to these groups in age and socio-economic status. Each participant and
their families spend 3–4 days with us and are given a large battery of behavioral
tests (verbal and performance IQ tests, tests of executive function and ADHD, and
carefully selected tests of processing and producing linguistic syntax, morphology,
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and prosody) and are also given a battery of fMRI tasks we have developed to ex-
amine neural activation for these same skills. In the next section we provide an
overview of our results thus far for language.

3. Our Participants’ Injuries and Their Neural Activations for Language

All participants undergo an anatomic MRI scan (an MP-RAGE), which provides a
picture of the structure of their brain, and a functional scan examining their activa-
tion for language using a task called the Auditory Definition Decision Task (ADDT),
along with other fMRI tasks. The ADDT was developed by Gaillard and colleagues
(Gaillard et al. 2004, 2007, Berl et al. 2014) as part of an fMRI battery used to ex-
amine the neural activation for language in healthy children and in children with
chronic seizure disorders. The ADDT involves a block design in which sentences
like A large gray animal is an elephant. (the forward speech condition) are contrasted
with the same sentences played backwards (the backward speech condition) and
with blocks of silence. In the forward condition, participants push a button if the
sentence is true; in the backwards condition they push a button when they hear
a beep (which are matched in distribution and frequency to the button pushes re-
quired in the forward condition). The similarities between these conditions thus
control for auditory and motor activation; the activation differences between con-
ditions are thus due to processing and understanding the sentence. Task difficulty
is kept constant across groups and individuals, at 90 % correct or better for all par-
ticipants, by selecting one of 4 levels of word frequency for the target words (e.g.
elephant). We administer other fMRI language tasks to our participants as well, but
this task has the advantage of activating virtually all of the LH language network
in healthy controls and therefore also reveals where this network is localized after
a LH or RH stroke.

The activation pattern from a group of healthy children (Gaillard et al. 2007,
Berl et al. 2014) is shown in Figure 1. Voxels with significantly greater activa-
tion for forward speech over backward speech in the ADDT are indicated in yel-
low/orange. The left panel shows a side view of the LH, with activation through-
out the frontal and temporal lobe language areas; the right panel shows the com-
plementary view of the RH, where there is minimal activation. This is the typical
pattern of strong LH lateralization for language in healthy individuals.

Figure 1: Activation for forward > backward speech in the ADDT for healthy children ages
4–12 (n = 68). (Based on Berl et al. 2014.)
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The ADDT elicits such robust and reliable activation that we can also exam-
ine patterns of activation in individual participants, which is important for under-
standing neural plasticity and patterns of language organization after stroke. Fig-
ure 2 shows some example ADDT scans from 6 individuals tested in our ongoing
research. These are axial scans (horizontal slices, with the front of the head at the
top, back of the head at the bottom) and are in neurological orientation (the LH
is on the left). Voxels with significantly greater activation for forward speech over
backward speech are colored in yellow/orange. On the left top and bottom are two
participants who are healthy controls (siblings of the patients); on the right top and
bottom are two participants who have had a RH perinatal stroke. Both the healthy
controls and the participants with RH strokes show the expected activation in LH
temporal and frontal language areas. (The blob of activation in the LH toward
the front is in the frontal region; the blob toward the back is in the LH temporal
region.)1 In contrast, the participants with LH strokes (in the middle) both show
their language activation in the right hemisphere homotopic areas. Thus far we find
this pattern of activation in the RH areas homotopic to the normal LH language
network for all of the participants who have sizeable LH infarcts. (Only those with
very small LH infarcts retain language activation in the typical areas of the LH).
No other patterns of language activation appear across the 12 participants we have
tested to date.

These results for language activation accord with what Lenneberg suggested
on the basis of the clinical literature, well before imaging was available: after major
left-hemisphere injury during very early infancy, language apparently ‘shifts’ to the
right hemisphere.2 (It is important to note, however, that this may not actually be a
‘shift’ but rather the maintenance and enhancement of early bilateral language, as
Lenneberg also suggested; see a brief discussion of this hypothesis at the end of this
paper, and see Berl et al. 2014a and Olulade et al., in preparation, for evidence.) This
‘shift’ of language to the right hemisphere does not successfully occur after stroke
in adults (Turkeltaub et al 2011).

An important follow-up question, then, is whether the RH can fully support
language processing and do so as well as—or almost as well as—the left hemi-

1 The box around the frontal regions in the RH stroke patients indicate that we have combined a
slice showing frontal activation with a different slice showing temporal activation. This is not
an important feature of the imaging; in many individuals the strongest activations for frontal
and temporal regions do not appear on the same brain slice.

2 An important question is whether atypical fMRI activations reflect atypical neural organiza-
tion for language, or rather whether activations arise from compensatory strategies, errorful
performance (Fair et al. 2010), increased difficulty of the tasks, or feed forward/feedback
(Price & Crinion 2005). For example, Raja Beharelle et al. (2010) showed that LH voxel activa-
tion best predicts language performance, even when the main activations are in the RH. Un-
fortunately, other techniques for testing language localization (e.g., using TMS to temporarily
inactivate areas hypothesized to be crucial for language) are not safe for participants at higher
seizure risk. However, several findings suggest that our fMRI activation patterns do reveal
cortical language organization. First, we have selected participants for this research who have
relatively large LH MCA infarcts with little or no healthy tissue in relevant LH areas for sup-
porting language. Many of our patients have complete LH MCA infarcts (one has an infarct
that encompasses the entire LH), and yet all show normal conversational language abilities
and test scores. We have also designed our fMRI tasks to reduce such problems. We adjust
task difficulty across participants to achieve over 90 % correct performance, reducing the like-
lihood that RH activation arises from task difficulty differences across groups.
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Figure 2: Example individual scans from the ADDT task, with orange/yellow showing
voxels that are activated significantly more for forward than for backward speech. The
leftmost scans are from two healthy controls; the rightmost scans are from two participants
who had a RH perinatal stroke; and the scans in the middle are from two participants who
had a LH perinatal stroke. All participants were teenagers at the time of testing.

sphere. Research on patients with a hemispherectomy during infancy (Dennis &
Whitaker 1976) has argued that the LH is privileged for processing syntax and that
patients who had LH surgery (even early in life) are less able to process complex
syntax than those who had RH surgery. Lidzba et al. (2013) have suggested that
there is a comparable result for children with perinatal stroke, although they have
compared children with LH stroke only to healthy controls. In contrast, others have
found no difference in language skills after early LH versus RH injury (Bates et al.
2001, Ballantyne et al. 2007, Feldman et al. 2002, Liégeois et al. 2008).

Dennis & Whitaker’s findings predict that teenagers and young adults with
RH language (LH stroke) will score comparably on simple sentences but will show
greater deficits on complex syntax than those with LH language (RH stroke). Fig-
ure 3 shows our participants’ performance on two different types of language tasks:
on the left, in simple sentence comprehension and use of English morphology (two
subtests from the Clinical Evaluation of Language Fundamentals; CELF-5), and on
the right, in a more complex syntax task testing the comprehension of affirmative
and negative active versus passive sentences (a task developed in our lab as a recon-
struction of the Active-Passive task used by Dennis & Whitaker (1976) for testing
hemispherectomy patients). It is important to note that these tasks, and others we
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are using, have been chosen carefully to assess linguistic skills through tasks that
are as free as possible of extraneous executive function demands (which we know
are impaired in individuals who have had a stroke). While our research is still in
progress, thus far the LH perinatal stroke group (with RH language) scores almost
exactly as well as their healthy siblings (with LH language) and the RH perinatal
stroke group (also with LH language, but with brain injuries comparable in size to
those of the LH stroke group). These results do suggest, then, that the left hemi-
sphere and the right hemisphere may be relatively equipotential for language early
in life and that either one can successfully support language development after
very early injuries to the opposite hemisphere.

Figure 3: Language abilities of our three participant groups. On the left, language abilities
in two subtests from the CELF; on the right, in the Active-Passive Test

4. Discussion and Conclusions of our Results to Date

Taken together, these results fully support Lenneberg’s original suggestions about
language and its representation in the brain after early injury. First, virtually all
of the participants we have studied—those with fairly large perinatal strokes to
left hemisphere frontal and temporal lobes—show their activation for sentence
processing in the right hemisphere homotopic regions as teenagers or young adults.
(See the same result also in 7 participants tested on the same task after perinatal
stroke, included in a larger study of language laterality in individuals with chronic
epilepsy by Berl et al. 2014b.) Second, their performance on both simple and com-
plex language processing tasks, testing syntax and morphology, is very good and
even equal to their healthy siblings and to matched participants with damage to the
right hemisphere, as long as we test them with fairly natural language production
or comprehension tasks that do not require extensive executive function demands.
Overall, then, these results suggest that the infant brain does have a high degree
of plasticity for supporting language in either the left or the right hemisphere, as
Lenneberg suggested.

However, it is also extremely important to emphasize that the plasticity we
see for language is highly constrained. After left hemisphere injuries, language
does not develop in a wide range of alternative locations. Rather, as suggested by
Gaillard and colleagues for atypical language after early chronic seizures and by
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Booth and colleagues, Feldman and colleagues, Holland and colleagues, Szaflarski
and colleagues, as well as Staudt, Lidzba, Wilke and colleagues for perinatal stroke,
in the face of severe early left hemisphere injuries to the normal language areas,
language virtually always and only develops in the right hemisphere homologues.

Why might atypical neural organization for language be restricted to these
right hemisphere areas? Many researchers have referred generally to the high de-
gree of plasticity apparent in the young brain and have talked about ‘reorganizing’
language to the right hemisphere. While a mechanism for such ‘reorganization’ is
not often articulated, the implication is that, in the young brain, areas not ordinar-
ily subserving language can take on new functions in the face of injury. (See, for ex-
ample, Finger 2009 for a discussion of vicariation.) In contrast, our own hypothesis,
again following Lenneberg’s original suggestions, is what we call the Developmental
Origins Hypothesis. This hypothesis suggests that much of what appears to be reor-
ganization of cognitive functions may actually be the outcome of more distributed
functional representations in the healthy young brain. In particular, we and others
have found that early language abilities are more bilateral than those of older chil-
dren and adults (Berl et al 2014a; Szaflarski et al 2006; Newport et al in preparation;
Olulade et al in preparation). We believe that this initially bilateral representation of
language permits the maintenance and enhancement of right hemisphere language devel-
opment when the left hemisphere is injured. But again, our research is still ongoing
and investigates other accounts as well.

4.1. Questions for the Future

Our initial results also serve as an entrée to research on a number of further ques-
tions: What are the consequences of atypical organization of language in children?
In particular, what are the effects on typically right hemisphere cognitive functions
when language is also controlled in part or in whole by the RH?

4.2. Potential Effects on Right Hemisphere Language Functions

While we often say that language is left lateralized in the healthy brain, we usu-
ally mean to refer in this statement to only certain aspects of language. In reality,
of course, ‘language’ is comprised of a number of coordinated functions, not all of
which are ordinarily lateralized to the left hemisphere. The most well studied of
these—naming and word recognition, sentence production and comprehension—
are indeed ordinarily lateralized to the left hemisphere in healthy adults (Broca
1861, Gazzaniga & Sperry 1967), as noted above. But there are also some linguistic
functions that are ordinarily lateralized to the homotopic regions of the right hemi-
sphere, including the processing of vocal emotion and of linguistic intonation (e.g.,
tonal contrasts indicating statement vs. question; Ross & Monot 2008, Wildgruber
et al. 2004, 2005). If early left hemisphere injury results in left-hemisphere lan-
guage functions being reorganized to the right hemisphere, how are they integrated
with the other functions of the right hemisphere? Does one set of functions domi-
nate, resulting in savings to those but impairments to the others? Do the functions
mix, with impairments to all? Or do they each find their own distinct territories
in the right hemisphere, through normal Hebbian processes of competition, and
peacefully coexist? Yet another possibility is that there are individual differences



416 Biolinguistics F Briefs F

in neural outcomes, leading to the individual differences in functional outcomes
described in the clinical literature. We are still in the process of investigating these
questions.

4.3. Potential Effects on Other Right Hemisphere Functions

The Crowding Hypothesis (Teuber 1974) posed a similar question regarding the ef-
fects of atypical language organization on right-lateralized visual-spatial functions.
This hypothesis suggests that, due to its importance for human cognition, language
will take priority in either hemisphere that is available, but then potentially leaves
less neural territory or computational power for visual-spatial functions if crowded
into the same hemisphere. Since visual-spatial functions are generally attributed to
the parietal lobe (not the frontal and temporal areas involved in language process-
ing), it is unclear why there would necessarily be such an interaction, but available
evidence has suggested impaired visual-spatial cognitive abilities after LH perina-
tal injury (Lidzba et al. 2006, Stiles et al. 2012). However, only a few tasks have
previously been used to assess visual-spatial functions in the context of the Crowd-
ing Hypothesis, so our research is re-examining these questions as well.

4.4. Principles and Mechanisms of Developmental Plasticity

Finally, the overarching questions that arise from Lenneberg’s original suggestions
and our own and others’ evidence on these hypotheses concern the principles and
mechanisms underlying developmental plasticity. Is the young brain endlessly
plastic, with the capability for drastic reorganization of function, or are there im-
portant constraints and principles of developmental plasticity that have not been
extensively addressed in the literature? Our results, combined with those already
in the clinical literature, suggest that there are very limited and patterned ways in
which language develops in the human brain. In the healthy brain, virtually ev-
eryone (approximately 99 % of right handers and 75 % of left handers; altogether
approximately 95 % of the population) develops language in the same frontal and
temporal lobe regions of the left hemisphere. When there is early left hemisphere
injury, language develops in these regions if the lesion is very small, or in the ho-
motopic regions of the right hemisphere if the injury is large. In Gaillard and Berl’s
work (Berl et al. 2014b, Mbwana et al. 2009), chronic seizure in middle childhood
may result in an unusual combination of these two patterns (left hemisphere tem-
poral activation; right hemisphere frontal activation). No other patterns of atypical
language organization have been well documented.

Again following Lenneberg, we have also suggested a reason why the right
hemisphere regions homotopic to the normal language network are capable of sup-
porting language after early left hemisphere injury. Very young children show
more bilateral representation of language than is seen in older children and adults
(Lenneberg 1967, Szaflarski et al. 2006, Holland et al. 2001, Berl et al. 2014a, New-
port et al., in preparation, Olulade et al., in preparation); that is, early in life, the
right hemisphere homotopic regions are heavily involved in language processing
even in the healthy brain. We hypothesize, then, that this forms the basis for the
enhancement of these regions’ involvement in language processing in the face of
early injury.
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It is important to note that these findings and hypotheses require further ev-
idence. Even 50 years after Lenneberg’s suggestions, these issues regarding devel-
opmental plasticity remain unresolved. But, with gratitude to Lenneberg for his
remarkable insights and for his stimulation of 50 years of fascinating discussion
and controversy, these questions continue to be a hot topic on the cutting edge of
the science of neural plasticity.
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Ingeborg Krägeloh-Mann. 2002. Right-hemispheric organization of language
following early leftsided brain lesions: Functional MRI topography. NeuroIm-
age 16, 954–967.

Staudt, Martin. 2007. (Re-)organization of the developing human brain following
periventricular white matter lesions. Neuroscience and Biobehavioral Reviews
31,1150–1156.

Szaflarski, Jerzy P., Scott K. Holland, Vincent J. Schmithorst, & Anna W. Byars.
2006. fMRI study of language lateralization in children and adults. Human
Brain Mapping 27, 202–212.

Teuber, Hans L. 1974. Why two brains? In F. O. Schmitt & F. G. Worden (eds.), The
Neurosciences: Third Study Program, 71–74. Cambridge, MA: MIT Press.

Tillema, Jan-Mendelt, Anna W. Byars, Lisa M. Jacola, Mark B. Schapiro, Vince J.
Schmithorst, Jerzy P. Szaflarski, & Scott K. Holland. 2008. Cortical reorga-
nization of language functioning following perinatal left MCA stroke. Brain
and Language105, 99–111.

Turkeltaub, Peter E., Samuel Messing, Catherine Norise, & Roy H. Hamilton. 2011.
Are networks for residual language function and recovery consistent across
aphasic patients? Neurology 76, 1726–1734.

Vargha-Khadem, Faraneh, A. M. O’Gorman & G. V. Watters. 1985. Aphasia and
handedness in relation to hemispheric side, age at injury, and severity of cere-
bral lesion during childhood. Brain 108, 677–696.

Westmacott, Robyn, Rand Askalan, Daune Macgregor, Peter Anderson, & Gabriele
Deveber. 2010. Cognitive outcome following unilateral arterial ischaemic
stroke in childhood: effects of age at stroke and lesion location. Developmental
Medicine & Child Neurology 52, 386–393.

Wildgruber, D., I. Hertrich, A. Riecker, M. Erb, S. Anders, W. Grodd, W., & H.
Ackermann. 2004. Distinct frontal regions subserve evaluation of linguistic
and emotional aspects of speech intonation. Cerebral Cortex 14, 1384–1389.

Wildgruber D, A. Riecker, I. Hertrich, M. Erb, W. Grodd, T. Ethofer, & H. Acker-
mann. 2005. Identification of emotional intonation evaluated by fMRI. Neu-
roImage 24, 1233–1241.

You, Xiaozhen, Malek Adjouadi, Magno R. Guillen, Melvin Ayala, Armando Bar-
reto, . . . , & William D. Gaillard. 2011. Sub-patterns of language network
reorganization in pediatric localization related epilepsy: A multisite study.
Human Brain Mapping 32, 784–799.



Biolinguistics F Briefs F 421

Elissa L. Newport
Georgetown University
Center for Brain Plasticity and Recovery
4000 Reservoir Road, N.W.
Washington D.C. 20057
United States of America

eln10@georgetown.edu

Barbara Landau
Johns Hopkins University
Department of Cognitive Science
241 Krieger Hall
Baltimore, MD. 21218
United States of America

landau@jhu.edu

Anna Seydell-Greenwald
Georgetown University
Center for Brain Plasticity and Recovery
4000 Reservoir Road, N.W.
Washington D.C. 20057
United States of America

as2266@georgetown.edu

Peter E. Turkeltaub
Georgetown University
Center for Brain Plasticity and Recovery
4000 Reservoir Road, N.W.
Washington D.C. 20057
United States of America

turkeltp@georgetown.edu

Catherine E. Chambers
Georgetown University
Center for Brain Plasticity and Recovery
4000 Reservoir Road, N.W.
Washington D.C. 20057
United States of America

catherine.chambers@georgetown.edu

Alexander W. Dromerick
MedStar National Rehabilitation Hospital &
Georgetown University
Center for Brain Plasticity and Recovery
4000 Reservoir Road, N.W.
Washington D.C. 20057
United States of America

alexander.w.dromerick@medstar.net

Jessica Carpenter
Children’s National Medical Center
111 Michigan Ave N.W.
Washington D.C. 20010
United States of America

jcarpent@childrensnational.org

Madison M. Berl
Children’s National Medical Center
111 Michigan Ave N.W.
Washington D.C. 20010
United States of America

mberl@childrensnational.org

William D. Gaillard
Children’s National Medical Center
111 Michigan Ave N.W.
Washington D.C. 20010
United States of America

wgaillar@childrensnational.org

mailto:eln10@georgetown.edu
mailto:landau@jhu.edu
mailto:as2266@georgetown.edu
mailto:turkeltp@georgetown.edu
mailto:catherine.chambers@georgetown.edu
mailto:alexander.w.dromerick@medstar.net
mailto:jcarpent@childrensnational.org
mailto:mberl@childrensnational.org
mailto:wgaillar@childrensnational.org




From Zero to Fifty:
Considerations on Eric Lenneberg’s Biological

Foundations of Language and Updates

Massimo Piattelli-Palmarini

1. Preamble

Had I been teaching a graduate course in biolinguistics in the years 1968–1975, I
would have had the perfect textbook: Eric H. Lenneberg’s Biological Foundations of
Language. Everything was right in it: general considerations, updated expositions
of neuroscience, genetics, developmental biology and, of course, language, beauti-
fully complemented by an appendix by Noam Chomsky. The prudence with which
extrapolations are suggested and Lenneberg’s unwavering honesty in pointing out
the tentativeness of some suggestions, are a model for us all. I am teaching biolin-
guistics now, but so many things have happened in the intervening fifty years that
I could not use it as a textbook, possibly with the exception of the last chapter “To-
ward a biological theory of language development (general summary),” with only
some minor additions and clarifications.

2. The Road Ahead

Lenneberg’s (1967) intuitions about what lay ahead in the future are remarkable,
some offer almost superhuman prescience. A brief sample:

The evidence is strong that speech and language are not confined to the
cerebral cortex.1 (1967: 64)

Cortical projection areas do not contain percepts nor are any other corti-
cal areas the depository of thoughts; whatever the nature of the signals
that travel through transcortical fibers, they cannot be identified with
the phenomenal content of experience.2 (1967: 213)

His approach to lexical semantics, being non-referential and entirely intensional, is
unquestionably right, foreshadowing later work by Noam Chomsky, but also Paul

I am indebted to Noam Chomsky for suggestions on a previous draft.
1 For an update and confirmations see (Piattelli-Palmarini, in press) and references therein.
2 A detailed and cogent explanation of why it’s so is to be found in the (alas poorly known and

insufficiently appreciated) book by C. R. Gallistel and A. P. King (Gallistel & King 2011).
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Pietroski, and James McGilvray (Pietroski 2003, 2005, McGilvray 1998). On page
333 we read:

Words are not the labels of concepts completed earlier and stored away;
they are the labels of a categorization process or family of such processes.

(1967: 333; emphasis in original)

Then, on the following page, italicized in the original, he says:

Words tag the processes by which the species deals cognitively with its
environment.3 (1967: 334)

On page 366, he adds:

Natural languages differ in the particular conceptualization processes
that are reflected in their vocabulary. However, since speakers use words
freely to label their own conceptualization processes [emphasis in original],
the static dictionary meaning of words does not appear to restrict speak-
ers in their cognitive activities: thus it is not appropriate to use the vo-
cabulary meanings as the basis for an estimation of cognitive capacities.

(1967: 366)

Finally, we read:

Until rigorous proof is submitted to the contrary, it is more reasonable
to assume that all natural languages are of equal complexity and versa-
tility and the choice of this assumption detracts much from the so-called
relativity theory. (1967: 364)

The above is part of Lenneberg’s cogent critique of cognitive relativism and of the
Sapir-Whorf hypothesis. He adds that there are: “enormous similarities between
the cognitive functioning of all individuals” (p. 336). Later work by Lila Gleitman,
Anna Papafragou and collaborators (Li, Abarbanell, Gleitman, & Papafragou 2011,
Li & Gleitman 2002, Papafragou, Cassidy, & Gleitman 2007) and Charles Randy
Gallistel (Gallistel 2002) have dispelled all remnants of plausibility of this hypothe-
sis.4

The separation between semantics, pragmatics and communication is clearly
outlined. Chomsky’s distinction between competence and performance is adopted
and corroborated by data and arguments. On page 355, Lenneberg says:

Efficiency of communication is mostly dependent upon such extra-semantic
factors as the number of and perceptual distance between discriminanda.

(1967: 355)
3 Giuseppe Vitiello and myself have suggested (what we think are) interesting validations of an

internalist semantics from quantum field theory (Piattelli-Palmarini & Vitiello 2015, 2017).
4 Of special cogency is the uniformity of understanding of belief-verbs in children who speak

a language with morphemic evidentials (as in Korean and Turkish) and children who are
speakers of languages without them (English). A difference would have been clear evidence
in favor of cognitive relativism, because there is nothing parents can “show” when conveying
degrees of reliability of assertions and the available kind of evidence for that assertion. It’s all
morpho-syntactic and semantic, therefore only internal and intensional.



Biolinguistics F Forum F 425

The prevalence of syntactic structure over communication is also a center-
piece of his counters to an adaptationist neo-Darwinian account of language evo-
lution, an important topic on which I will return shortly.

Lenneberg’s defense of innate predispositions for language acquisition and
of the central role of maturation, on the basis of genetic and general biological pro-
cesses, is unparalleled.

On page 221, after an insightful discussion on humans, animals and ma-
chines, we read:

There is, then, nothing unscientific about the claim that a species-specific
behavior pattern, such as language, may well be determined by innate
mechanisms. (1967: 221)

Then, on page 393, we read:

There was a time when “innateness” was on the index of forbidden con-
cepts. Much has changed in the official censorship of technical terms,
but there are still many scientists who regard the postulation of any-
thing innate as a clever parlor trick that alleviates the proponent from
performing “truly scientific” investigations. (1967: 393)

This caveat is, alas, still applicable today.
He concludes the whole book by stating, quite correctly, that:

No features that are characteristic of only certain natural languages, ei-
ther particulars of syntax, or phonology, or semantics, are assumed here
to be innate. However, there are many reasons to believe that the pro-
cesses [emphasis in original] by which the realized, outer structure of
a natural language comes about are deeply-rooted, species-specific, in-
nate properties of man’s biological nature. (1967: 394)

Not a word needs to be changed today.
Let’s now embark on a summary exposition of important updates, of how

and why knowledge has grown in later years, much in line with what Lenneberg
had insightfully anticipated.

3. The Brain

The quest of what, in the human brain, makes us unique has been relentless. Over-
all size, relative size with respect to body size, volume and density of the cerebral
cortex, size of neurons, degree of interconnectivity, have all been painstakingly ex-
amined. A number of Lenneberg’s analyses and graphs are still valid, but there
have been new discoveries. Brain evolution must today be framed in the rich new
domain of evo-devo, the booming recent revolution integrating the study of evo-
lution with that of ontogenesis. The motto is: “evolution is the evolution of onto-
genies” (Laubichler & Maienschein 2007, Raff 2000, Carroll 2005). In this huge lit-
erature, special mention is due to Sprecher and Reichert (2003) as well as Striedter
(2006), where the remarkable differences between the nervous system of vertebrates
(dorsal) and invertebrates (ventral) is reconstructed as an initial mirror inversion of
morphogenetic gradients piloted by, essentially, equivalent genes.
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In tune with evo-devo, and confirming several of Lenneberg’s intuitions,
the key to the differences between animal species are the developmental morpho-
genetic routes regulated by the patterned activation/inactivation of genes along the
ontogenetic timing. The complexity of gene regulatory networks defies our imagi-
nation and needs elaborate computer graphs to be analyzed (Davidson 2006, 2010,
Davidson & Erwin 2006). In spite of this, the remarkable conservation of genes
all along biological evolution has been a major discovery. In her Nobel lecture the
German geneticist and embryologist Christiane Nüsslein-Volhard says:

Many Drosophila genes have been shown to have homologs in verte-
brates. This homology is not restricted to amino acid sequence and to
their biochemical function, but extends to the biological role played in
development. This remarkable conservation came as a great surprise. It had
been neither predicted nor imagined. (1995: 295; emphasis added)

The discovery of such conservation, perfected and deepened since 1995, has sug-
gested to the Boston University biochemist and geneticist Michael Sherman the
hypothesis of a “universal genome” (Sherman 2007). Possibly exaggerated, but re-
vealing.5

The most updated comparative analysis of human brains and primate brains
is due to the Brazilian neuroscientist and evolutionary biologist Suzana Herculano-
Houzel (2016). The issue of neuronal density does not reveal significant differences.
She says:

Neuronal density does not decrease significantly across primates, as the
rest of brain gains neurons [. . . ] [and] neurons in the rest of brain on av-
erage become larger with increasing body mass across all species alike.

(Herculano-Houzel 2016)

Herculano-Houzel offers a detailed and persuasive hypothesis about the main fac-
tor in human brain evolution: the practice of transforming food (cooking, drying,
marinating etc.). This would explain the sudden change in caloric intake, the ex-
pansion of the cortex, increased manual dexterity and the relatively small volume
of the digestive tract. Not much is said (wisely) about the emergence of language,
attributed to:

Cortical abilities that rely heavily on the associative functions of a pre-
frontal cortex. Through making more energy available, becoming hunter-
gatherers probably put our ancestors on the path toward both benefiting
from and being able to afford greater number of neurons in the brain.

(Herculano-Houzel 2016)

The most interesting recent suggestion about brain evolution, human brain
ontogenesis and the emergence of language circuits is due to the German neurosci-
entist Angela Friederici and the Italian neuroscientist Daniela Perani and collabo-
rators (Berwick et al. 2013, Friederici 2012, Friederici & Singer 2015, Perani et al.

5 It should not surprise us that Noam Chomsky likes and cites this hypothesis. Unbeknownst
one to the other, Chomsky and Sherman had been using the acronym UG in different contexts.
Now they are mutually aware of this coincidence and possibly of a convergence.
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2011, Friederici, this issue). In Why Only Us, Robert Berwick and Noam Chomsky
offer this finding, suggesting, in conformity with the above cited authors, that:

There are two dorsal pathways, one connecting the mid-to-posterior su-
perior temporal cortex with the premotor cortex and one connecting the
temporal cortex with Broca’s area. It has been suggested that these two
may serve different functions, with the former supporting auditory-to-
motor mapping [. . . ] and the latter supporting the processing of sen-
tence syntax. There are also two ventral pathways that connect from
the region where the “lexicon” is presumed to be, to the front dorsal
region. The idea is that these dorsal and ventral fiber tracts together
form a complete “ring” that moves information from the lexicon to the
areas on the dorsal side where it is used by Merge. The key idea is that
this fiber-tract “ring” must be in place in order that syntactic processing
work. (Berwick & Chomsky 2016)

Evidence from the lack of a complete formation of this “ring” in nonhuman pri-
mates and in infants suggests that this may be a valid explanation of the ontoge-
netic and phylogenetic emergence of language. Anyway, as Lenneberg had warned
us, there is no single, isolated brain region correlated with language, nor is there a
“language gene.”

4. Genetics

Starting with the pioneering studies of Dorothea McCarthy (1930) and Ella Day
(1932) in the Thirties, the original evidence in favor of a genetics of language comes
from twins, in particular comparing identical twins and fraternal twins. As well
summarized by Lenneberg, identical twins manifest closer similarity in patterns
and milestones of language acquisition than fraternal twins.

The awesome development of human genetics in recent years has resulted
in a wealth of data on genetic predispositions to various diseases, but has also re-
vealed the fiendish difficulty in lawfully connecting genotypes and phenotypes.
Geneticists alert us that:

Even seemingly simple traits like height are controlled by more than
180 separate genes. Imagine the complexity of the genetic network that
determines the structure of the human brain: Billions of neurons con-
nected to one another by at least as many axons. Variations in these links
lead to differences among us, and sometimes to disability, but picking
out the main connections is not easy. [. . . ] Two versions of a protein that
guides growth of the prefrontal cortex one of which is known to confer
risk of autism generate distinct neural circuits in this region of the brain,
possibly explaining the increased risk of autism and other intellectual
disabilities in carriers. (Scott-Van Zeeland 2010)

In a recent (June 15, 2017) review of all these studies (Boyle, Li & Pritchard 2017)
the authors say:

Intuitively, one might expect disease-causing variants to cluster into key
pathways that drive disease etiology. But for complex traits, association
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signals tend to be spread across most of the genome—including near
many genes without an obvious connection to disease. We propose that
gene regulatory networks are sufficiently interconnected such that all
genes expressed in disease-relevant cells are liable to affect the functions
of core disease-related genes and that most heritability can be explained
by effects on genes outside core pathways. We refer to this hypothesis
as an “omnigenic” model. (Boyle, Li & Pritchard 2017)

The notion of an omnigenic model of how genes affect disease (or, for that mat-
ter, also any cognitive trait) is intriguing but also depressing. No wonder that the
identification of the genetic bases of language remains elusive.

The identification of the regulatory gene FOXP2 as a speech-relevant gene
was followed by much (unjustified) fanfare. One single mutation in a specific locus
of one allele of the gene appears to cause dysarthria and other linguistic inadequa-
cies. The precision with which this genetic defect was determined was combined
with rather generic, linguistically un-informed, tests. This is why Juan Uriagereka
and I said that FOXP2 is a geneticist’s dream and a linguist’s nightmare (Piattelli-
Palmarini & Uriagereka 2011). The enormous diffusion of the GWAS technology
(Genome-Wide Association Studies) has quite tentatively identified genes related
to dyslexia, language deficits and other intellectual disabilities (Christoforou et al.
2014) with premature assertions as to the heritability of intelligence (Davies et al.
2011).

The recent boom of epigenetic studies (Allis, Jenuwein, Reinberg & Caparros
2006, 2007, Halfmann & Lindquist 2010, Vercelli 2004) fails, to this day, to connect
to language. There is, in my opinion, little doubt that epigenetic processes can ex-
plain some differences in rates of maturation and language acquisition (one child
reaching a syntactic milestone at age, say, 3 years-old, while another child reaches
that milestone at, say, 3 years and 6 months) but we will have to wait. Finally, on
this topic, mention must be made of the other booming sector: the study of individ-
ual differences in the microbiome (Martinez 2014). Less clear is whether this “new
kind of biological causality” (sic), important as it is for the child’s susceptibility to
a variety of diseases (Ober & Nicolae 2011, von Mutius & Vercelli, 2010), will reveal
some effect on human brain maturation and language acquisition. The role of mi-
crobiota in modulating behavior and neurodevelopmental disorders in the mouse
has been shown (Hsiao et al. 2013).6 Still a far cry from language in humans, but
time will tell.

5. Language deficits

Lenneberg’s review of cases of aphasia was impressive for his time, but there have
been considerable new developments in diagnosis (notably the successive refine-

6 These authors say:

Gut bacterial effects on the host metabolome impact behavior. Taken together,
[our] findings support a gut-microbiome-brain connection in a mouse model of
ASD [Autism Spectrum Disorders] and identify a potential probiotic therapy
for GI [Gastro Intestinal abnormalities] and particular behavioral symptoms in
human neurodevelopmental disorders. (Hsiao et al. 2013)



Biolinguistics F Forum F 429

ments of the Boston Test of Aphasia, now adapted to many languages) and treat-
ment. Other specific language deficits have confirmed the modularity of language
and mind (for a recent review, see Curtiss, 2013). Better integration between clinical
examination and linguistic theory has allowed for considerable progress, some-
times confirming the posits of syntactic theory by accurate diagnoses and pat-
terns of recovery (Friedmann 2006, Friedmann, Belletti, & Rizzi 2009, Friedmann
& Grodzinsky 1997).

Special mention must be made of the identification of SLI (Specific Language
Impairment), unknown at the time of Lenneberg’s book. After it was precisely de-
fined and accurately diagnosed, cases of SLI have been reported in more and more
languages (from German to Italian, from Japanese to Inuktitut, including British
Sign Language—see the special issue of Lingua in January 2011, edited by Petra
Schulz and Naama Friedman). The heritability of the deficit leaves little doubt
(Barry, Yasin, & Bishop 2007, Bishop & Norbury 2002, Bishop, Adams, & Norbury
2006, Van der Lely 2005, Van der Lely & Stollwerck 1996). Ken Wexler and col-
laborators have suggested quite precise and deep explanations of the core of the
deficit based on refined syntactic processes (Rice, Wexler, & Cleave 1995, Wexler
1994, 2013).

These explanations are based on the special difficulty encountered by the SLI-
affected child with non-actional passives, unaccusative versus unergative verbs, the
unique checking constraint, universal phase requirement, deriving object to subject,
the formation of chains. These are quite subtle elements of linguistic theory, some
posited only recently. These lexico-syntactic and semantic operations are rather late
milestones even for normal children, but SLI children mature these significantly
later.

Lenneberg’s treatment of congenital deafness, especially the case of deaf chil-
dren of normally hearing parents, and of hearing impairments, are very illuminat-
ing. Explicitly or implicitly, the remarkable final success of these children in acquir-
ing language is evidence for the poverty of the stimulus (to which I will return).
In his times, grave mistakes were made by educators in the schools for the deaf
(including the insistence on lip-reading and the suggestion to hearing parents not
to gesture to their deaf children) and Lenneberg, respectfully, but unambiguously,
laments these.

Ever since, studies of the structure of sign languages have revealed the per-
fect equivalence, not only in efficacy of communication, but in syntactic structure,
with spoken languages (Klima & Bellugi 1979, Bellugi et al., this issue). The case
of the Nicaraguan Sign Language, when special schools for deaf children were be-
latedly created, revealed the richness of the child’s spontaneous creativity in actu-
alizing fundamental language structures and that the earlier was the exposure to a
full sign language, the greater was the linguistic quality of the final language stage
(Senghas, Kita, & Özyürek 2004).

The next item, poverty of the stimulus, gains from mention of the studies of
the late Carol Chomsky on deaf and blind children. (Chomsky 1986; reprinted in
Piattelli-Palmarini & Berwick 2013). Adopting the Tadoma method, which consists
in the deaf and blind child positing his/her fingers in specific points of the cheeks
and throat of the speaker, language development attains all the milestones of nor-
mal children, sometimes with only a small delay.
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Lenneberg is adamant in stressing the importance of the poverty of the stim-
ulus. He reports that child-directed speech by adults is full of semi-sentences, un-
grammatical but interpretable sentences, hesitations, ellipses and restarts. The fun-
damental principle in language acquisition is, in his words: “What is acquired are
patterns and structures, not constituent elements” (p. 281). Lenneberg calls this “a
fundamental principle of language acquisition”. This appears to contradict the clas-
sic PoS arguments, but in my opinion it does not.7 Lexical items are surely learned,
while patterns and structures are supplied by the genetic endowment. My reading
of this sentence is that Lenneberg wants to draw a distinction between the peculiar-
ities of a language (the sound pattern, the sound of lexical items) and fundamental
patterns and structures. In fact, it is preceded by this sentence: “the infant’s initial
lack of concern for phonetic accuracy is by no means a trivial or logically necessary
phenomenon” (p. 281). In hindsight, Lenneberg should probably have used a dif-
ferent wording, but many other passages in the book make it clear that he considers
PoS an indubitable thesis.

Poverty of the stimulus is a topic that is still controversial, for strange reasons,
today, in some corners of the academia.

6. Poverty of the Stimulus

The existence of critical periods in language acquisition, the cases of “feral chil-
dren,” of deep deafness and other cases of insufficient exposure to language, as
expounded in Lenneberg’s book and the rich bibliography it contains, are evidence
of the importance of linguistic external input. But the role of this input is not one
of shaping language, it’s more akin to the role of food in bodily growth. This is an
insightful parallel made explicitly by Lenneberg and then endorsed by Chomsky.
Raw materials need to be supplied, but the organism breaks them down chemi-
cally and internally re-builds the blocks according to its constitution. Language-
readiness and the child’s maturational path (in Lenneberg’s terms) are actualized
over time in virtue of internal, innate, species-specific predispositions, not shaped
by the linguistic input coming from the outside. Poverty of the stimulus is manifest
in some extreme cases, like the deaf and blind children studied by Carol Chomsky,
but is no less real in normal children.8

Over all the intervening years, various authors have tried to deny or belittle
the poverty of the stimulus. Extra-linguistic factors (gestures, indexicality, osten-
sion, facial expressions, generic induction, manifest approval or disapproval) and
some marginal linguistic phenomena (intonation, repetitions, explicit corrections)
have been suggested as “enriching” the stimulus in crucial ways. In recent years,
other suggestions have been made, based on the frequency of bigrams (Reali &
Christiansen 2005) and on the subtlety of Bayesian statistical generalizations by the
child (Perfors, Tenenbaum & Regier 2011a, 2011b). In essence, resuming a very old
expository example by Chomsky (dating back to the Royaumont debate with Jean
Piaget (Piattelli-Palmarini 1994, 1980), from the declarative sentence:

7 I am grateful to a Biolinguistics reviewer for pointing out this possible discrepancy.
8 I have heard Chomsky, in his lectures and in conversation, stress this point: extreme cases are

very interesting, but should not induce us to think that poverty of the stimulus is only present
in these.
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(1) The man is happy.

The interrogative is formed:

(2) Is the man happy?

One hypothesis is that the interrogative is formed mechanically, in a structure-
independent way, by ante-posing the auxiliary is. But this does not work with
the sentence:

(3) The man who is tall is happy.

This simplest hypothesis would give:

(4) * Is the man who tall is happy?

An error that no child makes. The other, correct, explanation is that the child mas-
ters a more complex rule, a structure-dependent one: move to the front the auxil-
iary that follows the whole constituent “the man who is tall.” Giving the correct
interrogative:

(5) Is the man who is tall happy?

Nothing physical marks that constituent, therefore the child masters the invisible
syntactic constituency in the sentence.

Lenneberg had already offered germane considerations:

This[, an essentially “transformational” process,] is most clearly seen
where the constituents of a single [syntactic] category lack any common
physical dimension and where the commonality is thus an abstract pat-
tern or structure. In these cases, the physically given, sensory “reality”
is transformed [emphasis in original] into abstract structure, and similar-
ity between the two physically different patterns is established through
the possibility of transforming the abstracted structures back to either
of the physically given patterns. (1967: 325)

Reali and Christiansen (2005) cannibalize this very elementary expository
example (Chomsky, in the Royaoumont debate, clearly stressed that the issue of
struc-ture-dependence goes well beyond such simple examples and requires an in-
tegrated theory). Their claim is, in essence, that the child is sensitive to the fre-
quency of bigrams in the language corpus they have received. In essence, the bi-
gram who-tall is exceedingly rare, while the bigram who-is has high frequency. This
is the explanation. No internal invisible structures, no poverty of the stimulus, no
structure-dependent rules. Why this suggestion fails immediately, with clear coun-
terexamples and for a number of reasons, is explained in (Berwick, Chomsky, &
Piattelli-Palmarini 2013), in part on the basis of previous data by Janet Fodor and
collaborators (Kam & Fodor 2013 and references therein).

Next, comes the suggestion by Perfors, Tenenbaum, and Regier (2011a, 2011b):
the child is equipped by nature, not with a universal grammar, but with general
Bayesian statistical generalizations. Exposed to the standard linguistic input a child
is exposed to, a grammar that has internal organization is the best guess in virtue of
these statistical generalizations. Other kinds of grammar (the simpler, mechanical
ones) cannot emerge with equal success. The received language corpus prompts
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the child to the more complex induction. No special innate language structures are
needed. This is a “rational approach” (sic!) to the poverty of the stimulus. It’s that
simple!

The falsification of this explanation, slightly subtler than that of Reali and
Christiansen, is also detailed in my chapter with Chomsky and Berwick and need
not detain us here, for reasons of space. The inadequacy even of Phrase Structure
Grammars (assuming that this is what the Bayesian induction gives) to explain the
child’s tacit knowledge of language was demonstrated long ago by Chomsky and
is put to task in our chapter.

Lenneberg was right in stressing the resistance to innate linguistic predispo-
sitions and the poverty of the stimulus. I had a confirmation of this a few years
ago. In casual conversation, a colleague, a distinguished philosopher (the name
will remain unspecified), who was teaching introduction to cognitive science to un-
dergraduates, told me with emphasis “poverty of the stimulus has been falsified,
no one believes it any more.” I reacted and asked why he was saying that. He cited
the papers mentioned above by Reali and Christiansen, and Perfors, Tenenbaum
and Regiers. I told him that they were totally off the mark and promised to send
him the chapter by Chomsky, Berwick and myself. He asked me to give a lecture
in his class, which I gladly did. I do not know whether I managed to persuade
his students, but he was not convinced. Since I was to teach that course later, he
sent me the syllabus of his course for the following year (please note, the following
year). For his one lecture on the poverty of the stimulus, he still gave the students
two readings only (Reali and Christiansen, and Perfors, Tenenbaum and Regiers).
Not a mention of our chapter.

So be it. Innatism and poverty of the stimulus are still hard to be accepted,
unfortunately.

7. Language Evolution

In privileging internal constraints, internal computations and the internal devel-
opment of access to rules, Lenneberg was, once more, right. Also, his perplexities
regarding a neo-Darwinian adaptationist account of language evolution were per-
fectly justified.

Lenneberg criticizes the legitimacy of data (then and still now) brought to
support a progressive, step by step, continuous evolution of human language from
animal communication. Allegedly, a story of quantitative, not qualitative, progres-
sion. Purported evidence is, in fact, chosen from a scatter of orders and species, in
total disregard for phylogenetic continuity with humans. He says:

Frequently, only one species within a given genus or family even pos-
sesses the trait, indicating clearly that we are dealing with species-speci-
ficities, probably all of comparatively recent date. The reason the exam-
ples are so disparate is that parallels are rare. This suggests accidental
convergence (if, indeed, it is even that) rather than milestones within
one continuous phylogeny. (1967: 232)

He rightly insists that evolutionary discontinuity is not equivalent to special
creation, anticipating a line of inquiry based on “punctuated equilibria” cogently
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pursued in later years by Stephen Jay Gould and Niles Eldredge, raising fierce crit-
icism (Sterelny 2002). In a footnote we read:

The emergence of celestial navigation in birds or the diving abilities
of whales are no less mysterious than the emergence of a language-
enabling cognition. (1967: 374)

These traits are rightly indicated by Lenneberg as having emerged discontinuously,
like language. For germane consideration in the domain of insect navigation, see
(Gallistel 1998, 1999).

In the following years, however, most of publications on language evolution
focused on the advantage allegedly given by communication, not internal struc-
tures. In spite of radical critiques of standard neo-Darwinian selectionism and sev-
eral authoritative statements that natural selection is not considered any more the
main factor in evolution (see my book with Jerry Fodor for relevant quotes and
data and arguments: Fodor & Piattelli-Palmarini 2011) the suggestions of selec-
tive factors in the evolution of language have proliferated. The critique of these
hypotheses goes well beyond language and humans, extending to all species and
most biological traits. The evo-devo revolution has produced further perplexities,
marginalizing the role of natural selection in speciation.

Few in number, but equally authoritative, have been the exceptions to the
prevailing trend in the approaches to language evolution (Berwick & Chomsky
2016, Berwick et al. 2013, Bolhuis et al. 2014, Bolhuis et al. 2015; Bolhuis & Ev-
eraert 2013, Everaert et al 2015).

Stressing the relatively recent (between 150,000 and 75,000 years, a blink of
an eye in evolutionary time) and sudden appearance of the language faculty and
showing that communication is ancillary to language,9 Berwick and Chomsky have
cogently tried to redress the issue of language evolution. Rini Huybregts summa-
rizes his detailed work, and work on the genetic prehistory of southern Africa by
Pickrell et al. (2012) supporting the hypothesis of an ancient link between southern
African Khoisan (northwestern and southeastern Kalahari groups, who separated
only within the last 30,000 years) and eastern African Hadza and Sandawe. He
says:

Language must have existed before human populations became sepa-
rated [. . . ] but language did not emerge until long after these population
divergences occurred. Distinguishing capacity for language from exter-
nalized language resolves the apparent paradox. Speech emerged only
after the capacity for language became fixated. This accords well with
a fundamental property of human language. Rules mapping to mean-
ing rely on structural properties only, while rules mapping to sound
are (also) sensitive to linear order, reflecting properties of sensorimotor
modalities. The asymmetry suggests (i) language as a system of thought
takes primacy over language as communication [emphasis added], and (ii)
evolution of the language capacity preceded emergence of speech. Click
phonemes with their unique genealogical, genetic and geographical dis-
tribution may be relevant here. Separation followed possession of inter-

9 Noam Chomsky pointed me to this important article: Huybregts (in press).



434 Biolinguistics F Forum F

nal language but preceded externalized language. Clicks were recruited
for externalization in San populations only after deepest separation.

(Huybregts, in press)

Unfortunately, I doubt that these approaches have persuaded the die-hard
Darwinians.10

A recent and important development, with expected future impact on brain
evolution, is the detailed study of the very complex processes taking place in-
side the neurons. Pioneered by the University of Arizona anesthesiologist Stu-
art Hameroff and the British mathematician and physicist Roger Penrose with the
study of microtubules (Craddock, Tuszynski, & Hameroff 2012; Hameroff, 1998;
Woolf & Hameroff 2001), it has blossomed in recent years thanks to extremely small
electric probes, capable of recording signals from inside neurons, without affecting
the functioning of the neuron as a whole. In essence, the formidable equipe of bio-
physicists and molecular neuroscientists in Tsukuba (Japan), under the guidance
of Anirban Bandyopadhyay, has discovered very complex patterns of impulses at
different resonating frequencies, from a few hertz to terahertz, mostly grouped in
triplets and presenting a fractal distribution (Ghosh et al. 2014, Ghosh, Dutta, Sahu,
Fujita, & Bandyopadhyay 2013). Solid connections with memory storage in the
long term have been established11 and some mentions are made, maybe a bit pre-
maturely, to basic syntactic processes.12

The importance of physical laws in the explanation of fundamental linguistic
structures and computations, correctly stressed by Lenneberg by citing and com-
menting work by D’Arcy Thompson, has found significant developments, well
summarized in the first international conference on The Physics of Language (Sophia
University, Tokyo, March 4–5 2016), sequels to which are now planned. This leads
to the final segments of this paper, the ones dearest to me these days.

7.1. Optimization in Biology

Lenneberg insists on the notion of canalization and borrows from Waddington’s
work the picture of epigenetic landscapes (see figure 1 reproduced below). Ger-
mane to, nay almost indistinguishable from this, is Ivan Ivanovich Schmalhausen’s
idea of “coordination” (for a biography of this illustrious Russian evolutionist, em-
bryologist and geneticist—harassed by the Soviets—and a complete bibliography

10 A revealing anecdote. At the IX EVOLANG, the biannual big conference on language evolu-
tion, held in Kyoto in 2012, Noam Chomsky had initially accepted to be the keynote speaker.
Then he declined, (he told me he had no interest in sitting for days listening to people talking
about a topic no one understands). The organizers asked him for a substitute. He suggested
Robert Berwick, who also declined, and he then suggested me. I accepted and had the unde-
served role of starting the opening session of the conference. I did my best to present cogent
data and arguments against a neo-Darwinian explanation of language evolution. There were
some contrarian questions, which I did my best to answer. Then, for three days, lots of papers
were presented totally ignoring what I had suggested. Some older and “classic” proponents
of a selectivist account were treated like royalty and received special prizes.

11 This vindicates Gallistel’s intuition that we have to explore “room at the bottom” (sic), lower
than neurons and synapses, to find molecular traces for memory (Gallistel and King 2011).

12 The richness and subtlety of processes occurring inside single neurons may soon render irrel-
evant the overly celebrated use of neural networks in understanding brain functions. In these
models, each neuron is assimilated to a single, unstructured node.
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Figure 1: Reproduction of figure 6.10 from Lenneberg (1967: 262). The original caption in the book
says: ‘An ‘epigenetic landscape.’ A representation of a developmental system as a surface (sloping
towards the observer) on which there are valleys along which the processes of differentiation tend to
run. Evolutionary changes would alter the landscape in such a way that the ball now runs down a
different valley from its former course.”

of his work, see Levit, Hossfeld, & Olsson 2006).13 Coordination and canalization
stress the interdependence of organs and functions in evolution and development.
In his essay of 1964, in Russian, entitled “Problems with Darwinism” Schmalhausen
says:

Since the organism is an interconnected whole, it must keep its prop-
erty of wholeness also in the course of evolution. This would mean the
coordinated [evolutionary] transformation of its organs and parts.

(translated and cited in Levit, Hossfeld & Olsson 2006)

In harmony with what, later on, became evo-devo (see above), Schmalhausen
drew a picture of evolution as an evolution of whole, highly integrated, organisms.
As Lenneberg reminds us, all these scholars had, like himself, problems with Dar-
winism, in particular, with the atomistic notion of natural selection acting on each
trait separately14 and with the idea that utility shapes form. In several passages of
his book, this idea is rightly criticized.

13 I am indebted to Richard Lewontin for pointing me to the work of Schmalhausen and for
stressing its importance.

14 This atomistic conception of natural selection, gene by gene, trait by trait, was labeled, crit-
ically and somewhat humorously, by Ernst Mayr “beanbag genetics”, an approach that has
been energetically defended by the staunch Darwinian J. B. S. Haldane (Haldane 1964). He
concludes his 1964 article saying: “I hope to devote my remaining years largely to beanbag
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From the very opening, and then in many subsequent passages, in fact, Lenneberg
dwells on the monumental pioneering work of D’Arcy Wentworth Thompson and
collaborators (Thompson & Bonner 1917/1992), largely ignored, to this day, by mil-
itant researchers in biology and genetics.15 We are reminded that D’Arcy Thomp-
son had discovered basic, simple, topological transformations covering allometric
growth in the morphology of close species. He had also shown the pervasiveness
of fundamental anatomical structures that instantiate the physical laws of material
stress, obeying the principles of optimal levers and minimal muscular effort. The
inter-dependence of organs and functions is stressed by Lenneberg, all this being
often a far cry from piecemeal natural selection.

On page 265, Lenneberg says:

The evolutionary process underlying language is analogous to the ge-
ometric transformations of form, described by D’Arcy Thompson, or
perhaps comparable to the changes in allometric tendencies in different
species. (1967: 265)

The crucial importance of fundamental physical and chemical laws was fur-
ther shown by Alan Mathison Turing, by means of elegant mathematical solutions
to the formation of many biological patterns, exclusively based on spontaneous
molecular diffusion and the optimization of overlapping morphogenetic gradients
(Turing 1952). Significant further confirmations of the correctness and the explana-
tory power of Turing’s approach have been found recently in more biological forms
(Economou et al. 2012, Reinitz 2012, Tompkins et al. 2014). The materialization,
in biological structures, functions and behaviors, of physical principles of opti-
mization, maximum efficiency and minimal stress are now abundant: found in
the structure of the genetic code (Itzkovitz & Alon 2007), the evolution of insect
wings (Kingsolver & Koehl 1985), the optimal wing angle for flight and takeoff
in birds (Dial, Jackson, & Segre 2008), respiratory patterns in birdsongs (Trevisan,
Mindlin, & Goller 2006), brain wiring and brain location (Cherniak 2010, Cherniak,
Mokhtarzada, Rodriguez-Esteban, & Changizi 2004), and optimal energy expendi-
ture in migrating birds (Liechti 1995).

These results, and more that I will not report here for reasons of space, con-
firm that optimal solutions and materializations of physical principles are ubiqui-
tous in biology. This vindicates the work of Schmalhausen, Waddington, D’Arcy
Thompson and Turing, corroborates Lenneberg’s intuitions and, presently, testifies
to the legitimacy of the core thesis of the Minimalist Program. It is not true, as some
critics have claimed, that the optimization criteria invoked in Minimalism contra-
dict all we know about biology and evolution, where, allegedly, optimal structures
are never found. On the contrary, they are found all over.

genetics”.
15 In hindsight, I must report that, in the years when I was doing research in molecular genetics at

the Institut Pasteur, under the guidance of the Nobel laureate Jacques Monod (one of the most
intelligent and cultivated intellectuals I have ever known), no mention was ever made of this
line of inquiry. In fact, Monod claimed that physicists could not understand biology, because
“every biological structure is also a fossil” (sic!). An unflinching neo-Darwinian, Monod was
persuaded that the vagaries of natural selection were all one needed to understand evolution.
He once proudly announced to his whole laboratory that he had discontinued the subscription
to the Journal of Theoretical Biology. He explained this by asserting that there is no such thing
as theoretical biology.
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7.2. Towards a Physics of Language

Spontaneous instantiations of the Fibonacci patterns (the series, the sequence, the
spiral) are to be found everywhere in nature, from galaxies to flowers, from the
horns of the ram to patterns formed in inorganic systems (Douady & Couder 1992).
These patterns materialize the optimal, self-organizing compromise between op-
posing factors. Their instantiation in the domain of language and why it matters
have been evidenced by David Medeiros (Medeiros, 2008), by Medeiros and me
(Medeiros & Piattelli-Palmarini, in press), by William Idsardi and Juan Uriagereka
(Idsardi & Uriagereka 2009) and in my work with the Italian physicist Giuseppe
Vitiello (Piattelli-Palmarini & Vitiello 2015, 2017, in press). Important, still unpub-
lished, work is going on in Reading UK, under the supervision of Doug Saddy. It
has been shown that, in identifying sequences of tones or syllables, in predicting
their continuation and in remembering them, humans have a special facility when
the sequences are Fibonacci sequences, even with respect to superficially similar
sequences. Since the Fibonacci sequences cannot be easily, intuitively guessed by
humans by probabilistic expectations, one term after the other, the special facility
of identification and memorization attested by Saddy and colleagues rules out a
Bayesian explanation, much to the regret of those who are pertinaciously attempt-
ing to explain language structures with Bayesian models (Tenenbaum & Griffiths
2001, Xu & Tenenbaum 2007).

Medeiros has shown that the Fibonacci numbers govern the structure of syn-
tactic trees and that, in any sentence, the buildup of a higher node in the tree is only
forced when the number of syntactically licensed words in the sentence reaches a
Fibonacci number, not otherwise. Other mathematically optimal characteristics are
satisfied by the growth of binary syntactic trees, at variance with other kinds of
abstractly conceivable trees. Vitiello and I have established a relation between the
algebra of the most elementary binary matrices in Quantum Field Theory (QFT)
and the generation of X-bar trees and their Fibonacci progression for the number of
branches. Grounded on basic properties of QFT,16 we think we can also show the
optimality of the constituency of Logical Form and of an internalist semantics (see
above).

The qualifications “towards” and “steps to”, ante-posed to the very notion of
a physics of language, are, at present, crucial, because this is only the beginning of a
thorough exploration of the deep physics of language. It stands to reason, we think,
that, since language is part of nature, we can expect to see instantiated in it some
of the basic laws of nature, including physical laws. Tentative suggestions along
these lines are found in many places in Lenneberg’s book. The present emphasis of
Minimalism on criteria of minimal search, minimal computation, strict locality and
recursive grouping (phases) is very germane to us.

16 Quantum Field Theory is the best choice of the branch of physics to explore in connection
to language, because it covers interactions of many bodies at room temperature. Moreover,
it posits fields, not particles or forces, as the primary entity, in an analogy that we (rightly
or wrongly) think is significant with fundamental posits of contemporary Minimalism (strict
locality, probe-goal relations, agreement and phases).
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8. Conclusion

It is impossible to summarize fifty years of progress in linguistics, from transforma-
tions (then) to Minimalism (now). The core of the theory has become progressively
deeper, more abstract and leaner. From transformations to syntactic movement,
to move-alpha, to principles-and-parameters17 to feature-checking, to strict locality
and minimal computation. The contemporary tools of neuroscience (e.g, electroen-
cephalography, functional magnetic resonance imaging, magnetoencephalography,
and near-infrared spectroscopy) have given some important contributions, but are
not yet sensitive enough to allow for a test of the refined alternative hypotheses
now offered in linguistics.18 The opening of a domain that looks inside the neurons,
as summarized above, might offer a healthy revolution in neuroscience, possibly
not dissimilar from the revolution that quantum physics produced in chemistry
and the science of materials. Cognitive science and linguistics would then follow,
in ways we cannot anticipate. Looking ahead, maybe as far as the next fifty years,
we can hope that the best of the present research in biolinguistics, neurolinguistics
and generative grammar will be looked upon, in hindsight, in a similar way as we
are now looking back to Lenneberg’s work: tentative, incomplete, but suggestive,
foreshadowing discoveries and theories only dimly intuited, though in the right
general direction.
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What Would Lenneberg Think?

Biolinguistics in the Third Millennium

W. Tecumseh Fitch

1. Introduction

Biolinguistics, construed broadly as the study of human language from multiple bi-
ological viewpoints, was first placed on a solid modern foundation by Eric Lenne-
berg’s impressive Biological Foundations of Language in 1967. Lenneberg conceived of
our capacity to acquire language as a species-typical aspect of human cognition—a
conception so widespread today that it is difficult to realize how radical it seemed
to many at the time. Although Lenneberg argued that our language capacity has
some species-typical genetic and neural components, he clearly recognized that it
has a huge learned, culture-specific component as well. Lenneberg had thus al-
ready leap-frogged the unproductive “nature versus nurture” dichotomy that has
bedevilled so many debates about language since that time. He also recognized
that human language differs in important ways from animal communication, and
raised the question of whether the roots of language are best sought in cogni-
tion or communication—another prominent preoccupation in modern debates. In
short, although he apparently did not adopt the term “biolinguistics” himself, Eric
Lenneberg can rightly be seen as an important founding father of contemporary
biolinguistics. This makes a celebration in this journal, fifty years later, of his mag-
num opus highly appropriate.

In this essay, I will first briefly discuss a few of Lenneberg’s many insights
that I think bear repeating today. Then, I turn to a discussion of modern empirical
developments in biolinguistics that I think Lenneberg would find welcome, and in
many cases surprising, were he alive today. I will thus focus less on the aspects of
Lenneberg’s thought that have stood the test of time well, and are still essentially
correct today (which covers many of them) and more on aspects where modern
data invite a reconsideration of some of his ideas. These come from three general
areas: comparative investigations, modern neuroscience and especially molecular
genetics. My goal is to provide a concise overview of those developments that I
believe, were Lenneberg to appear for a conversation about biolinguistics today, he

This paper builds upon a presentation given at a workshop celebrating Eric Lenneberg in
Barcelona on 29 September 2017, initiated by Pedro Martins and Cedric Boeckx. I thank them
and the participants of the workshop, particularly Angela Friederici, Erich Jarvis, Constance
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would find most fascinating and in some cases challenging, and to speculate about
how he might respond.

2. Lenneberg’s Insights

I will first highlight some of Lenneberg’s central insights into the biology of lan-
guage, especially those which appear to have been overlooked in some modern
debates. There are many such insights (as well as those where his conceptions,
although radical in their time, have become widely accepted), so my selection is
personal, and far from comprehensive. I hope that this brief selection inspires con-
temporary students of biolinguistics to read (or re-read) Lenneberg.

Most crucially, I see Lenneberg’s perspective on the biological nature of lan-
guage acquisition as cutting through some of the most protracted and unproductive
debates that continue to rage about language, in particular debates about the roles
of genes, environment and culture in language. Lenneberg recognized all of these
factors as playing important roles, but did not shy away from highlighting the fact
that the human capacity for language is part of human biology and not simply a
product of our environment. Starting with the environment, he saw its role as sup-
portive and permissive, but not crucial. In a nice metaphor, he points out that a
frog’s and a minnow’s eggs, developing in the same pond, will reliably yield quite
different developmental outcomes (Lenneberg 1967: 373). Of course, the proper
nutrients, water, oxygen etc. are needed, but these factors do not determine the
outcome: The genetic code and biological aspects of development contained in the
eggs at fertilization do. Given this obvious biological fact, why should we be sur-
prised that a human child and a kitten (or a chimpanzee) raised in identical environ-
ments should yield different developmental outcomes? The “language-readiness”
of the newborn human brain is part of human biology, even if the particular and
idiosyncratic end-state reached by any particular individual also obviously incor-
porates their personal social and environmental history.

Turning to the social and cultural environment, he considered a proper nor-
mal social environment to be crucial, but again not instructive in a literal “teaching”
sense. Indeed he already was aware that parent’s attempts to teach their children
specific rules (or to avoid certain words or phrases) are surprisingly ineffective. Ac-
quiring language is not like learning proper etiquette from Miss Manners. Nonethe-
less, recognizing the centrality of an appropriate linguistic input, he conceptualized
the child as “resonating” with this input, rather than memorizing it by rote (see
Hoshi, this issue). Cognitively, these led Lenneberg to a conception of “language as
a special form of pattern recognition” typical of the human brain, pattern recogni-
tion that “can’t be accomplished based on probability statistics alone” (Lenneberg
1967: 393).

He explores this idea about resonance in detail, hypothesizing that childhood
provides a limited (and again species-specific) period during which the individual
is optimally capable of acquiring one or more languages with little effort. This
plasticity of childhood is then stabilized at puberty, and the representations formed
then undergo consolidation for the rest of an individual’s life. Lenneberg can thus
be seen as one of the first to recognize the importance of “critical period phenom-
ena” in language acquisition. Today, this is a central and well-accepted concept in
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child language acquisition, although the more nuanced modern conception, often
termed “sensitive periods,” acknowledges the more gradual “closing” of the period
than the slamming shut at puberty portrayed by Lenneberg. And, again taking an
essentially modern biological viewpoint, he recognizes that there is nothing sur-
prising or special about such critical periods: We find them everywhere in biology,
from bird imprinting to cat visual development, and human sensitive periods are
just one more example.

Also impressive is Lenneberg’s conception of the potential nature of “uni-
versal” properties of human languages. He clearly recognizes that these must be
abstract properties that depend on the universality of the cognitive mechanisms
underlying language, and not either the categories or operations seen more super-
ficially in particular languages. It is thus ironic that several recent critiques of the
notion of language universals and “universal grammar” have unabashedly taken
on the latter rather than the former (e.g., Everett 2005, Tomasello 2005, Evans &
Levinson 2009). These critics seek, and then reject the existence of, superficial
commonalities, rather than considering the deeper cognitive commonalities that
Lenneberg and Chomsky, at around the same time (Chomsky 1965), had in mind
when discussing “universal grammar”. Contemporary critics also often neglect the
kind of statistical or implicational universals, discussed extensively at around the
same time by Greenberg and many others (Greenberg 1963, Greenberg, Osgood &
Jenkins 1966). This is an example of the dictum that those who fail to learn from
history are doomed to repeat it (cf. Fitch 2011).

Finally, Lenneberg weighs in on two central topics in modern debates con-
cerning language evolution. First, considering arguments about the relative im-
portance of peripheral anatomy vs. central cognition in the capacity for language,
he comes down clearly on the central side: Neurophysiological factors are central
(Lenneberg 1967: 57). But, Lenneberg argues, these central factors are not simply a
product of brain size, given that nanocephalic dwarves with brains within the ape
size range can possess normal language. The implication is that we cannot use cra-
nial capacity, or other measures obtainable from the fossil record, as an indication
of when language arose, or clues as to what its earlier form(s) might have been (cf.
Fitch 2009).

Second, in chapter 8 Lenneberg considers and rejects arguments about lin-
guistic relativity made by Benjamin Whorf and others. Although many superfi-
cial differences between languages exist in vocabulary, grammatical categories, and
many other factors, and these may effect communication, they do not change the
central capacity for conceptualization. He concludes that language depends on
cognition much more than cognition depends on language.

As mentioned, this is just a taste of the many insights Lenneberg presents in
his book. Some of these insights (e.g. regarding critical periods, or the idea that the
language-ready brain is part of human biology) have been widely accepted today,
at least among academics in the relevant disciplines. Others (e.g. concerning the
nature of language universals, or the centrality of cognitive factors) are still debated
and/or remain inadequately appreciated by some, even fifty years later. But in my
opinion, in all of these cases, Lenneberg was clearly on the right track.
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3. How far Have We Come? Biolinguistics Today

Above I highlighted areas where Lenneberg would be either pleased to see his ideas
accepted or alternately would roll his eyes at how issues and dichotomies he had
already cogently resolved continue to be debated today. I now turn to three areas
where I think Lenneberg would be pleasantly surprised at the progress we have
made in researching the biological foundations of language. These are comparative
biology and animal cognition in particular, neuroscience (especially brain imag-
ing), and molecular genetics. In all of these areas, I think, Lenneberg would be as-
tounded by how much science has progressed, sometimes in ways consistent with
his arguments and predictions and sometimes less so.

3.1. Comparative Cognition Research

Although Lenneberg considered animal cognition and communication research
briefly, his main concern was distinguishing between these and their human
analogs. He, rightly in my opinion, drew a sharp distinction between animal com-
munication systems known at that time and human language; this was one part
of his argument as to the primacy of cognitive factors rather than communicative
factors in the biology of language. In a detailed discussion of word meanings, he
pointed out (again rightly) that human word meanings are nothing like stimulus-
response reactions to particular things. Rather, words reflect concepts and cate-
gories, often in a very flexible and context-dependent manner (also see Leivada,
this issue). Lenneberg argued that words thus “represent” in a very different way
from the calls of animal communication systems. He cited two examples of this
(Lenneberg 1967: 329–330): A dog trained to “point” at a tree or door in his masters
yard is unable to locate and point to the equivalent referents in a neighbor’s yard;
and a parrot trained to say “goodbye” when people leave the room sometimes do
so when people enter as well. In neither case were any references given, so we must
assume these are anecdotal reports.

Modern research has elaborated upon these ideas, using well-controlled ex-
perimental investigations, in three ways. The first, and perhaps most widely known,
was the discovery that some monkeys do produce alarm calls that have rather
general apparent referents. For example, vervet monkeys produce three differ-
ent alarm call types when seeing different predators: large aerial predators like
eagles, dangerous land predators like leopards, and less-dangerous large snakes
(Struhsaker 1967). Experimental investigations of these calls using playback ex-
periments demonstrated that listening vervets interpret these calls as if they had
spotted the relevant predator type themselves (Seyfarth & Cheney 1980, Seyfarth,
Cheney & Marler 1980, Seyfarth & Cheney 1984). We now know that such predator-
specific alarm calls have evolved, convergently, in many different bird and mammal
species, including chickens, ground squirrels, meerkats, and various other monkey
species (Sherman 1985, Macedonia 1991, Evans, Evans & Marler 1993, Zuberbühler
2001, Manser, Seyfarth & Cheney 2002, Zuberbühler 2003).

Are these the equivalent of “animal words”? There are several good reasons
to think not. Early authors were careful to label these calls “functionally referen-
tial” to indicate that they can be parsed by listeners as evidence about predators,
but this does not entail that signalers intend to communicate the predator’s pres-
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ence to ignorant receivers (Cheney & Seyfarth 1990). Indeed abundant subsequent
work suggests that the latter is not the case, and that indeed monkeys lack a rich
enough “theory of mind” to actively represent the ignorance of their conspecifics
that would be required to hold such an intention (Seyfarth & Cheney 2003, Cheney
& Seyfarth 2007). Thus, it is perfectly possible that, from a signaler’s point of view,
a particular call mainly reflects arousal caused by sighting a predator, but for the
perceiver this functions as an indication of that predator’s presence (cf. Wheeler
& Fischer 2012, Fitch & Zuberbühler 2013). From a modern perspective then, this
particular glass is half-full: it points to a phylogenetic continuity in perceivers (so-
phisticated, inferential, context-dependent interpretation) but a remaining discon-
tinuity in terms of signalers (Seyfarth & Cheney 2014, 2016). Lenneberg would be
fascinated by all this, but point out that the distinction between linguistic meanings
in language and “semantics” of these alarm call remains clear.

Regarding dogs’ ability to interpret meanings, this issue has now been in-
vestigated experimentally in several dogs with extraordinarily large vocabularies
including more than 100 object referents (Kaminski, Call & Fischer 2004, Pilley &
Reid 2011, Griebel & Oller 2012). Two facets of these data are relevant. First, the
border collie “Rico” showed evidence of fast mapping (one trial learning of a word
meaning) and long-term retention of that meaning, although the strength of this
experimental demonstration has been questioned based on results from another
dog (Kaminski, Call & Fischer 2004, Griebel & Oller 2012). Second, another border
collie “Chaser” successfully mastered over 1000 object referents, and unlike Rico
(who simply retrieved named unique objects) could also produce specific transi-
tive actions to these objects, differentiating the three sentences “nose ball”, “paw
ball”, and “bring ball”. Chaser could also use names to refer to categories like
“toy” or “ball” that applied to many different objects (Expt. 3, Pilley & Reid 2011).
This both shows that dogs are not limited to learning specific object-word pairs, as
Lenneberg had claimed, but also have a productive ability to map from utterances
to action-object pairings. Lenneberg argues that proper names are in some sense
a degenerate form of word meaning (given their typical pairing with specific indi-
viduals), and these dog experiments pair specific words with specific objects, and
could thus also be seen as degenerate “proper names”. But the understanding of
novel object/action pairings documented for Chaser belie Lenneberg’s argument
that the productive, creative ability to understand novel combinations is unique to
humans.

Finally, and for me most convincingly, the results from language-trained
African gray parrots experimentally demonstrate both flexible, context-dependent
interpretation of meaning (including adjectives like shape, color, material, and num-
ber) and appropriate productive usage of these abstract categories (Pepperberg
1981, Pepperberg & Brezinsky 1991, Pepperberg 1999). Although many parrots
learn to imitate speech, the meaningful comprehension and use of words requires
special training (the model-rival paradigm), and few parrots have successfully un-
dergone this intensive procedure, which more closely resembles child language ac-
quisition than more typical training procedures (Pepperberg 1985). Although in the
parrot case both vocal imitation and its meaningful deployment are clearly the re-
sult of convergent evolution, they nonetheless belie Lenneberg’s arguments about
human-typical usage of meaning being unique to our species: Important compo-
nents of this are found in multiple other species.
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What would Lenneberg’s reaction to these data be? First, he would correctly
point out that in all of these cases, it appears that the “semantic” behaviors ex-
hibited by non-human animals evolved convergently relative to our own. Even
regarding nonhuman primates, we have no evidence for predator-specific alarm
calls in great apes, so the presence of such calls in some monkeys is not evidence
that they were present in our common ancestor with these monkeys. Nonetheless,
these data clearly show that Lenneberg’s claims of “unique to man” are incorrect.
More importantly, although Lenneberg recognized that repeated convergent evo-
lution can provide evidence about adaptive function (Chapters 1 and 9), he does
not seem to recognize that such analogies are also relevant to testing mechanistic
hypotheses, for example hypotheses regarding the brain mechanisms needed to
perform these feats (for dogs see e.g. Andics et al. 2014, Andics et al. 2016). Al-
though only homology can be used to infer phylogenetic trajectories, as Lenneberg
realized, this does not make analogy irrelevant (cf. Fitch 2010, 2017).

I think that these modern data steals the wind from the sails of Lenneberg’s
critique of Otto Koehler, with whom Lenneberg only partially agreed (1967: 232). In
fact, Koehler was one of the first to persuasively argue for a multi-component per-
spective on the biology of language (Koehler 1951, 1954). Today, a multi-component
approach to biolinguistics, including animal cognition as a key ingredient, is widely
seen as the most promising comparative framework within which to consider the
evolution of language (Hauser, Chomsky & Fitch 2002, Fitch, Hauser & Chomsky
2005, Fitch 2017); I suspect that given today’s data Lenneberg would concur.

3.2. Neuroscience and Brain Imaging

I think that modern progress in neuroscientific methodology would have pleased
(and astounded) Lenneberg. In his day, essentially the only neural data relevant
to language came from either clinical anomalies (like the genetic dwarfism that
he highlighted) or patients suffering from brain lesions. In the latter case, there
were no methods like computed tomography (CT) scans or magnetic resonance
imaging (MRI) to probe brain anatomy in living individuals, so investigation relied
either on clinical signs (e.g. hemiparesis) or post-mortem dissection. Thus, the
degree to which Lenneberg could interpret data from his observations of living
patients in terms of lesion location was extremely limited. Indeed he is somewhat
dismissive of the relevance of localized lesions. Although he worked with Norman
Geschwind’s patients (Lenneberg 1967: 196), he mentions Geschwind’s then new
but now classic 1965 paper, defending the importance of the arcuate fasiculus in
connecting frontal and temporal regions, only in passing as “an opposite point of
view” (Lenneberg 1967: 217), without further discussion. In a book which leaves
few stones unturned, this is a surprising dismissal.

Since the 1970s and the introduction of CT scans, and then later MRI, neu-
rolinguists have benefited from a much richer and more accurate means of de-
termining lesion location and of linking it to a patient’s symptoms. The result
has been a revival, with modifications, of the older models of Broca, Wernicke,
and Lichtheim which attempted to localize particular sub-components of language
(such as producing vs. understanding speech, or processing syntax) to particular
brain regions (Geschwind 1970, Caramazza & Zurif 1976, Damasio & Geschwind
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1984, Damasio & Damasio 1992). The later introduction of positron emission to-
mography (PET) and functional MRI (fMRI), which allowed measurement of brain
activity in living patients, further amplified this localizationist trend. Although
sometimes veering into “neo-phrenology” (cf. Blumstein 1979, Friston 2002), there
can be little doubt that these modern brain imaging methods have provided a
massive new source of relevant data, and have strongly influenced contemporary
neuro-linguistics. Lenneberg would be amazed.

Lenneberg might have been less impressed with the various theoretical edi-
fices which have been built up around this new font of neurolinguistic data, because
some make little contact with findings from linguistics, and even those that do of-
ten adopt radically different theoretical approaches (compare, for example, Ullman
2001, Hagoort 2005, Price 2010, Friederici 2011, Rogalsky & Hickok 2011). Given
that Lenneberg’s book ends with an appendix by Noam Chomsky detailing formal
considerations for evaluating computational approaches to language, Lenneberg
might be disappointed to see how rarely formal and computational linguistic con-
siderations play a role in current discussions of the neural basis of language.

To briefly consider a neurolinguistic approach that does take formal and com-
putational considerations seriously, consider the recent brain imaging work of An-
gela Friederici and colleagues (Bahlmann, Schubotz & Friederici 2008, Bahlmann
et al. 2009, Friederici 2011, 2012, 2017). Starting with two well-defined artificial
grammars (a finite-state and context-free grammar), these researchers first found
that different frontal regions were activated in participants trained to process the
two grammars (Friederici et al. 2006). Furthermore, these two regions were con-
nected to the temporal cortex by very different white matter tracts: the frontal op-
erculum (activated by the simpler grammar) was mainly connected via a ventral
pathway, while the portion of Broca’s area activated by the context-free grammar
(Brodmann area [BA] 44) was connected by a dorsal pathway roughly equivalent
to Geschwind’s arcuate fasiculus (Friederici et al. 2006). Later experiments showed
the same region activated by a strictly hierarchical, center-embedded grammar,
suggesting that this activation is not due to any simpler strategy, like counting, be-
ing adopted to process the context-free grammar (Bahlmann, Schubotz & Friederici
2008), and that the same region is increasingly activated by increasingly complex
syntactic constructions in German (Makuuchi et al. 2009).

The conclusion that portions of Broca’s region play a key role in processing
syntax, whether in natural language or in various more artificial tasks, was veri-
fied in a meta-analysis (Friederici 2011) as well as numerous experiments in other
laboratories (Pallier, Devauchelle & Dehaene 2011, Uddén & Bahlmann 2012, Ha-
goort 2014, Dehaene et al. 2015). It remains unclear to what degree this rather
broad region is specifically involved in linguistic syntax (as opposed to, say, musi-
cal syntax), but that at least portions play a key role in processing language appears
indubitable (Koelsch et al. 2002, Fazio et al. 2009, Fedorenko, Duncan & Kanwisher
2013, Fitch & Martins 2014). For a dissenting view, see Rogalsky & Hickok (2011).

This brain imaging research also makes a fascinating connection to neuro-
anatomical work in nonhuman primates. Direct cytoarchitectonically guided com-
parisons between Broca’s region in human and chimpanzee post-mortem brains
shows that this area is the most enlarged cortical region known in the human brain,
with left BA 45 six times and left BA 44 6.6 times larger in humans than in chim-
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panzees (Schenker et al. 2010). Although the entire human brain is three times
larger than a chimpanzee’s, primary sensory regions are not greatly enlarged: pri-
mary visual cortex is only 1.8 times larger in humans than chimpanzees (Schenker
et al. 2010). Furthermore, these areas are much more heavily connected, via a dor-
sal pathway, to a much wider swathe of parietal and temporal cortex in humans
(Rilling et al. 2008).

This combination of comparative and neuroimaging data have led me to sug-
gest that Broca’s region plays the computational role of a “stack”, a form of auxil-
iary memory required for processing of grammars above the finite-state or “regu-
lar” level (Fitch 2014). According to this “dendrophilia hypothesis” (Fitch 2014), the
enlargement of Broca’s region greatly expanded the capacity of this auxiliary mem-
ory, and its drastically increased connectivity increased its ability to serve multiple
functions for multiple brain regions (rather than being limited to a single modality
or cognitive domain). I believe that, whether this hypothesis turns out to be correct
in its details or not, it is the kind of hypothesis Lenneberg would favor if he were
alive today, given his emphasis on a broad range of biological data consistent with
linguistic theory.

Two other neurolinguistic issues raised by Lenneberg deserve emphasis. One
is his emphasis, typical at that time, on the importance of cerebral asymmetry in hu-
man language, and in particular the left hemisphere bias observed in some aspects
of language processing. This degree of left bias was thought by many at the time to
be unique to humans. For example:

The phenomenon of cerebral dominance—that is, the predominant im-
portance of one side of the brain for a class of learned behavior—occurs,
as far as we know, in no mammal other than man.

(Geschwind 1970: 944)

Geschwind was careful to say “in no mammal” because it was already known
from the work of Fernando Nottebohm that song control in some birds was left-
lateralized (Nottebohm 1971). In any case, it is now clear that cerebral asymmetry is
found, and indeed appears to be typical, in a wide variety of vertebrates including
fish, birds and mammals (Bisazza, Rogers & Vallortigara 1998, Vallortigara 2000,
Rogers & Andrew 2002). To the extent that aspects of human language are lateral-
ized, they are not unique or even unusual in this respect, compared to perceptual
processes in vertebrates in general, or primates in particular (cf. Fitch & Braccini
2013).

In contrast, an observation emphasized by Lenneberg that seems to have held
up today concerns the significance of absolute brain size for linguistic ability. Cit-
ing the clinical work of Seckel on nanocephalic dwarfism (Seckel 1960), in which
humans have very small brains in the range of chimpanzees but nonetheless have
preserved linguistic abilities, Lenneberg suggested that the “absolute increase in
cell number and axodendritic density have increased man’s psychological storage
capacity” (Lenneberg 1967: 69) and other more general cognitive abilities, but not
our capacity for language. Although nanocephalic dwarves suffer general cogni-
tive deficits, they nonetheless acquire the rudiments of speaking and understand-
ing, and most master verbal skills to at least the level of five-year-old children.
Lenneberg concluded, correctly I think, that “the organization of the brain is more
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important for language than its mass” (Lenneberg 1967: 70). This conclusion is
consistent with most current thinking in neurolinguistics.

3.3. Molecular Genetics, Deep Homology and Paleo-DNA

I turn finally to a source of data that would probably have most astounded Lenne-
berg: the accurate sequencing of DNA recovered from long-extinct hominins like
Neanderthals and Denisovans (Green et al. 2010, Meyer et al. 2012). The general
progress made in genetics since Lenneberg’s time (genetic engineering, optogenet-
ics, personal genome sequencing, etc.) is by itself astonishing, and continues to
accelerate. But the notion that we would be able to recover DNA from an extinct
species in enough detail to begin reconstructing its phenotype seemed fanciful even
in 2000, after the first sequence data of the mitochondrial DNA from a Neanderthal
was reported (Krings et al. 1997). The reason is that each cell contains many mi-
tochondria (typically hundreds or thousands per cell), each of which has multiple
copies of the whole genome, meaning that there are typically thousands copies of
the mitochondrial DNA for each copy of nuclear DNA. The mitochondrial genome
is also much shorter than the nuclear genome, and is arranged on a circular chro-
mosome yielding greater stability. It is thus easier to piece together from the very
short sequences typically recovered from ancient DNA. For these reasons it initially
seemed likely mitochondrial DNA would be all we could ever extract and sequence
from fossils: useful but very far from complete.

But ten years afterward, due to improved sample quality, sequencing tech-
nology, and computational tools, the unimaginable became true and sequence data
covering much of the Neanderthal genome was reported (Green et al. 2010), with
the bombshell finding that a small amount of interbreeding had occurred between
Neanderthals and modern humans (cf. Pääbo 2014). A few years later, a high qual-
ity full-coverage genome was released (Prüfer et al. 2014), which allowed a short
list of 87 genes with protein-coding differences between Neanderthals and our-
selves to be drawn up (see supplementary online material for Prüfer et al. 2014).

To the extent that we can interpret these genetic differences and similari-
ties, the Neanderthal genome offers an unparalleled opportunity to test hypotheses
about the existence of particular components of language in this extinct species, and
thus to derive inferences about the “protolanguage” that might have characterized
this species (cf. Fitch 2017). Our problem at present is that few genetic variants
have been isolated that can be definitively linked to any particular component of
language. However, one such example does exist already: the human-specific form
of the FOXP2 gene. This gene was first identified due to its mutation in a British
family, some of whose members suffer from developmental dypraxia specific to
oro-motor control, which leads to a severe developmental speech disorder despite
otherwise relatively spared cognitive and linguistic abilities (Vargha-Khadem et al.
1998, Vargha-Khadem et al. 2005). Since this discovery, multiple other individuals
with FOXP2 mutations and a similar phenotype have been discovered (Pääbo 2014,
Graham & Fisher 2015).

The FOXP2 gene codes for a transcription factor (a protein that can bind to
DNA and thus modify the expression of other genes) connected with a rather large
network of associated genes that can be up- or down-regulated (Vernes et al. 2007).
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Crucially, in all modern humans, FOXP2 exists in a human-specific allele, coding
a protein that differs from that of chimpanzees (Enard et al. 2002). Within-species
homogeneity is just what we should expect for a gene causally associated with lan-
guage evolution (since humans around the world have the same capacity to acquire
any language), as is a difference from chimpanzees (which lack this capacity). Thus
FOXP2 has the appropriate characteristics required of a language-evolution-related
gene, albeit one that is tied to speech output capabilities rather than more central
linguistic characteristics like syntax.

Crucially, once the Neanderthal genome was sequenced, it was possible to
evaluate the sequence of FOXP2 in this species as well, and the Neanderthal gene
turned out to code for the same derived protein as in modern humans (Krause
et al. 2007). This strongly suggests that the selective event that led this derived
variant to be selected in our hominin ancestors preceded our divergence from Ne-
anderthals, a split which occurred roughly 500,000 years ago. Although it is im-
portant to note that no single gene alone underlies the derived human capability
for speech, this finding in turn suggests that selection for improved oro-motor se-
quencing also preceded this split, suggesting that increased oro-motor sequencing
abilities characterized our common ancestor with Neanderthals (cf. Fitch 2017).
This is obviously consistent with the hypothesis that this common ancestor had al-
ready acquired the capacity for speech. Finally, because the paleontological record
strongly suggests that Neanderthals did not have fully modern cognition (Tatter-
sall 2016), this suggests that this common ancestor, like Neanderthals, lacked some
other crucial component of language (e.g., hierarchical syntax or theory of mind, cf.
Bolhuis et al. 2014). Although no single gene by itself can explain language, or even
key sub-components of language like oro-motor sequencing or dendrophilia, this
case of FOXP2 provides a promissory note for future, similar genetic investigations,
rather than a complete story in itself.

Of course, the complexity of the mapping between genes, development, and
cognitive abilities is highly indirect and complex (DeSalle & Tattersall 2017, Fisher
2017), and we should not let the excitement about FOXP2 above obscure the fact
that most of the known genes associated with language and language disorders
have less clear and striking phenotypic effects. Any single gene acts in a context
provided by other genes, and its effects often vary from tissue to tissue, and prob-
ably differ in different brain regions. It is also important to note that many genetic
changes relevant to evolution result in changes in gene regulation during develop-
ment rather than protein-coding changes in the gene product. Indeed, outside of
the protein-coding portion of the FOXP2 gene, a modification of a putative regu-
latory region has been discovered which is not shared with Neanderthals (Maricic
et al. 2013), suggesting that there may have been waves of selection on this gene,
and the most recent one is unique to Homo sapiens. We have a long way to go be-
fore even this single gene is understood, much less the multiple changes in many
genes, related to multiple different mechanisms, that must have accompanied the
evolution of language.

Nonetheless, this new source of paleo-genetic data clearly refutes the all-to-
common notion that “we will never know” what happened when during hominin
evolution, and opens the prospect of testing competing models of language evolu-
tion empirically. Lenneberg would be amazed.



Biolinguistics F Forum F 455

Although many other genes besides FOXP2 have been proposed to be asso-
ciated with human language abilities (Graham & Fisher 2015, Mozzi et al. 2016),
none of these candidates yet has both the clear phenotypic identification and the
pattern of within-human homogeneity and human/chimpanzee differences that
would be required to firmly identify it as a language-related gene. Fortunately,
however, the process of identifying and isolating gene variants in individuals is
now part of normal clinical genetic practice and individualized genomics, so we
can confidently await more examples in the coming years. For each of these can-
didate genes, we can immediately cross-reference with the Neanderthal genome
(and paleo-genomes from other extinct hominins) to see if they shared the modern
human allele or not, and build a clearer and clearer picture of what the (already
known) genetic differences between us, Neanderthals, and chimpanzees actually
mean for development and the human phenotype. Thus, in my opinion, the most
promising data-driven pathway for examining the linguistic (and other cognitive)
abilities of Neanderthals and other extinct hominins is by examining their DNA.

4. Conclusion

In this paper I have attempted to revisit some of the key notions discussed by
Lenneberg in his ground-breaking book from a modern, empirical perspective. Al-
though, in many ways, Lenneberg was on the right track, and new sources of data
have simply reinforced points he made fifty years ago, in others his conclusions
have been updated, challenged or even rejected. In sum, however, I think it is fair
to say that the broad, data-driven approach that he pioneered, firmly based in both
the biology and linguistics of his time, has aged well. There is still much to be found
in his book that remains of value for biolinguists today.

In addition, I tried in the second part of this essay to show how far the field
of biolinguistics has come since Lenneberg’s time, building on a set of questions he
was one of the first to cogently ask, and within a framework he laid out beautifully
in the late 1960s. I believe that, were he alive today, Lenneberg would be pleased
by this progress, and excited by the prospects for the future.
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Pääbo, Svante. 2014. The human condition—A molecular approach. Cell 157, 216–
226.

Pallier, Christophe, Anne-Dominique Devauchelle & Stanislas Dehaene. 2011. Cor-
tical representation of the constituent structure of sentences. Proceedings of the
National Academy of Sciences of the United States of America 108(6), 2522–2527.

Pepperberg, Irene M. 1981. Functional vocalizations by an African grey parrot.
Zeitschrift für Tierpsychologie 55, 139–160.

Pepperberg, Irene M. 1985. Social Modeling Theory: A possible framework for
understanding avian vocal learning. Auk 102, 854–864.

Pepperberg, Irene M. & M. V. Brezinsky. 1991. Acquisition of a relative class con-
cept by an African Grey parrot (Psittacus erithacus): Discriminations based on
relative size. Journal of Comparative Psychology 105, 286–294.

Pepperberg, Irene M. 1999. The Alex Studies: Cognitive and Communicative Abilities of
Grey Parrots. Cambridge, MA: Harvard University Press.

Pilley, John W. & Alliston K Reid. 2011. Border collie comprehends object names as
verbal referents. Behavioural Processes 86(2), 184–195.

Price, Cathy J. 2010. The anatomy of language: A review of 100 fMRI studies pub-
lished in 2009. Annals of the New York Academy of Sciences 1191(2012), 62–88.
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“Language and Brain: Developmental Aspects:”
Eric Lenneberg at the Neurosciences Research

Program in 1972

Michael A. Arbib

1. Introduction

Neuroscience seems like such an established field that it may surprise readers to
learn that it (as distinct from neurophysiology and neuroanatomy as separate dis-
ciplines) was established only in 1962, with the founding of the Neurosciences Re-
search Program (NRP) at the Massachusetts Institute of Technology (MIT) by Fran-
cis O. Schmitt and a variety of scientists interested in the neural basis of behavior
and mind. (The Society for Neuroscience was founded in 1969 with Ralph W. Ger-
ard as Honorary President.) The NRP hosted four summer schools and multiple
Work Sessions over the next 20 years to help establish the new field. Schmitt not
only brought together a variety of brain-centered disciplines but also championed
the application of molecular biology and genetics to the study of the brain. For a
history of the NRP, see the essay by George Adelman (2010) who was for many
years librarian—and more—for the NRP.

Eric Lenneberg published Biological Foundations of Language in 1967. Five
years later, he published “Language and Brain: Developmental Aspects” (Lenneberg
1972). This was a Bulletin based on an NRP Work Session organized by Lenneberg
and held November 19–21, 1972. The report contained an edited record of the
presentations as updated by the participants, and closed with an epilogue writ-
ten by Lenneberg. This is an almost-forgotten work. When I last checked Google
Scholar (August 2017) there were more than 10,000 hits for the book, yet only 3 for
Lenneberg’s epilogue and none for the work as a whole. The aim of this article is to
bring the Bulletin to the attention of all those who value Lenneberg’s work, with the
bulletin itself made accessible on-line by presenting it as supplementary material in
the Appendix to this piece. The article first presents, and to some extent comments
on, the individual presentations at the Work Session, grouped under themes as in
the bulletin, and closes with a perspective on Lenneberg’s epilogue.

2. Neuroanatomical Approaches to the Study of Language

Georges Schaltenbrand (1972: 512–524)1 reviewed the “Neuroanatomical Aspects
of Speech and the Electrical Stimulation of the Brain.” He offered clinical obser-

1 Unless otherwise indicated, all page numbers given in the running text of this paper beyond
this point reference the original pages and respective contributions in the NRP Bulletin under
discussion (Lenneberg 1972).
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vations related to speech and other vocalizations, but his emphasis (following on
the work of Wilder Penfield) was on what he had learned from electrical stimula-
tion of patients undergoing surgery. Such data still provide a useful complement to
current research in neurolinguistics which, despite the subsequent wealth of elec-
troencephalography (EEG), positron emission tomography (PET) and functional
magnet resonance imaging (fMRI) data, still lacks a unifying framework long after
Lenneberg wrote that

[. . . ] the exact anatomical substrate for language remains elusive, es-
pecially for the cognitive side of language. [. . . ] [T]here do not seem
to be sharply delimited or structurally well defined areas that are alone
responsible for the appearance of specific clinical language deficits.

(1972: 524)

A few pages later, Lenneberg continues as follows:

Perhaps the function of [. . . ] large, transcortical, intrahemispheric fiber
tracts is more closely related to developmental events and cortical dif-
ferentiation than to “the sending of messages” between cortical func-
tional “centers.” This discussion is particularly relevant to our spec-
ulations concerning the function of the arcuate fasciculus. Since there
are homologous structures in the chimpanzee brain, it is doubtful that
man’s capacity for language is in any important way related to the pres-
ence of this fiber tract. (1972: 526)

I agree that certain pathways and structures may play their crucial role in develop-
ment, but disagree that homology disqualifies a tract from playing a distinctive role
in language. For example, Rilling et al. (2008) used diffusion tensor imaging (DTI)
to chart the very different structure of arcuate fasciculus in macaque, chimpanzee,
and human (also see the discussion by Friederici, this issue). My own perspec-
tive is that arcuate fasciculus in monkey and chimpanzee serves fine manual motor
control; and that its expansion in the human reflects the emergence of fine vocal
control.

Returning us to developmental issues, Lenneberg adds that

[t]hese facts lead to but one conclusion: There is some latitude and in-
dividual variation in the way neuroanatomical structures may mediate
specific behavior types. These variations are not likely to be random but
rather are governed by quite specific principles of the development of
brain organization. The principles may have something to do with the
concepts of critical age and sensitive period. (1972: 526–527)

3. Some Neuroembryological Principles

Given the lack of data directly linking human brain development to the general
time course of language acquisition, it was thought valuable to explore in some
detail what general neuroembryology could reveal as to developmental principles
of brain organization—even though the behavioral aspects considered were far re-
moved from humans and language. Marcus Jacobson (1972: 528–534) spoke on
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“The Problem of Regulation: The Visual System in Amphibians.” This has been
of interest to me because, from the work of (Willshaw & Malsburg 1979) onward,
the formation of retinotopic maps has been a major target for computational mod-
eling as the best worked-out example of “how the brain wires itself up” (see Bed-
nar’s chapter in Arbib & Bonaiuto 2016 and Hjorth et al. 2015 for reviews). John
Szentágothai (1972: 534–536) discussed “Plasticity in the Central Nervous System:
Its Possible Significance in Language Mechanisms.” Recent evidence of the role of
plasticity in shaping language mechanisms is the finding that the brain of a liter-
ate person has distinctive brain regions adapted for reading, the visual word form
area, for example. Dehaene & Cohen (2011) support the hypothesis that “reading
acquisition partially recycles a cortical territory evolved for object and face recog-
nition, the prior properties of which influenced the form of writing systems.” This
phenomenon has been the target of modeling by Behrmann & Plaut (2013), but will
not be considered further here.

4. Language Properties of Special Interest to Neurobiology

As part of an attempt to understand the relationship between brain and language,
the work session sought to assess the relevant properties of language by reviewing
attempts (as available in 1972) to provide formal descriptions of grammar.

Terence Langendoen (1972: 537–539) asked “Is the Theory of Generative
Grammar Relevant to Neurobiology?” and answered that Chomsky’s (1957, 1965)
competence theory is not of primary relevance—a conclusion I would agree with
even today, despite Chomsky’s major recasting of his theories across the decades
(Arbib 2012: 47–71): rules of grammar should not be confused with the rules that
govern the processes of comprehension and production. Langendoen outlined a
long series of developmental stages in speech production that yields a set of highly
specific phonological rules, while arguing that one should treat the syllable as the
proper unit in phonology, not the phoneme.

Ed Klima and Ursula Bellugi (1972: 539–550) introduced “Language in An-
other Mode,” their research on sign languages of the deaf, especially American Sign
Language (ASL) and its acquisition as a first language by deaf children of deaf par-
ents (for an updated overview see Bellugi et al., this issue). Following on Stokoe’s
argument (1960) that ASL was indeed a language rather than an unstructured col-
lection of gestures, Klima and Bellugi showed that ASL had a grammar that shared
certain properties with a spoken language like, for example, English but had certain
distinctive properties exploiting the visuo-manual mode of communication, and
explored the distinction between ASL and Chinese Sign Language (CSL; Klima &
Bellugi 1979 presents the result of this research). (Note that we now accept sign lan-
guages as human languages in their own right—the grammar of ASL versus CSL
does not reflect the differences between the grammars of spoken American English
and Chinese.) Klima and Bellugi note that sign languages differ from spoken lan-
guages in the way the hands and face can exploit simultaneity:

Though sign language may well have its roots in pantomime, it is clear
that internal pressures toward systematization have resulted in a reanal-
ysis of what may have been highly iconic into what seems to have be-
come increasingly arbitrary. (1972: 550)



466 Biolinguistics F Forum F

Since 1972, sign languages have offered a strong counter-balance to spoken lan-
guages and have suggested to some (but perhaps still a minority of) researchers
in language evolution the plausibility of a gestural role in language origins, with
the path to speech being indirect (Arbib 2012, Armstrong et al. 1994, Armstrong &
Wilcox 2007, Kendon 2002). But crucial data for Lenneberg’s concerns come from
post-1972 studies on development of gesture in relation to speech and sign (Caselli
et al. 2012), sign language aphasia (Poizner et al. 1987) and fMRI studies (Emmorey
et al. 2014, Emmorey & Özyürek 2014), to name just a few. Returning to the theme
of neural plasticity, important information can be gleaned for how having a signed
versus spoken language can differentially remodel the brain (recall the earlier dis-
cussion of Dehaene et al. 2010).

5. Language in the Clinic

Here the attempt was to revisit the then century-old study of aphasias from a mod-
ern perspective. Simeon Locke (1972: 551–555) gave ”A Neurologist’s Point of
View.” He raised two “ambitious, and perhaps unanswerable” questions: (1) What
is the evidence that language in the human is “innate” (leaving open the possibility
that instead of being preprogrammed, all that is there is the potential, which is then
developed)? (2) In what sense is language an extension of preexisting systems, and
in what sense does it exploit new principles?

As the studies of Klima and Bellugi show, language can exist without
speech. Speech, as distinguished from the speech act [. . . ], functions at
the level of acoustic percepts and can be looked at in the absence of its
semantic load. (1972: 552)

Locke reported on comparative analysis of the amount of speech produced in light
and dark by schizophrenics, aphasics and dements, concluding that schizophrenics
speak far less in the dark, suggesting that for them at least visual perception is a
key to language production. In fact, language production has been far less studied
than comprehension in neurolinguistics, and I would suggest that we should look
at the “action-perception cycle” generally to ground our understanding of how lan-
guage emerged as a new medium of communication as compared with nonhuman
primates.

Roch Lecours (1972: 555-564) took up “Linguistic Analysis of Paraphasias,”
focusing on the case in which words are transformed by replacement of a single
linguistic segment, while considering a range of variations of what might broadly
be called Wernicke’s aphasia (i.e., with the emphasis on errors of production):

One might suggest that the semantic incoherence of jargonaphasic ma-
terial, which sometimes precludes all possibility of linguistic communi-
cation with subjects whose productions contain too many compounded
and complex verbal transformations, is not necessarily the behavioral
manifestation of a conceptual deficit. [. . . ] [It is] the result of an expres-
sive, rather than a conceptual, disorder. To the listener, the sequence is
no doubt quite incoherent; but its significance for the speaker’s linguis-
tic deficit might indeed be of the same order as that of a mere phonemic
paraphasia. (1972: 564)
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The general notion here is that by seeing what may go wrong on the path from
semantic structure to motor control, one might get a new handle on grammatical
structure (cf. Langendoen’s observations, informed by study of language acquisi-
tion).

6. Development of Motor, Language, and Cognitive Behavior

Building on Langendoen’s work, there were five presentations on various forms of
development in humans. Tom Twitchell (1972: 565-569) integrated this with brain
damage in “Development of Motor Coordination in the Presence of Cerebral Le-
sions,” demonstrating that it is easier to see how labyrinthine and proprioceptive
mechanisms related to body posture and simple movements are acting than to en-
visage the role of cutaneous sensory-motor mechanisms in motor function in health
and disease. Primitive ballistic movements of, for example, manual control provide
the necessary interactions from which coordinated behavior can emerge. (Oztop et
al. 2004 offered a computational model for how, over perhaps 9 months, the grasp
reflex can be replaced by visually guided preshaping of the hand during reach.)

If one looks at the development of motor function following cerebral le-
sion at birth, the story is one of gradual improvement rather than grad-
ual development of abnormalities. Often the improvement in function
is so small over the life of the patient that it is of no use to him. One may
see improvement occurring (provided it is not a learned type of utiliza-
tion of the residual mechanism) in the same manner as in the normal
infant. (1972: 569)

Lenneberg notes

[. . . ] that synergisms for sucking, mastication, and deglutition are phys-
iologically separable from synergisms for speech articulation; the latter
are later in development than the former. In abnormal development one
may find normal anatomy and movements of oropharyngeal structures;
the young patient has no difficulty in negotiating liquid or solid food.

(1972: 569)

He then calls for studies akin to Twitchell’s on motor control. (Interestingly, Lenne-
berg had at that time already sent off one of his graduate students to study the
development of motor control, cf. Cohen, this issue).

Colwyn Trevarthen (1972: 570–585) offers an extended account of “The Psy-
chobiology of Speech Development” in the only part of the Bulletin to be widely
cited (over 100 times). He also discusses his commisurectomy studies with Roger
Sperry. A diversity of studies with infants attest to his thesis that

[t]he mechanism of intelligent action, employing a number of aimable
and tunable receptors in unison for detection of structure in the world, is
one in which a common space context, defined in innately wired circuits
of the brain to represent the body’s field of action, is used to obtain se-
lective foci. [. . . ] Separate focalizing and information-analyzing organs
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like eyes, hands, and mouth can pursue separate local goals individu-
ally, but all are periodically brought together and united in a common
orienting field of behavior that shares one time base for its actions. This
basic structure could not have been put together by learning or any pro-
cess of association of initially free and independent parts. (1972: 570)

This then places language development firmly within the context of the child’s
interaction with the world. He discusses visual space in the neonate, voluntary
reaching for objects, and (moving toward communication) prespeech in neonates
to show that

[. . . ] the roots of social communication of experience and intention are
well established at birth and that they begin to function before inani-
mate objects are perceived or used effectively. (1972: 579)

Prespeech is

[. . . ] a highly specific, quieter follow-up of the smile in which the baby,
with gaze somewhat defocused from the mother’s eye and often un-
smiling, performs elaborate lip and tongue movements, sometimes with
compressed breath. (1972: 581)

Trevarthen found

[. . . ] abundant evidence that speech has evolved out of the need for
communication of intention and experience between beings of like psy-
chological organization, with the same manner and cadence of attend-
ing to the events in the common environment, yet each with his own
unique point of view on the world. (1972: 585)

This concept of intersubjectivity draws our attention to locate language within a
context of social interaction. In recent years, Trevarthen has extended his study of
intersubjectivity to include musicality (Malloch & Trevarthen 2009); whereas the
relation between language and music poses a continuing challenge (Arbib 2013).

Tom Bever (1972: 585–588) addresses “The Relation of Language Develop-
ment to Cognitive Development,” starting by noting there are different types of
linguistic knowledge such as grammatical knowledge, understanding of language,
and speaking—and they interact. How do children perceive sequences of words?
Bever demonstrates this by showing how at age two they have a stereotyped way of
interpreting sentences that supports comprehension of parts of some sentences but
not others, and observes how this changes by age four. The topic of language acqui-
sition remains highly pertinent. A strict reliance on an innate Universal Grammar
(e.g., Lightfoot 2006) seems mistaken (Arbib 2007), but computational modeling in
concert with large databases seems to show real progress (Chang 2015, MacWhin-
ney 2014).

Jonas Langer (1972: 588-596) discussed “The Ontogeny of Cognitive Func-
tions.” He posited three stages for the development of conceptual intelligence: pre-
sentational transformation upon objects, representational transformation upon ob-
jects, and operational transformation and assessed advances in symbolic systems of
action that accompany conceptual progress. He argued that the evidence, though
incomplete, seems to support the
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[. . . ] working hypotheses that: (1) Conceptual activity defines the pace
or sets the limits for symbolic development. (2) Conceptual develop-
ment cannot be outstripped by symbolic development. [. . . ] [He] sum-
marized cognitive development as a shift from interaction and concern
[. . . ] with actual phenomena or objects located in the environment to a
consideration [. . . ] of possible phenomena located in his own thoughts.
The character of the neural substrates that are necessary for such a shift
is not at all clear. It seems reasonable to suggest, however, that such a
cognitive shift is unlikely without a parallel inhibition of neural interac-
tion with concrete external events accompanied by a relative activation
of intraneural interaction. (1972: 595–596)

One may note here the concern with “mental time travel” that moves language and
thought beyond the here-and-now (Suddendorf & Corballis 1997, Suddendorf &
Corballis 2007)—but much remains to be done to secure the neural foundations for
this expansion of cognitive perspective.

7. Neurobiological Aspects of Animal Communication

Three of the last four presentations asked what could be learned from the study of
songbirds. In “Cerebral Lateralization in Birds” Fernando Nottebohm (1972: 597–
602) discussed his seminal work on “Central Neural Mechanisms of Vocalizations
in Birds,” Juan Delius (1972: 602–607) reviewed “Central Neural Mechanisms of
Vocalizations in Birds,” while Mark Konishi explored “The Development of Audi-
tory Sensitivity in Relation to Mother-Young Vocal Communication in Birds” (pos-
sibly an echo of Trevarthen’s intersubjectivity?). The study of birdsong and its de-
velopment, and speculation as to its relation to language, has been very active since
these pioneering contributions and so I simply provide a few references to recent
research (Berwick et al. 2011, Bolhuis & Everaert 2013, Fitch & Jarvis 2013, Petkov
& Jarvis 2012). Since birdsong lacks semantics, it does not provide a model for the
“compositional semantics” that language provides; it may better be regarded as
exhibiting something akin to a “phonological syntax” (Yip 2010).

Finally, Detlev Ploog returned discussion to primates with his analysis of
“Phylogenetic and Ontogenetic Aspects of Vocal Behavior in Squirrel Monkeys.”
An updated review is provided by (Jürgens 2002, 2009), whereas Aboitiz has placed
monkey vocalization and human language within an evolutionary framework, while
noting that voice and manual gesture may have played complementary roles in the
evolution of the human language-ready brain (Aboitiz 2012, 2017). Thus, the study
of ape gesture may be a valuable bridge in assessing how language evolved (Arbib
et al. 2008, Rossano & Liebal 2014, Slocombe et al. 2011).

8. Epilogue

Lenneberg’s epilogue to the collected presentations is divided into ten sections.
Here are the key points that Lenneberg made in each section.
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8.1. Language, Speech, and Speakers

Lenneberg states that

[l]anguage is a system or a “structure” of relations. Relational features
pervade every aspect—semantics, syntax, and phonology. [. . . ] [A]nd
the reality of these points was driven home to engineers in recent years
when they discovered that no mechanical device can recognize speech
sound patterns (or syntactic structures) unless it is capable of making
elaborate computations of relations. (1972: 619)

A few years later, HEARSAY provided an example of a speech understanding sys-
tem employing cooperative computation across the levels (Erman et al. 1980, Lesser
et al. 1975); Arbib and Caplan (1979) offered initial ideas on the relevance of this to
neurolinguistics.

Lenneberg then points out that

[i]n order to assign phonemic values to sounds, the object [i.e. biological
organism] must “compute” relationships between given acoustic het-
erogeneities [. . . ]. Syntactic and semantic relationships [. . . ] are “com-
puted” in intimate connection with the organism’s cognitive activities
(including perception, memory, recognition—in short, knowledge) con-
cerning the world around it. The computation of relationships is in-
volved when relationships in the environment are assessed or verified,
or when a speaker issues a statement or makes an assertion about rela-
tionships that supposedly hold for certain conditions. (1972: 619)

He continues by saying that

[t]hese considerations should make it clear that language reception and
language production are both dependent upon a common, unified mech-
anism [. . . ]. (1972: 619)

Perhaps this is misleading. Thus, where Lenneberg asks “Where is language lo-
cated, whatever it may turn out to be?” (p. 620), I would rather speak of “orches-
trating” diverse mechanisms for production and comprehension, while noting that
learning may have altered not only these mechanisms but their patterns of interac-
tion with others (recall the earlier discussion of reading).

Next, Lenneberg goes on by discussing the explanatory value of association.
He remarks that

[f]or about a century we have been satisfied with the use of association
as an explanatory concept. This has engendered the false impression
that language knowledge is simply a collection of associative bonds that
may be established within the organism by manipulations from the out-
side and, therefore, that language knowledge may be introduced into a
basically passive recipient by any clever trainer. Linguists, especially
Chomsky (1957) and his students, have argued compellingly against
this view. Observations on clinical language disorders as well as on the
normal ontogeny of language development similarly militate against
the idea that language consists of immutable items (such as fixed asso-
ciations) that are either present in an organism or not. (1972: 621)



Biolinguistics F Forum F 471

The modern challenge, also discussed by Trettenbrein and Chomsky (this issue),
then is to assess what notion of grammar may best support a study of language
use—with perception and production providing occasions for learning and them-
selves changing (and changing in their relation to action, perception and cognitive
processes) in the process. My own vote is to seek a neurologically constrained
variant of construction grammar in which meaning and form are intertwined in
each construction. Moreover, when we take a performance view, the elements of
grammar may constitute dynamic schemas which differ between those available
for comprehension and those for perception.

8.2. Language Development

Lenneberg starts out by saying that

[t]he general trend [of language development] is always from a global,
undifferentiated whole towards greater and greater specificity. One is
reminded of Coghill’s (1930) concept of individuation in the develop-
ment of motor coordination, which has been mentioned by Twitchell.

(1972: 621)

This sets the stage for what may be read as Lenneberg’s manifesto for the
work session’s overall theme of “Language and Brain: Developmental Aspects:”

The phonemic structure develops as a system of contrasts and relations
(as Jakobson, 1941, showed [. . . ])—not as a linear augmentation of a
speech sound repertoire. In syntax, the first joining of words represents
an undifferentiated, primitive predicative relation; one word seems to
be a comment on the other, but at first it is often not clear which of
the words is the topic and which the comment. As sentences increase
in length and syntactic complexity, the syntactic relations become more
specialized and differentiated; words begin to function more and more
clearly as specific syntactic categories. Likewise, in the realm of seman-
tics, the child’s usage of words is at first global and, to the adult ob-
server, sloppy. Gradually the primitive semantic fields contract, and
more and more precise semantic relationships emerge. This general
trend suggests that the underlying neuronal activities responsible for
language go through a developmental history themselves, starting from
a maturationally undifferentiated stage and moving towards an ever-
increasing degree of specialization and differentiation. (1972: 622)

He goes on to say that

[w]hat is maturing is a capacity for computing special kinds of relations
and relations between these relations. (1972: 623)

8.3. Biological Aspects of Language Development

Here, Lenneberg starts by saying that
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[. . . ] one of the most general principles of embryogenesis may also be
active in the specific (biological) maturational processes underlying lan-
guage development. I should like to call this principle morphogeny, the
embryological trend of local accumulation of anatomical structure and
of physiological order. Developing organisms are morphogenic sys-
tems. (1972: 623)

(Compare his note on Waddington on his page 631.)

But perhaps it is not quite so obvious that the development of behavior
is actually an extension of embryogenesis. [. . . ] An animal’s behavior is
but the outward manifestation of physiological and anatomical interac-
tions under the impact of environmental stimulations. (1972: 624)

This integration of function and development sits well with the notion of evo-devo
(also discussed by Piattelli-Palmarini in this issue), that evolution yields develop-
mental systems rather than directly specifying adult forms. Extending Trevarthen’s
intersubjectivity, we may now place increasing emphasis on evo-devo-socio—since
human language is indeed a primary shaper and shapee of sociocultural evolution.

Next, Lenneberg takes up the now familiar distinction between internal and
external language:

[. . . ] [L]anguage may develop at the normal chronological age in chil-
dren with peripheral handicaps that block the normal outward expres-
sion of language. Studies have been made of several children with mo-
tor deficits due to fixed CNS [central nervous system] lesions who have
never been able to make speech sounds but who have developed lan-
guage knowledge normally by listening to and interacting with speak-
ing adults. This illustrates that the “mental” exercise of language may
be distinguished from the physical output of language, i.e., from speech
[. . . ] (1972: 625)

Lastly, he concludes the section by noting that

The idea that the exercise of language itself contributes to and alters the
structural complexity of the language system is, incidentally, argument
against regarding the brain as a finite-state computer. Though the ar-
gument here is based on different considerations from those used by
Chomsky (1957), the conclusion is the same as his. (1972: 625)

But such agreement does not endorse a competence theory of generative grammar
as the “solution.” A rich learning theory of the child’s language use while interact-
ing with the physical and social environment is the goal of Lenneberg’s enterprise.

8.4. Maturation of the CNS and Language

Here, Lenneberg’s key point is that

[. . . ] normal histological and functional development of the mammalian
brain is dependent both on the availability of certain sensory stimula-
tion and on the opportunity or processing such information and engag-
ing in correlated behavior. The meager evidence concerning language
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capability in criminally deprived (or wolf-)children seems to support
the view that man, too, must be exposed to language during the last
stages of brain development or else suffer irreversible language deficits
(Lenneberg, 1967). The experiments reported by Szentágothai stress the
importance of the interaction between environmental input and mat-
urationally developing patterns, especially of synaptic arrangements.
[. . . ] The most dramatic maturational event of clearcut relevance to lan-
guage is the hemispheric specialization for language that occur largely
during the most active period of language acquisition. (1972: 626)

8.5. The Localization Issue

Lenneberg already provided a modern way of thinking about the question of local-
ization of language functions. He says:

In my opinion [. . . ] the cortical loci in question gradually come to be
specialized [. . . ] to contribute in a particular physiological manner to
those activity patterns that form the neuronal basis or behavior [. . . ].
Behavior such as language is not the product of one particular spot ei-
ther in the cortex or in any of the subcortical nuclei. Very many parts
of the brain must contribute to the proper function or a behavior that is
as inseparable from perception, memory, concept formation, and every
other cognitive process as is language. (1972: 627)

And, we may add, the different motor demands of spoken and signed language.
Indeed, Lenneberg continues with examples from motor coordination and its im-
pairment.

Lenneberg rejects the

[. . . ] notion of centers with principal control over any particular kind
of circumscribed behavior. The brain is not a loose aggregate of au-
tonomous organs, but a single organ (Locke and Trevarthen, this Bul-
letin). Its anatomical subdivisions undoubtedly have their own specific
physiological functions, contributing to various types of behavior in dif-
ferent ways. But, so far we know of no behavioral entity that is the
exclusive product of just one brain region alone. (1972: 628–629)

Again, I would rather speak of distributed or cooperative computation across di-
verse subsystems rather than speak of “a single organ,” since this draws attention
from the way the overall system changes with development and can reconfigure
itself to meet the needs of different situations. I think Lenneberg would be content
with this reformulation.

8.6. Ontogeny of Behavior

Here, Lenneberg says the following:

Denny-Brown’s concept of amorphosynthesis (Denny-Brown et al., 1952)
foreshadowed a new interpretation of the interrelation between the two
hemispheres, which has been most lucidly presented by (Kinsbourne,
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1974). [. . . ] He postulates, as Denny-Brown had done before him, a state
of functional balance between the hemispheres that continues through-
out life, even though the compensatory capacities are lost at the termi-
nation of the maturational phase of the brain. [. . . ] [But] differentiation
that takes place between birth and adolescence and that results in hemi-
spheric functional specialization does not turn one side of the brain into
an independent language organ. It causes physiological functions to be
more selectively distributed between the left and the right side; it does
not abolish all interdependence. [. . . ] Twitchell’s and Trevarthen’s pre-
sentations [. . . ] [illustrate] how original primitive reflexes (or, perhaps
better, “prototype acts”) gradually come to be transformed into effective
motor patterns, resulting in new capabilities in motor control. As brain
tissues become more and more differentiated, they [. . . ] transform the
previous types of functions into newly integrated patterns. (1972: 630)

8.7. The Embryological Concept of Regulation Applied to Language Development

Lenneberg begins this section by saying that

[t]he compensatory powers of the infantile human brain with respect
to language-relevant brain regions may be [. . . ] [an] example of [. . . ]
[the] regulatory phase of ernbryogenesis. When this period comes to
a close, the second phase, one speaks of determination of tissues. [. . . ]
[T]he organism can no longer rearrange itself to reconstitute the original
manner of function or shape. However, even then there are mechanisms
in certain animals that may compensate for loss. Regeneration is one
such mechanism, though it is irrelevant to language and its biological
substrate. (1972: 639)

Given the discovery of formation of new neurons in adult hippocampus, it may be
time to see to what extent this may provide new mechanisms for language plasticity
even long after key “critical periods” have long since passed.

8.8. Stability of the Course of Development

Here, Lenneberg says that

[t]he tendency for a growing organism to follow a fairly narrowly de-
fined trajectory of development and to be able to return to that trajectory
even if it is temporarily deviated from its prescribed path has [. . . ] been
the subject of much discussion in theoretical biology, particularly by
Waddington, who refers to the phenomenon as homeorhesis, and by the
biologists who have joined him in a series of study groups (Wadding-
ton, 1968, 1969, 1970, 1972) [of which I (MAA) was one]. Formative
principles of this sort are by no means restricted to biological growth.
[. . . ] There is no way for a system to reach any one given stage without
having first traversed the stages that led to it. [. . . ] [But] there are also
examples in the experimental animal literature and in human embryol-
ogy in which fetal or perinatal lesions seem at first to leave the infant
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unharmed but produce symptoms at a later stage of development. [. . . ]
At first these findings may appear to be paradoxical. However, we may
yet learn to fit them into a consistent model if we try to explain them
in terms of morphogeny and homeorhesis. In cases where the animal
preparation or the patient gradually grows into the symptoms, the de-
velopmental preconditions for future pattern formation have been in-
terfered with. (1972: 631–632)

He continues as follows:

It is in these terms that we should also look at language development.
[. . . ] One of the most intriguing aspects of comparisons between human
language and animal communication is precisely the various courses
of development of these species-specific behavior types. The work of
Konishi and of Nottebohm is especially a propos here. (1972: 632)

8.9. Brain Stimulation Data

Regarding the means for studying the neural substrates of language processing at
the time Lenneberg says that

[o]ur theories for brain mechanisms of language are based, essentially,
on two types of evidence: electrical brain stimulation in unanesthetized
man, as discussed by Schaltenbrand, and postmortem examination of
brain lesions. (1972: 633)

Here, as noted earlier, the relevant database has expanded dramatically (or even
overwhelmingly?) to include a wealth of data gained used EEG, PET, fMRI, and
other techniques, and these are complemented by comparative neurobiology with
other primates as well as further developments in the study of birdsong. Very much
as Lenneberg notes with reference to Ploog’s presentation, there are

fundamental, physiological differences between brain correlates of vo-
calization in man and in so-called lower primates, as well as important
similarities and homologies relevant to the correlates of vocalization.

(1972: 634)

Aboitiz (2017) offers a perspective on the evolution of brain mechanisms for speech
rooted in comparative neuroanatomy of monkeys and humans; see also my call for
a (computational) comparative neuroprimatology (Arbib 2016).

8.10. Clinico-Pathological Correlations

Lenneberg turns finally, to the “morbid anatomy” giving rise to language distur-
bances and summarizes

the consensus of the neurologists present [at the Workshop] as follows.
There is no lesion that is capable of totally abolishing language capabil-
ities (more specifically, language knowledge) without at the same time
interfering dramatically with many other cognitive functions. Clinical
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speech and language disorders that are acquired in adult life present as
both reduction and distortion of normal language patterns. [. . . ] Per-
haps the most important suggestion for future work in the area of apha-
sia that issued from the interaction with developmental biologists at this
Work Session is the analysis of language disorders in their developmen-
tal perspective: the consequence of lesions in childhood and the course
and progress in the formation of symptoms or recovery from symptoms.

(1972: 635)

9. Conclusion

Lenneberg stated that at the time of the Work Session, there was

only one type of scientific theory of language structure available, gen-
erative grammar, and this was never intended to serve as a model for
biological language mechanisms. [. . . ] What is most urgently needed is
a theory of sentence production and comprehension that has the formal
precision of Chomsky’s approach but is explicitly intended to explicate
the psychobiological underpinnings of language capabilities.

(1972: 635)

Elsewhere, I have argued that computational construction grammar may pro-
vide such a framework, while stressing that the very diversity of formulations
for such a grammar requires a synthesis of the lessons to be learnt from diverse
approaches such as those of Embodied Construction Grammar (Bergen & Chang
2005, Feldman 2010), Template Construction Grammar (Arbib 2017, Arbib & Lee
2008), Fluid Construction Grammar (Steels 2004, Beuls & Steels 2013), and Dy-
namic Construction Grammar (Hinaut et al. 2015). However, what is striking
about Lenneberg’s Work Session is the relative unimportance of linguistic anal-
ysis and the emphasis on seeking insights from neuroembryology and from the
development—and disorders—of motor and perceptual skills and the diverse break-
downs of language function in aphasia. These insights—and those that have ex-
tended them in the last 45 years—remain crucial, even as we seek new computa-
tional models of language comprehension and production and link them to new
sources of data on the human brain and the comparative study of other species.

Appendix

The Supplementary Material contains scans of the original article Lenneberg (1972),
prefaced with a republication note that also addresses the copyright situation. It
is available for download here: https://biolinguistics.eu/index.php/
biolinguistics/article/downloadSuppFile/507/84

https://biolinguistics.eu/index.php/biolinguistics/article/downloadSuppFile/507/84
https://biolinguistics.eu/index.php/biolinguistics/article/downloadSuppFile/507/84
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Eric Lenneberg and Motor Control

Avis H. Cohen

1. Preamble

I began my graduate career in 1970. I was somewhat familiar with Eric Lenneberg,
having met him during an event for faculty in Psychology and Neuroscience—the
fields in which I was interested at the time. He had just arrived at Cornell, as had
I, and he didn’t have many other graduate students at that time. I chose him as my
graduate faculty advisor. He directed me toward the study of the development of
motor control, one of his fields of interest (cf. Lenneberg’s classic, Biological Foun-

dations of Language, 1967). His other students were urged to study the development
of language, in which he was most well known. These students went with Eric to
New York to study patients with aphasia, while I stayed behind at Cornell in Ithaca,
with my young children. That ended up suiting me well!

When I began graduate school, I was unsure of the direction or level I wished to
attain. This was the 1960s and women were not particularly accustomed to gradu-
ate school or aiming high, especially if already married with children, which I was.
My husband was a faculty member in the Cornell Mathematics Department, and
our children were quite young: one was six and one was four. Eric Lenneberg, who
had just begun his time as a faculty member at Cornell University, had participated
in a forum I organized for theoreticians of science, and was the only faculty member
of neuroscience I knew at all well, since he had participated in the forum.

My thesis, when finally completed also included results of a project done after
Eric’s death with Professors Carl Gans, University of Michigan, and Farish Jenkins,
Harvard University, on rat muscle activity during running. Both sets of results were
integrated into my dissertation on rat locomotion, unfortunately, with Professor
Gans as my advisor and without Eric on my committee.

As a post-doctoral fellow, I remained at Cornell for a few years with funding
from a National Institutes of Helath (NIH) grant, which fortunately, I was able to
obtain independently. At that point I also became interested in mathematical mod-
eling of the phenomena on which I was working, another area that Eric had urged
me toward and about which he was enthusiastic. This resulted in my most cited
publication: Cohen, Holmes & Rand (1982). It has been perhaps my most impor-
tant publication and the fact that it was and still is being widely cited is a testament
to its importance in establishing theoretical neuroscience.

After this work, which was completed early with two mathematical colleagues,
Philip Holmes and Richard Rand, both professors at Cornell at that time, I contin-
ued doing research in my own laboratory, also at Cornell. I chose the detailed study
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of the production of spinal waves of neural activity as seen in fish swimming as my
topic, employing electrophysiological techniques I had learned from Sten Grillner
in Sweden while doing post-doctoral work there immediately after completing my
thesis. The experimental model I kept relying on I had chosen as a post-doctoral
student in Grillner’s laboratory prior to returning to Cornell, namely the lamprey
spinal cord (Cohen & Wallén 1980). I continued modeling with Philip Holmes and
another former Cornell former graduate student, Tim Kiemel. It is this field in
which I worked happily and productively until my retirement in August 2013.

You might wonder what the link was between the development of language
and motor control—and fish swimming? In fact, the link is very complex, but clear.
Speech production is a motor process, albeit difficult to study in precise detail, but
interesting nonetheless. For example, apraxia of speech and some forms of aphasia
are conditions which rob you of the ability to communicate, to speak, or even use
language. They can affect your ability to speak, write, and understand language,
both verbally and/or in its written form. This can occur either following a stroke
or head injury, as well as following other injuries that impact the parts of the brain
that are involved in speech production and language processing. Aphasia is field
of study that has a long history, almost as long as the field of speech production if
not longer. Not being an expert, myself, I leave that to others to elaborate. My task
here is to elaborate a bit on the field of motor control, how Eric led me to it, to what
purpose and to what effect.

2. How did Eric lead me to motor control?

Eric suggested that the area of motor control was often neglected, but was ex-
tremely important, as it was foundational of all activities, such as speech produc-
tion and any other type of movement. He would be unable to assist me very much,
but would do all he could. I also found that others in the department could be
helpful. So I was off and running on motor control! Unfortunately, it was shortly
after this decision, that Eric died, so he did not accompany me on this part of the
journey.

Shortly after starting graduate school, and after Eric’s death, I went with my
husband to University of Michigan for the semester, where I found Dr. Carl Gans.
He helped me move ahead on my dissertation work with some experiments on rats
(Cohen & Gans 1975), plus he really enabled me to dig deeply into motor control,
since that was his area of specialization. Around that time, I also took a short trip
to Harvard to allow me to incorporate into my thesis work, X-ray cinematography
with Professor Farish Jenkins. For this I put white rats into a specially redesigned
running wheel with a plastic side wall to allow the X-ray beams to reach the run-
ning rats. The contraption worked well, and we made some great images of run-
ning rat skeletons (Cohen 1979).

As a post-doctoral fellow at Cornell I had one other diversion. This one took me
toward mathematical description of my work, or theoretical neuroscience, another
area that had been important to Eric and to which he would have been happy I
embarked upon. Fortunately, I had close ties to the Department of Mathematics, as
my husband is a mathematician (Marshall Cohen, a topologist at Cornell in those
years). A couple of his colleagues, Philip Holmes and Richard Rand worked with
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me to perform a theoretical dynamical systems analysis of rhythmic movements
such as locomotion or swimming. This resulted in perhaps my most important,
and certainly my most cited paper, already mentioned above, co-authored with
Philip Holmes and Richard Rand who were in Theoretical and Applied Mechanics
at Cornell at that time (Cohen, Holmes, & Rand 1982). The paper also helped one
to understand the movement that I was beginning to study: swimming of a very
primitive fish-like vertebrate, the lamprey, which is the animal at the base of the
vertebrate tree. It lacks bones and cartilage, the latter only appears later in sharks.

3. What is motor control and why is it important?

Motor control has been defined in many ways. My definition: motor control is the
means by which organisms coordinate and activate their muscles to perform any
movement . This requires the integration of sensory information from the body of
the organism as well as with its environment. The organism must determine the
appropriate set of muscle forces to generate the desired movement or action. To do
this, there must be cooperative interaction between the central nervous system and
the musculoskeletal system. Thus, sensory input must be available to provide the
current status of the organism in its environment; it must also be able to provide the
impact of any action that is performed. The motor system must be able to utilize
this information, and respond appropriately.

4. Where it all led me and how it linked back to the theory of motor control

My thesis from Cornell was a variation on a project begun by Roger Sperry in 1942
(Sperry 1945a, b). He cross innervated muscles to determine if they maintain their
functional identity if connected to a new functional destination. That is, if the nerve
to a flexor is connected to an extensor, will it continue to activate the muscle at the
same time as it did originally. Sperry did it after removing all the other neighboring
muscles and their nerves, thereby removing the possibility of their being feedback
regarding how their activity is stretching and contracting as compared to the nor-
mal activity. I did the same thing, but left all other innervation intact, including
the sensory nerves to muscle. This had the disadvantage that if I wanted to know
when the muscle was activated, I was required to record its activity. This I did with
electromyography of the relevant muscles, and I found that, indeed, the nerve con-
tinued to be activated as it usually did, even though it now was attached to a new
muscle. However, it was impossible to determine what the nerve was functionally
achieving. This I was able to do in normal animals by using X-ray cinematography
of the rats moving in running wheels with a plastic side replacing the wire parti-
tions normally present (Cohen & Gans 1975). However, in animals with crossed
innervation, it was not possible. So, the result described in my thesis remained
largely indeterminate. I ended up calling this resulting paper, colloquially as: ‘My
life as short communication . . . ” (Cohen 1978).

Eric had sent me on the road to neuroscience, since he had a joint appointment
in the Departments of Biology and Psychology, and I was in Biology (which, at that
time, was actually still called Zoology). He gave very little guidance, which suited
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me fine. Helen Neville, another student of Eric’s, and I became good friends, and
she helped me navigate the field.

As a consequence, I moved on in related but less complicated directions. In par-
ticular, I was determined to keep things simple and determinant. My next prepa-
ration was the spinal cord of a primitive vertebrate, the lamprey, an animal at the
base of the vertebrate tree. The spinal cord is clear, fully formed and easily removed
from skin and muscle for monitoring and manipulating in vitro. What more could
I ask? This work was begun with Dr. Sten Grillner at the Karolinska Institute on
an NIH post-doctoral fellowship, and continued with Dr. Carl Rovainen and his
student Jim Buchanan (Buchanan & Cohen 1982) in St. Louis at Washington Uni-
versity.

After this short stint as a post-doctoral fellow with Dr. Rovainen I returned
to Cornell, where my husband was teaching. The university provided me with a
lab after I obtained an NIH grant to further study the lamprey spinal cord. After
some time on my own at Cornell, I obtained a faculty position at the University of
Maryland, College Park. Once there, it was relatively smooth sailing!

Using the simple lamprey spinal cord, activated either chemically (the work be-
gun with Carl Rovainen) or neurally from attached brain activation (much later,
done on my own), I was able to specify the impact of the various forms of activa-
tion on the lamprey spinal cord (Cohen et al. 1996). Thus, I was able to demonstrate
the output of the “central pattern generator” for locomotion in basal vertebrates.
Importantly, it was very straightforward. The spinal cord when activated chemi-
cally produces a beautiful traveling wave of motor bursts that by themselves can
produce the pattern of traveling waves of the fish as it moves through the wa-
ter. Impressively, the traveling wave under even this condition has the proper de-
lays between adjacent segments, and the strict alternation between the two sides
(Buchanan & Cohen 1982). This simple pattern, we showed much later with activa-
tion of a theoretical model or robotic animals (Leftwich et al. 2012), produced the
proper movement seen in lampreys as they swim naturally. Yes, the brain stimula-
tion could alter the pattern in very complex ways (Cohen et al. 1996), as presumably
needed, but when swimming steadily, the lamprey could swim perfectly with sim-
ple spinal cord activation, and the simple lamprey spinal cord alone produced the
basics all by itself.

In 2005, the Japanese invited me to help them develop motor control, what they
called “mobiligence” or smart movement by intelligent design. Their goal was the
development of smart robots. So, I spent a month in Japan traveling between re-
searchers giving lectures on motor control. After my departure, they did, indeed,
do some beautiful work on mobile robots, some inspired by my visit (Kimura,
Fukuoka & Cohen 2006) and a great deal from their own invention.

5. Conclusion

In a nutshell, that is my output during my experimental years in the lab. I also con-
tributed to the literature with Neural Control of Rhythmic Movements in Vertebrates,
a collection of articles by distinguished scholars in the field (Cohen, Rossignol &
Grillner 1988). Lastly, I would like to say that Eric’s sensitivity and insights helped
to guide me through my intellectual journey, and I remain eternally grateful to him.
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50 Years Later: A Conversation about the Bio-
logical Study of Language with Noam Chomsky

Patrick C. Trettenbrein

It is not an overstatement to consider Eric Lenneberg the founder of the field of biol-
ogy of language and his Biological Foundations of Language one the field’s founding
documents. Similarly, modern linguistics in the tradition of generative grammar
was founded by Noam Chomsky in the 1950s with his Syntactic Structures as one of
the founding documents of this field.

Figure 1: Noam Chomsky portrayed
by Jean-Baptiste Labrune (Creative
Commons BY-SA 4.0).

At first, the work of Chomsky and Lenne-
berg as well as their respective seminal books
may seem only vaguely related—after all, Bio-
logical Foundations of Language surveyed the bio-
logical literature while Syntactic Structures pro-
vided a formal analysis of natural language
syntax. However, nothing could be further
from the truth: Lenneberg and Chomsky co-
founded what today is known as biolinguistics
during their time as graduate students at Har-
vard. Even a quick look at Biological Founda-
tions of Language gives this away: Chomsky con-
tributed an appendix on “The formal nature of
language” to the book. A closer look reveals
that Lenneberg himself heavily relied on formal
analysis (of language) just like that provided by
Chomsky in order to advance his argument (in
this context, see Piattelli-Palmarini, this issue,
Becker, this issue).

Consequently, talking to Noam Chomsky as a co-founder of the field, con-
temporary, and friend of Eric Lenneberg was the obvious thing to do. Luckily,
Professor Chomsky took the time to answer some questions about the early days of
the field, his work and relation with Lenneberg, and a number of other questions
and scientific issues that (still) captivate us 50 years later.

In this document, all questions posed by the interviewer (Patrick C. Trettenbrein) are printed
in italics, whereas Professor Chomsky’s answers are printed in normal type. Please note that
this interview also includes some questions originally raised by colleagues and friends, which
the interviewer has tried to reproduce here as accurately as possible. References to books and
articles mentioned have been added for the readers’ convenience.
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First of all, let me thank you for taking the time to answer my questions. As you know, the
reason for this interview is the 50th anniversary of the publication of Eric Lenneberg’s mon-
umental Biological Foundations of Language (1967), now widely considered one of the
founding documents of the field besides, for example, your Syntactic Structures (Chom-
sky 1957/2002). I would like to start out by asking you about your relationship with Eric
Lenneberg in the early days of biolinguistics. I take it the two of you first met during your
time at Harvard?

I arrived at Harvard in 1951. Eric did at about the same time. We met very soon
and quickly became close friends, the families too.

How closely were you working with Eric Lenneberg in those early days (and also later)?
When re-reading Biological Foundations of Language at the end of last year it struck
me how surprisingly modern many of his points of view were despite limited data he could
draw from. Similarly, I was struck by how closely many arguments he puts forward align
with what I would assume to be your points of view. Consider, for example, some of the
points discussed by Massimo Piattelli-Palmarini (this issue): Lenneberg’s take on language
development, his considerations on a possible genetics of language, or on a more conceptual
level, the distinction between competence and performance; even his ideas about the evolu-
tion of language. How big would you consider his influence on your thinking about these
issues (and beyond)?

We spent a great deal of time together in the early 1950s, along with our mutual
friend Morris Halle, discussing common interests, work we were doing, problems
we were thinking about, papers and books we were studying, and the state of the
fields in the areas of our interest. And lots more. What drew us together in this con-
nection was a shared scepticism about much of what was virtual orthodoxy at the
time in Cambridge: radical behaviourism and behavioural science more generally
in the forms it was taking, the reigning doctrines of structural linguistics, euphoria
about the prospects for new technologies, and a prevailing attitude, which seemed
to us misguided, that these alleged breakthroughs would soon revolutionize the
study of human thought and behaviour, casting out traditional mentalist mysti-
cism.

Eric was beginning his investigation of biology of language in those years,
but the insights you describe here—and there are many—are mostly from work of
his years later. By the mid-1950s Eric and I left Harvard. He went to medical school,
I went to the Massachusetts Institute of Technology (MIT). We remained in contact
but not with the intensity of the early ’50s when we were grad students at Harvard,
meeting regularly.

Despite the enormous overlap between your points of view, as far as I could find out, the
two of you never ended up publishing a joint paper—though you of course wrote an ap-
pendix to Biological Foundations of Language. In many respects, your work and that of
Eric Lenneberg seem complimentary insofar as you focused on many conceptual issues and
adopted a more computational respectively theoretical approach whereas he delved deeply
into biology. How come the two of you never ended up publishing a joint paper?
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During the years when we were in close contact we were graduate students. For
some years afterward, publication possibilities altogether were limited for the kind
of work in which we were engaged, which was quite isolated. And by the time
publishing opportunities opened up we were pursuing somewhat separate if re-
lated paths.

More generally, could you elaborate a little bit on the early days? What led you and
Lenneberg to pursue these questions, that is, what led you to look at language from a bio-
logical point of view?

To the three of us—Eric, Morris, and me—it simply seemed obvious that the hu-
man language faculty is part of human biology, much like the visual and other fac-
ulties. If so, it only made sense to try to incorporate the study of language within a
general biological framework, the path that Eric pursued in his own way with such
intensity and success.

With regard to Eric Lenneberg the person, do you remember what fostered his specific inter-
est in language or where it came from? And do you any idea what made him go to medical
school after already having earned his PhD in linguistics and psychology?

When we met, in 1951, we each had a special interest in language and psychol-
ogy. After Eric finished his studies in linguistics–psychology, given his particular
concern with biological foundations, it was quite natural for him to move on to
med school.

This may be a somewhat odd question, because you of course wrote a chapter on the for-
mal nature of language that was included as an appendix in Biological Foundations of
Language, meaning that you obviously endorsed the book and what Lenneberg had to say
about language and biology. Still, I would like to know what your overall impression of the
book was when it first came out, respectively when you first got to read the manuscript?

I thought it was an instant classic, basically founding a new discipline. It is sur-
prising, in fact shocking, that it is not better known. Just to mention one example,
there has been an enormous growth of interest in evolution of language from the
90s—many publications, conferences, societies – but it’s quite rare to find a refer-
ence to Eric’s discussion of the topic in his classic book, though it was pathbreaking
at the time and remains today one of the most sophisticated and advanced contri-
butions to the topic.

Okay. Now, looking back 50 years later, what would you consider to be the book’s biggest
achievement? Why do you think it is still relevant, respectively, why should researchers
and students today still bother reading it?

The book developed a sound, deeply informed, comprehensive, carefully executed
biological basis for the study of the human language faculty, its use and its evolu-
tion, not only bringing together what was known about this topic but substantially
extending it, including provocative speculations that were far from conventional at
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the time but have since in many cases been shown to have been on the right track.
And while a great deal has been learned since, this study remains an indispensable
source for inquiry into the biology of language in all of its aspects.

Yes, it is very impressive how modern Lenneberg’s view of language development and the
biological theory of language he sketches at the end of the book in a summarising chap-
ter already were, despite the fact that a lot of the important empirical work on acquisition
from which we can draw today had not yet been carried out. While some modifications and
updates may be required here and there his theory is still very accurate. In earlier work
(Lenneberg 1964) he already indicated that his long-term goal was to do exactly this: come
up with a biological theory of language.

Still, it is interesting to note that Biological Foundations of Language in many
ways was kind of a late comer to the party: Your review of Verbal Behavior (Chomsky
1959) had already had a huge effect on linguistics and psychology and some reviewers of
Lenneberg’s book at the time noted that, in a way, it seems that he not only sought to sketch
a biological theory of language but also wanted to

[. . . ] provide a palpable biological plausibility for conclusions to which a num-
ber of uncomfortable Empiricists [. . . ] [had] committed themselves on the basis
of formal argument alone. (Bem & Bem 1968: 498–499)

Do you agree?

When we arrived at Harvard, Skinner’s William James lectures of 1948, the essence
of his book Verbal Behavior, were widely regarded as the definitive approach to the
psychology of language, in part because of the adoption of the basic framework
by the highly influential Harvard philosopher W.V.O. Quine. Our triumvirate was
almost alone in regarding it as seriously misguided.

My review, to which you refer, was submitted for publication in 1957, when
Eric was already in medical school, but we had discussed these matters extensively
in earlier years. The review drew from our reading and discussion of ethologi-
cal literature, which was remote from the reigning orthodoxy. The rigidity of the
orthodoxy is illustrated by the fact that even Karl Lashley’s important 1951 pa-
per on serial order in behaviour, which pretty much undermined Skinnerian be-
haviourism, was apparently unknown in the Cambridge behavioural science com-
munity. I couldn’t find a reference in the relevant literature when I brought it up in
the review (and I learned about it from an art historian, Meyer Schapiro). But these
were the kinds of topics we were discussing. Eric’s exploration of biological foun-
dations was already underway at the time, though fully developed and published
only a few years later.

So, you started out in Harvard by reading the European ethological literature in the orig-
inal German—because Lenneberg grew up in Germany. Of course, you pointed out that
language is actually best studied within an ethological framework and there are some obvi-
ous points about language that can be made which are still not being universally acknowl-
edged. For example, the very straightforward and obvious idea that your language is a
property of you and, first and foremost, your brain is still—maybe somewhat implicitly—
deemed controversial when there are cognitive scientists who say that languages evolve(d)
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in order to fit human brains (e.g., Christiansen & Müller 2015), whatever that is supposed
to mean. What is your take on the current state of the biolinguistic research program today?

True: “whatever that is supposed to mean.” And yes, in the early ’50s, Morris, Eric
and I were reading ethological literature. They were both fluent in German and
read originals. I kept mostly to the English language literature. This was foreign
territory in the Cambridge intellectual community of which we were part, and to
the extent that it was known at all, it was dismissed. The idea that there could be
an instinctive element in human language, or cognitive capacities generally, which
seemed to us virtual truism, was regarded by the most influential figures as virtual
nonsense. So it was a private preoccupation. Almost. George Miller was recep-
tive to what we were thinking about, along with several fellow students. But few
others.

In the years since, and currently, biolinguistics has been flourishing, thanks
to much deeper understanding of the nature of language, its acquisition and use,
but also in part to new imaging technology that has in some measure overcome the
ethical constraints on direct experimentation—and unlike the study of vision and
other capacities, experiments with other animals tell us very little because of the
species-specificity of the basic properties of language. There are no homologous
systems to investigate.

Digressing a little bit for second, I’d like to ask a related question that concerns linguis-
tics as a field more generally. Your own and thus, by extension, Eric Lenneberg’s ideas
about the scientific study of the language faculty are sometimes still portrayed as “contro-
versial” even today—though it is interesting to see that Lenneberg is hardly ever referenced
by critics despite having advocated a very similar point of view. Why do you think that
is? One would think that it would be more attractive to attack someone who is no longer
around to defend their views?

I don’t think that’s the reason. You have to ask who the critics have been. In the
past 60 years, I’ve discussed the kind of work we (and by now a great many others)
have been doing with people and audiences in many different disciplines. It’s of-
ten been considered highly controversial (if not absurd) by philosophers, linguists,
and a variety of social scientists, but not by physicists, mathematicians, biologists,
including distinguished figures, among them Nobel laureates in evolutionary biol-
ogy, with one of whom I co-taught graduate seminars in biology of language in the
1970s.

Among the critics, Eric’s work was barely known, if at all, and if it had been
known would have been considered “real science,” not subject to this kind of cri-
tique. In the hard sciences, explanatory theories that are developed at what David
Marr (1982/2010) called the computational/representational and algorithmic levels
are considered quite natural, and analogues are familiar in the disciplines. These
are matters that have been extensively discussed. To mention one example, Jerry
Fodor has devoted much of his distinguished career to explaining the validity of
such approaches and countering criticism of them.1

1 Interviewer’s note: This exchange took place before the passing of Jerry Fodor at the end of
November 2017.
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Continuing with this topic for just a little bit longer, it seems that there are two different
ways of doing linguistics, on some level maybe analogous to the way in which biology was
done when it was still called natural history as opposed to how biological research is carried
out nowadays. Norbert Hornstein speaks of languistics as opposed to linguistics. To what
extend do you think the entire discipline is still caught up in the “cultural history” stage,
cataloguing what is found in the world, analogous to what the predecessors of biologists did
when biology was still natural history?

The answer becomes clear when one compares what was appearing in the jour-
nals in the ‘50s with what appears in the (many more) journals today. It illustrates
dramatically a change from languistics to linguistics in Hornstein’s sense. Further-
more, the typological range of languages investigated has vastly extended along
with the depth of the questions examined, most of them unimaginable not many
years ago. In this crucial sense then, “cataloguing what is found in the world” has
vastly increased both in scope and depth.

Coming back to my previous question about the relation of your work to that of Eric
Lenneberg, I would like to dwell a little more on the relationship of linguistics and biol-
ogy. While the biological approach to studying language took shape in the ’50s and ’60s of
the past century it seemingly took a while for the label “biolinguistics” to catch on and it
has been popularised only in the past decades, amongst other things with the establishment
of Biolinguistics, the journal in which this interview will be published. Recently, some
people have complained that the label biolinguistics is kind of a rebranding of generative
grammar, whereas actual biolinguistics should be understood more exclusively as a label for
all biological investigation of the language faculty (e.g., Martins & Boeckx 2016). What is
your take on this?

I don’t see much of an issue. Biological investigation of the language faculty is, by
definition, an approach to investigation of the language faculty. Generative gram-
mar is the study of core properties of the language faculty. Why should any issue
arise?

I agree. As I understood it, the criticism is about theoretical linguists mostly carrying
on with their business “as usual” while labelling their work as “biolinguistics,” despite not
actively seeking integration with biology. Boeckx & Grohmann (2007), in the inaugural
article of this journal, labelled this the two senes of biolinguistics: the “weak” and “strong”
sense; the former being that linguists still seek to uncover the properties of grammar and the
latter referring to work that requires the integration of linguistic insights with those from
other disciplines. Would you agree that this distinction should be made?

Individuals can choose their own research interests and projects. Clearly, however,
the domain of “strong” biolinguistics, as defined, can be pursued only to the extent
that “linguistic insights”—that is “properties of grammar”—have been developed
sufficiently to be combined and integrated. Same quite generally, whatever the
specific domain of inquiry: vision (as David Marr famously discussed; see Marr
1982/2010), insect communication, any other. Again, I don’t see any issues.
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When re-reading many of Eric Lenneberg’s publications as preparation for this project it
seemed to me that he probably would have agreed with the rather critical assessment that
a true integration of linguistics and biology is still missing and that generative grammar
has kind of “hijacked” the label biolinguistics. Obviously, there was a clear gap between
linguistics and biology in Lenneberg’s days and there still is today. Was he generally opti-
mistic about an eventual integration of linguistics and biology? And are you yourself still
optimistic about that, respectively do you think we are now closer to a “real biolinguistics”
than 50 years ago?

As noted, I don’t understand the “hijacking” issue. Surely a lot has been learned
about the biology of language—biolinguistics—in the past 50 years. I don’t know
what a “real biolinguistics” is any more than what a real biology of vision is. There
is increasing understanding of the topics. What more can we expect?

I admit that “hijacking” may be a bit strong of a term. Still, I actually had a quote by
Lenneberg in mind. He wrote that

nothing is gained by labeling the propensity for language as biological unless
we can use this insight for new research directions—unless more specific cor-
relates can be uncovered. (Lenneberg 1964: 76)

I suppose you would say that generative grammar offers the “new research directions” and
that’s why the issue doesn’t even arise?

When a language is understood as a biological object, as in generative grammar
(an I-language in contemporary terminology), then certain questions arise directly:

• How is language acquired?
• What is its neural basis?
• How did it evolve?
• How is it used?

Such questions cannot be formulated in any clear form if language is regarded as
some kind of community property—say, a “sort of contract” in a community (Saus-
sure) or “the totality of utterances made in a speech community” (Bloomfield). Ac-
cordingly, though not entirely neglected, such questions could be pursued only in
limited ways in terms of such conceptions.

Furthermore, as noted earlier, it is virtual truism that such questions can be
pursued seriously only to the extent that the properties of these biological objects
are understood. It is not controversial that these “new research directions” have
been developed in highly productive ways within the general “biolinguistic frame-
work” that generative grammar adopted from its origins.

Against this background, consider the following quote from a report by Eric Lenneberg
written in 1972, rescued from oblivion by Michael Arbib (cf. Arbib, this issue), a few years
after Biological Foundations of Language including your appendix had been published:

At present there is only one type of scientific theory of language structure avail-
able, generative grammar, and this was never intended to serve as a model for
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biological mechanisms. The intent was to create a formalism that would ade-
quately describe the web of relationships that characterizes a natural language
such as English. For a time it looked as if it might turn into an algorithm or lan-
guage analysis, but this is yet an unrealized dream (except for highly restricted
discourse). Generative grammar does help us here and there to define the mean-
ing of complexity in the structure of sentences, but because of the way it has
been set up , it will also classify some utterances as complex (i.e., products of a
long and complex history of transformations) that are intuitively the simplest
of all—e.g., “Water!” which would have to be accounted for as a derivative of
“Give me water!” which, in turn, is derived from a more basic form, “*You give
me water.” What is most urgently needed is a theory of sentence production
and comprehension that has the formal precision of Chomsky’s approach but is
explicitly intended to explicate the psychobiological underpinnings of language
capabilities. (Lenneberg 1972: 635–636)

Do you think that developments in generative grammar in the past decades have brought
it closer to the theory of sentence production and comprehension that Lenneberg had called
for? In many ways work within the Minimalist Program (MP) seems even further removed
from a theory of language production and processing, instead focusing on the formal nature
of the involved machinery?

I don’t entirely understand the quote. A generative grammar G of language L seeks
to determine the structure of the infinite class of expressions of L and their inter-
pretation at the conceptual-intentional (semantic-pragmatic) and sensorimotor in-
terface (the role of the former primary, so recent work suggests). It is a theory of
competence. Theories of performance for L will of course access the stored com-
petence characterized by G; and general theories of performance will, correspond-
ingly, access general properties of competence grammars. It all falls within biology,
and all has “psychobiological underpinnings”.

There has been a great deal of progress in the study of language processing,
including extensive and productive work on minimalist parsers, much of it appear-
ing in a forthcoming book on minimalist parsers edited by Robert Berwick (Berwick
& Stabler, in press). The study of language production has also progressed, though
with a huge gap that holds for all voluntary action. As described figuratively by
two leading researchers of voluntary action, Emilio Bizzi and Robert Ajemian (Bizzi
& Ajemian 2015), we are learning a good deal about the puppet and the strings, but
the role of the puppeteer remains a mystery. In the case of language, it was essen-
tially this mystery that inspired the awe and wonder of some of the great founders
of modern science, including Galileo, Descartes and the logician-linguists of Port
Royal.

Of course I agree that it all falls within biology, theories of performance as well as com-
petence. In my understanding of the quote, Lenneberg was—in part—pointing to the dis-
crepancy between linguistics and biology that we already briefly discussed. It seems that
the study of competence has isolated and still isolates linguistics from psychology and neu-
roscience; maybe even preventing a closer integration of these respective fields, as in parts
of psycholinguistics?
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Chesi & Moro (2015) have recently argued that competence and performance are ac-
tually interdependent. I would argue that there are essentially three possible scenarios in
which the relation of grammar (G) and a parser as a performance system (P) could work
out: (i) G could be independent of P, (ii) G could be accessed by P online during processing,
or (iii) it could turn out that G is only implemented in wetware insofar as the totality of P’s
mechanisms gives rise to a system behaving in a way that is captured by the description of
G. What are your thoughts about this? And how would you describe the relation of linguis-
tics to psychology and neuroscience?

I don’t understand any of this. The study of competence can’t be isolated from
psychology because it is part of psychology—unless we (perversely) define “psy-
chology” to exclude internally-stored knowledge of language, arithmetic, etc. Psy-
cholinguistics, for the past 50 years, has been closely integrated with the study of
linguistic competence. How could it be otherwise? Same with neurolinguistics.
Linguistic competence is represented in the brain (not the foot, not in outer space)
and the same is true of performances that access this stored knowledge of language.

Speaking personally, I’ve always regarded linguistics, at least the aspects that
interest me, as part of psychology, hence ultimately biology. The relation of linguis-
tics to psychology is similar to the relation of the theory of vision to psychology:
part to whole. And insofar as we are concerned with what is happening in the
brain, it’s integrated with neuroscience. In brief, I don’t see how any of these ques-
tions even arise except under delimitation of fields that seem quite arbitrary and
have never made sense to me.

Of course I agree that linguistic competence is not represented in the foot. What I was
trying to get at is that, for example, it could be the case that this internally stored knowl-
edge is only accessed during processing in the sense that it is built into the way in which
the performance system works. Does that make any sense or am I completely off the mark
here?

The I-language—linguistic competence—is accessed in every use of language: in
processing linguistic input, but also production (including internal construction of
thought). If it is “built into the way in which the performance system works,” then
it must be duplicated in each performance system, which does not seem a reason-
able proposal. I don’t see any way of reformulating this idea that does not reduce
to the assumption that I-language is a central system accessed by performance sys-
tems, much as knowledge of arithmetic is accessed in calculating.

Okay. You have recently co-authored a paper on the neural basis of language processing
with Angela Friederici (Friederici et al. 2017), so you must be somewhat optimistic that
real progress can be made in this area. What is your advice for researchers trying to bring
linguistic theory and psychology or neuroscience closer together?

Not quite. I contributed some introductory remarks to her very important book
(Friederici 2017a). On the rest, I don’t think the formulation of the questions is
helpful, any more than the question of how to advise researchers trying to bring
the theory of visual perception and psychology and neuroscience closer together.
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It doesn’t seem to me the right way to formulate the issues. There are different
approaches to the study of language (vision, etc.), and intriguing problems where
they intersect. The advice is to pursue them.

On a related note, one of the biggest successes of the MP has been to reduce the complexity
of the postulated cognitive machinery, for example, by relying only on a single operation
which we think is at the core of the language faculty, that is Merge. Now, you yourself
have speculated that it is not at all clear whether Merge is specific to language, at least
in phylogenetic terms. With regard to how an operation like Merge may be implemented
in wetware we are still in a situation where we can at best make educated guesses (e.g.,
Friederici, this issue), as we lack a linking theory between the computational/algorithmic
and the implementational level. It seems to me that a scenario where circuitry capable of re-
cursive computation may have evolved for another purpose (e.g., motor planning or music)
and later was exapted for language seems quite likely. What is your current take on these
questions?

It is often claimed that recursive computation is involved in motor planning, but
that seems to me a misunderstanding of both recursive computation and motor
planning. Recursive computation holds for systems of digital infinity. Motor plan-
ning is not a system of digital infinity (though one can impose an arbitrary digital
grid on continuous systems, leaving the issues where they were). And as one looks
beyond this initial (and crucial) distinction, divergences proliferate.

As for music and language, it seems to me far more reasonable to suppose
that music (to the very limited extent that it involves recursive computation) was
exapted from language than the converse. Or, perhaps, as suggested by Jeffrey Wa-
tumull and Marc Hauser in recent work (Hauser & Watumull 2016), that recursive
computation emerged and was applied in cognitive systems of digital infinity, lan-
guage and arithmetic, maybe music.

What about labels, respectively Label? You recently argued that Simplest Merge in contrast
to the original definition of Merge cannot yield labelled objects by conceptual necessity, and
continued by speculating that labels may not exist as syntactic objects. Could you elaborate
on this? And what about endocentricity, respectively headedness as a key property of hu-
man language, after all, at the heart of X-bar theory?

This takes us off into different and more technical directions, not appropriate in
this context, I think.

Well, some colleagues have asked me to pose some questions to you. One of them wanted me
to ask you why you are so convinced that sensorimotor systems only play an ancillary role
in language, that is, especially when taking a processing perspective? On the computational
level this view is, of course, very plausible; but when we look at implementation she is not
so sure. Think embodied cognition. Also, she thinks that in the context of the MP these an-
cillary systems are thought to do a lot more work at the interfaces than previously assumed?

I’ve explained the reasons elsewhere, both conceptual and empirical (for review
of some of them, see What Kind of Creatures are We?; Chomsky 2016). They seem
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to me sound and compelling. In processing, sensorimotor systems play a central
role, by definition. I don’t understand the rest. “More work” than what? “Than
previously assumed” when? Implementation of what? I don’t see what else is at
stake.

Okay. Next, another colleague wanted me to ask you about your take on the origin of lexical
elements which, incidentally, do a lot of the work in current syntactic theory. Lenneberg al-
ready put forward an approach to lexical semantics that was non-referential and completely
intensional, the importance of which you have repeatedly emphasised. In Why Only Us?
(Berwick & Chomsky 2016), lexical elements were almost completely put aside. Interest-
ingly, Lenneberg seems to have thought that the way in which humans categorise is not
qualitatively different from other animals. Also, he considered “words” not as labels for
concepts stored in memory but as labels for categorisation processes. What is your current
outlook on these questions? Will the evolutionary origin of “words” remain mysterious or
eventually turn out to be susceptible to study?

I think there is very strong evidence, which I’ve discussed elsewhere, that human
concepts/lexical semantics are radically distinct from anything known elsewhere
in the animal world. Their evolutionary origin is a mystery, which is why they
were “put aside” in our discussion of the evolution of the faculty of language. For
the moment, there are, to my knowledge, no useful ideas as to how to investigate
this mystery.

Lastly, if I am not mistaken, you started out at MIT as part of a machine translation project
that you ended up never really working on because you thought it quite pointless—is that
correct? A colleague of mine is interested in translation and, while not at all related to the
topic of this special issue, he wanted me to also ask you about how you think one might
approach the study of translation within a framework such as that of generative grammar?
Is there something like a “translation faculty?” Personally, I might add that this question
probably touches upon how we conceive of and understand the mapping to the semantic-
pragmatic interface and the degree of variation that this mapping permits as opposed to the
mapping to sensorimotor systems?

I happened to be appointed in a machine translation research project, but never
worked on the topic. My feeling from the start was that for practical purposes, brute
force approaches would be the most feasible. While some day understanding of
language might contribute materially to this project, that time was still remote. And
research on machine translation did not seem to me the way to advance the project
of understanding the nature of language. These expectations have been borne out,
as far as I know. I don’t know of any reason to suppose that there is a “trans-
lation faculty”. The question of variation at the semantic-pragmatic/conceptual-
intentional interface is an interesting one, at the border of research (my own guess
is: not much). But understanding is far from contributing much to improving au-
tomatic translation.

Final question. While this interview was intended as a discussion of your scientific work,
I would nevertheless like to also include this somewhat more personal question, if that is
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appropriate?—Obviously, you have not slowed down a bit despite officially retiring from
MIT years ago. And rumour has it that you will soon be moving to the University of Ari-
zona? So, after all these years in science and an arguably heretofore unprecedented academic
career, please tell us, what keeps you going?

Yes, moving to the University of Arizona. What keeps me going is the excitement
of learning and discovery. The fields that have always interested me are, I think,
opening up new vistas that offer much hope of deeper understanding of the nature
of language and mind.

Professor Chomsky, thank you very much for answering my questions.
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