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Abstract

In this thesis, the growth of iron oxide and iron sul�de thin �lms has
been investigated. These are materials that are abundantly found in the earth's
crust and have long been studied by humanity, having a wide range of prop-
erties that have seen their use in many applications.

Among these applications, iron oxides have played an important role
in catalytic processes such as the Haber-Bosch process. Surface science tech-
niques are applied to gain insight into structure and reactivity at the atomic
scale. Some of these techniques require a single-crystalline thin �lm. In this
thesis, a growth recipe for high-quality Fe3O4(0 0 1) thin �lms on a Pt(0 0 1)
substrate is presented. Additionally, it was discovered that the surface ter-
mination of Fe3O4(0 0 1) thin �lms can be tuned via di�erent thicknesses of a
bu�er layer included in the growth process.

Iron sul�des play a role in many biogeochemical processes, as well as be-
ing involved in industrial processes such as froth �otation. Furthermore, their
presence in various locales such as undersea hydrothermal vents and iron-sulfur
reaction centres in various enzymes have led to speculation that iron sul�des
were involved in processes leading to the �rst metabolic organisms. Despite
the interest in iron sul�des coming from many areas of science, surface sci-
ence studies of their surfaces are rare. With the exception of pyrite (FeS2),
the production of high-quality single-crystalline samples is di�cult. This the-
sis presents a reproducible growth recipe that allows well-ordered iron sul�de
thin �lms to be prepared and studied using surface science techniques. Fur-
thermore, surface science techniques and x-ray di�raction (XRD) are used in
characterising the thin �lm, revealing a NiAs structure with an Fe occupancy
of 77 %.
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Zusammenfassung

In dieser Thesis wurde das Wachstum von dünnen Eisenoxid- und -
sul�d�lmen untersucht. Diese Materialien sind wesentliche Bestandteile der
Erdkruste und werden seit langem wissentlich studiert. Vielfältige Anwendun-
gen ergeben sich aus einem weiten Bereich von Eigenschaften.

Einer der Anwendungen von Eisenoxid ist der Einsatz in Katalysatoren,
wie in dem des Haber-Bosch-Verfahrens. Zum Studium der Reaktivität und
der Struktur auf mikroskopischer Skala wurden ober�ächenphysikalische Meth-
oden eingesetzt. Einige dieser Methoden erfordern einkristalline dünne Filme.
In dieser Thesis wird eine Methode für die Präparation von Fe3O4(0 0 1)-
Filmen auf Pt(0 0 1) vorgestellt. Es wird gezeigt, dass die Ober�ächenterminie-
rung des Fe3O4(0 0 1)-Films durch Änderung der Dicke der Eisenlage, die als
Pu�er zwischen der Unterlage und dem Film dient, modi�ziert werden kann.

Eisensul�de spielen eine Rolle in vielen biogeochemischen Prozessen
und auch in industriell-technischen Prozessen wie der Schaum�otation. Sie
�nden sich in vielen geologischen Lokalitäten, wie zum Beispiel in der Nähe
von unterseeischen hydrothermalen Quellen, aber auch als Eisen-Schwefel-
Reaktionszentren in verschiedenen Enzymen, was zu der Spekulationen geführt
hat, dass sie in Prozessen involviert waren, die zu den ersten metabolischen Or-
ganismen geführt haben. Ober�ächenchemische Studien von Eisensul�den sind
selten, obwohl sie von Interesse in verschiedenen wissenschaftlichen Bereichen
sind. Eine Ausnahme ist Pyrit (FeS2), für das hochqualitative einkristalline
Proben nur schwierig herzustellen sind. In dieser Thesis wird eine Meth-
ode zum reproduzierbaren Wachstum von wohlgeordneten Eisensul�d�lmen
vorgestellt. Die Filme wurden mit verschiedenen ober�ächenphysikalischen
Methoden sowie mit Röntgenbeugung (XRD) untersucht. Die Röntgenbeugun-
gsdaten zeigen, dass die Filme eine NiAs-artige Volumenstruktur mit einer
Besetzungswahrscheinlichkeit der Eisenplätze von 77% aufweisen.
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Chapter 1

Introduction

The study of surfaces plays a key role in the understanding of many physical

phenomena. In recent decades, since the invention of surface science tech-

niques such as x-ray photoelectron spectroscopy (XPS) and low energy electron

di�raction (LEED), as well as the development of ultra-high vacuum (UHV)

systems, great contributions have been made to many branches of modern

research. Modern surface science deals principally with well-de�ned crystal

surfaces, which are either free of adsorbates or are intentionally covered with a

controlled amount. While surface science �nds many applications in a diverse

array of �elds, in this thesis the primary motivation involves the preparation

and characterisation of surfaces in order to understand chemical reactions for

the purpose of catalysis.

1.1 Surface science for catalysis

Catalysis is used throughout industry for the enhancement of chemical pro-

cesses. A catalyst decreases the energy required (the activation energy Ea)

for a reaction to take place, as shown in the potential energy diagram in Fig-

ure 1.1, while not being consumed [1]. This has the e�ect of increasing the

reaction rate and reducing the energetic cost of the reaction. Catalysis is in-

volved in the processing of more than 80 % of all manufactured products [2],

therefore it is easy to see that the improvement of existing catalysts and the

discovery of better catalysts is an important goal of surface science research.

Heterogeneous catalysis, where the physical state of the catalyst is dif-
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Reactants
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Without catalyst

With catalyst

Ea

Ea
E

n
e

rg
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Reaction progress

Figure 1.1: Simpli�ed potential energy diagram showing how the presence of a
catalyst opens a reaction pathway between the reactants and the products with
a smaller activation energy Ea.

ferent from that of the reagents, typically uses a solid catalyst with liquid or

gaseous reactants and products. The reaction occurs at the surface of the

catalyst, therefore to maximise the catalytic activity per mass of a catalyst

such catalysts are usually in the form of powders, pellets, or oxide-supported

nanoparticles. This increases the total surface area, and therefore the catalytic

activity.

Many catalysts are developed in a trial-and-error approach, without

fundamental understanding of the physical processes occurring at the atomic

scale. Indeed, the size and complexity of the catalysts and the reaction con-

ditions prohibit their study at such a scale using current technology, despite

the fact that such knowledge of the processes could be of great bene�t to the

design, enhancement, and development of future catalysts. To overcome the

obstacles presented, a surface science approach is taken [3, 4]. The complexity

is reduced by the use of model systems, and studies are performed under UHV

conditions to ensure that characterisation of the surfaces and mechanisms can

occur without contamination. Single crystals and epitaxial thin �lms often

expose the same surfaces as nanoparticles used in catalysis, therefore their

use in model systems allows a study of how particular facets of the catalyst

2



contribute to reactions. From the study of the most simple model, once it has

been characterised and understood at the atomic level, additional complexity

can then be added to the system in the form of nanoparticles or molecules

adsorbed on the surface [4�6].

1.2 Thin �lm growth

In many cases, using thin �lms for the studies of the crystal surfaces is advan-

tageous [7]. Many materials may be di�cult to produce as a stand-alone single

crystal to a size that can be analysed using surface science. Epitaxial growth

on a substrate may permit this by providing a template for growth. Many

support materials are also insulating in bulk, however by using thin �lms it

is possible to replenish charge via the substrate to enable investigation using

electron spectroscopies, for example. Methods of preparing such thin �lms for

the use of surface science to investigate their catalytic activity is therefore an

important �eld of investigation [8].

1.2.1 Growth modes

Epitaxial growth of crystalline thin �lms can generally be divided into three

principal modes (illustrated in Figure 1.2) and can be understood through the

interplay of the interface and surface energies [9, 10]. The �rst growth mode

is called layer-by-layer, or Frank-van der Merve (FM) (Figure 1.2(a)). In this

case, atoms that are deposited are bound more strongly to the substrate than

to each other. Due to this, each layer is completed before the next layer begins

to grow, leading to two-dimensional growth.

The second growth mode is known as island growth, or Vollmer-Weber

(VW) (Figure 1.2(c)). In this instance, the deposited atoms are most strongly

bound to each other, and in order to maximise this interaction they nucleate

and form three-dimensional islands on the substrate surface.

Finally, an intermediate case of the above two modes called layer-plus-

island, or Stranski-Krastanov (SK), growth can occur (Figure 1.2(b)). Follow-

ing the completion of one or several complete two-dimensional layers of FM

growth, the binding energy of atoms to this layer decreases such that VW

3



a)

Layer-by-layer growth
(Frank-van der Merve)

b)

Layer plus island growth
(Stranski-Krastanov)

c)

Island growth
(Vollmer-Weber)

Θ < 1 ML

1 ML < Θ < 2 ML

Θ > 2 ML

Figure 1.2: A schematic representation of the three important growth modes for
di�erent �lm coverages Θ in monolayers (MLs): (a) layer-by-layer (Frank-van
der Merve) growth, (b) layer plus island (Stranski-Krastanov) growth, and (c)
island (Vollmer-Weber) growth.

island growth becomes more favourable.

These conditions can be distinguished through consideration of surface

and interface energies γi, i.e. the free energies required to create a surface or

interface per unit area. As depicted in Figure 1.3, if the wetting angle of the

atoms on the surface is θ, then equilibrium at the point where the �lm and

the substrate touch is reached when

γS = γF/S + γF cosθ, (1.1)

where γS, γF/S, and γF are the free energies of the substrate-vacuum, substrate-

�lm, and �lm-vacuum interfaces, respectively.

The cases can be di�erentiated through examination of the free energies

when θ = 0. In the condition where

γS ≥ γF/S + γF , (1.2)

γS will be minimised by the �lm staying �at and FM growth occurs, whereas

if

γS < γF/S + γF , (1.3)

4



θ

γF

γS
γF/S

substrate

film island

vacuum

Figure 1.3: Schematic representation of the free energies involved for a �lm island
on a substrate. γS , γF/S , and γF are the free energies of the substrate-vacuum,
substrate-�lm, and �lm-vacuum interfaces, respectively.

the area of γS is maximised by having VW growth occur i.e. θ increases. For

SK growth, initially condition 1.2 is realised and FM growth ensues, however

as the intermediate layer is formed, the values of γS and γF/S are altered such

that condition 1.3 is ful�lled and VW growth takes place. Of the three growth

modes, FM growth produces the most atomically �at surfaces, i.e. the best

surfaces for study using surface science techniques.

Kinetic e�ects also have a role in determining how the growth of the

thin �lm proceeds. Factors such as temperature in�uence how easily atoms

can be transported across the surface, thereby a�ecting the probability of an

atom �nding the energetically optimal site. For example, �lm growth often

takes place at elevated temperatures to ensure that atoms have enough kinetic

energy to reach the substrate layer to produce FM growth. Alternatively,

annealing steps can be incorporated in the preparation.

1.2.2 Substrate choice

The choice of substrate is also instrumental in achieving well-ordered growth

of crystalline �lms. As shown in Section 1.2.1, minimising the energy required

to form the substrate-�lm interface, and therefore encouraging FM growth, is

critical in the formation of well-ordered crystalline �lms. One of the decisive

factors determining this is the lattice mismatch between the substrate surface

and the �lm.

Because the substrate is usually a di�erent material than the �lm, the

lattice constant will most likely be di�erent. This lattice mismatch ε is usually
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given by

ε =
b− a
a

, (1.4)

where a and b are lattice constants of the substrate surface and the �lm. The

higher the lattice mismatch, the greater the energetic cost of the surface-�lm

interface. A small mismatch can be accommodated by straining the lattice

of the �lm in the plane of the interface, though this energy cost increases

linearly as the �lm thickness increases. Dislocations can occur within the �lm

in order to relax the strain. Where the lattice mismatch is high, the growth

will either be incommensurate, leading to more disorder within the �lm, in the

VW growth mode, or amorphous.

1.2.3 Surface reconstruction

The surface of a crystal represents a break in the 3D periodicity of the crystal

lattice. As such, the local environment of the atoms in the terminating plane

di�ers greatly from those in the bulk, with missing bonds in the direction

above the plane. Due to this modi�cation of the forces acting upon the surface

atoms, the equilibrium structure of the top atomic layer will be di�erent from

that of the corresponding layer within the crystal bulk. This results in either

relaxation or reconstruction.

In the case of surface relaxation, the structure of the atomic layers is

conserved, however the interlayer distances are modi�ed. Usually, this relax-

ation takes the form of a compression (or extension) in the direction normal

to the surface plane. In some cases, however, there can be a lateral shift.

Relaxation normal to the surface often extends to several atomic layers in a

damped, oscillatory fashion.

The case where the atomic structure of the topmost layer (or layers)

is modi�ed is known as reconstruction. This can take many forms. In some

cases, it may simply be lateral shifts of surface atoms within the unit cell,

whereas in more extreme cases the number of atoms in the reconstructed layer

is changed in comparison with the bulk. In most cases, surface reconstructions

exhibit symmetry and periodicity di�erent from those of the bulk. If this is

the case, the reconstruction is described by its 2D unit cell relative to that of

the bulk e.g. if the reconstructed unit cell has lattice vectors twice as large as
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those of the bulk it is termed a (2× 2) reconstruction.

For ionic crystal surfaces, Tasker [11] developed a method of determin-

ing whether the surface would exhibit relaxation or reconstruction by looking

at charges in layers, or groups of layers, of the crystal. He found that where

there is a dipole moment perpendicular to the surface within the repeat unit

of the charged layers, the surface energy becomes very large. A surface re-

construction therefore becomes a likely mode by which the surface may be

stabilised.

1.3 Fe3O4

Iron oxides are some of the most abundant minerals found on earth, with a

number of phases commonly found existing as naturally grown crystals such

as FeO (wüstite), Fe3O4 (magnetite), and Fe2O3 (hematite, maghemite). Of

these, magnetite is one of the most copious, and therefore cheap, and is used

as a catalyst in many industrial processes such as the Haber-Bosch, water-

gas shift, and Fischer-Tropsch processes [12�14]. The magnetic properties of

magnetite have been known to man for millennia, being written about by

Greek philosophers around 800 BC, and used as a type of compass in China as

early as the third century BC [15]. Magnetite has many properties of interest,

for example it undergoes the Verwey transition [16], is ferrimagnetic [17], and

is predicted to be semi-metallic at room temperature [18�20], however, only

in recent years have magnetite surfaces been studied extensively [21]. This is

due to their potential and actual applications in �elds such as magnetic data

storage and, as mentioned above, as catalysts.

In this thesis, understanding the surface reactivity for application in

catalysis is the main motivation. Single crystal surfaces and thin �lms are

required in order to understand the structure and chemistry of such surfaces.

Although passivating oxide layers form readily on iron metal surfaces, these of-

ten exhibit complex stoichiometry dependent on preparation conditions, and

are generally not well-ordered. In order to overcome this, growth of well-

ordered crystalline �lms has been developed to facilitate surface science inves-

tigations [8].

To date, the close packed surfaces of iron oxides, such as Fe3O4(1 1 1)
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Figure 1.4: a) Cubic inverse spinel structure of Fe3O4 showing alternating layers
labelled A and B, b) B-termination of Fe3O4 as resolved by Bliem et al. [23]
with an ordered array of SCVs (dashed circles, Fevac) and additional interstitial
tetrahedrally-coordinated Fe atoms (Feint), c) dimer termination as proposed by
Spiridis et al [24].

and Fe2O3(0 0 0 1), have received the majority of attention in research. How-

ever, due to recent studies suggesting a large di�erence in reactivity between

the Fe3O4(1 1 1) and (0 0 1) surfaces, more e�ort has been directed toward

understanding the (0 0 1) surface [22].

1.3.1 Structure

Fe3O4 crystallises in the cubic inverse spinel structure with 56 atoms in the

unit cell as shown in Figure 1.4(a). This consists of a cubic close packed array

of 32 O2- anions and a mixture of 16 Fe3+ and 8 Fe2+ cations in interstitial

sites. The Fe2+ ions occupy half of the octahedral sites within the structure,

and the Fe3+ ions occupy the remaining octahedral sites and the tetrahedral

sites. Along the [0 0 1] direction of the crystal lattice, the structure consists

of two alternating layers of tetrahedrally coordinated iron atoms, known as

A-layers, and mixed octahedrally coordinated iron and oxygen layers, termed

B-layers, with a 90◦ rotation between each pair of layers.

Fe3O4(0 0 1) surfaces have been found to exhibit a (
√

2×
√

2)R45◦ recon-

struction, which was initially understood in terms of charge neutrality being

a driving force under the formulation given by Tasker, as mentioned above, or

in terms of autocompensation of covalent bonds [25]. The autocompensation

approach led to models with either a half-�lled A-layer or with a modi�ed
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distribution of charges and O-vacancies within a B-layer termination [26�29].

In fact, scanning tunnelling microscopy (STM) images of Fe3O4(0 0 1) surfaces

showed two apparently di�erent terminations which were highly dependent on

surface preparation conditions but do not appear together [8].

Later density functional theory (DFT) calculations led to an interpre-

tation of the most stable surface reconstruction being a modi�ed B-layer ter-

mination without vacancies but instead with a Jahn-Teller distortion [30] of

the surface atoms causing a wavelike structure along the [1 1 0] direction, and

hence the observed (
√

2 ×
√

2)R45◦ reconstruction [31]. Further DFT calcu-

lations performed by Yu et al. showed that the Jahn-Teller distorted B-layer

termination had a similar energy to a proposed model with iron dimers in an

A-layer surface [32], again con�rming the sensitivity to preparation conditions.

Indeed, Parkinson et al. showed that within one sputter/anneal cycle, both the

B-termination and a metastable A-termination can be reproducibly prepared

on a single crystal sample [33]. Bliem et al., from the same research group,

later used a combination of STM, intensity-voltage LEED (I/V-LEED), and

DFT to resolve the structure of the B-terminated surface as shown in Fig-

ure 1.4(b) [23]. They found that the surface was stabilised through an ordered

array of subsurface cation vacancies (SCVs) due to the tendency of iron oxides

to redistribute cations within the crystal lattice in response to reducing or

oxidising environments.

A commonly used substrate for Fe3O4(0 0 1) �lm growth is MgO(0 0 1)

due to the low lattice mismatch, however problems were initially encountered

with Mg di�usion into the �lm during annealing procedures. Spiridis et al.

found that the insertion of an Fe bu�er layer not only prevented the migration

of Mg atoms into the Fe3O4 �lm, but also led to a dimer-terminated surface [24,

34]. Their model for this dimer termination is shown in Figure 1.4(c). In

addition, Novotny et al. found that a dimer termination could be produced

via depositing Fe on a B-terminated surface followed by annealing [35]. As both

the SCV B-layer and the dimer surface terminations exhibit the (
√

2×
√

2)R45◦

reconstruction, they are di�cult to distinguish without an imaging technique.
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1.4 Iron sul�des

Iron sul�des are abundantly found within the earth's crust and play a key role

in many biogeochemical and industrial processes [36, 37]. They constitute a

diverse group of solids with a range of stoichiometries and are found in a variety

of environments, having a key role to play in the earth's sulfur cycle and the

evolution of the earth's surface environment [38]. Iron sul�des also have an

important role to play in industrial processes, for example in froth �otation: an

industrial process that selectively separates sul�des from valuable metals such

as gold. This process requires the modi�cation of, and wetting of adsorbants

on, the sul�de surface, and is an industry worth $100 million each year [37, 39].

Some properties of various iron sul�des are given in Table 1.1.

An area of great interest is the catalytic activity of iron sul�des. It has

been suggested that iron sul�des facilitate chemistry within active hydrother-

mal vents, and there are iron-sulfur reaction centres in ferredoxins. These

point to potential applications of iron sul�des as industrial catalysts. Indeed,

it has been shown that under certain conditions pyrrhotite (Fe1-xS) slurries

facilitate Fischer-Tropsch chemistry [41, 42] and other iron sul�des catalyse

N2 conversion to ammonia [43]. In addition, due to their role in catalysing

various reactions and their ubiquitousness in the earth's crust, particularly in

the early earth, origin-of-life theories propose iron-sul�des as key catalysts in

the formation of the earliest metabolic organisms. These theories are known as

the iron-sulfur world hypothesis by Wächtershäuser [44�48] and the iron-sulfur

membrane hypothesis by Russell and Hall [49�52].

In order to better understand the reactivity of the iron sul�des, a sur-

face science approach can be taken as mentioned in Section 1.1. However,

although iron sul�de minerals are common in the earth's crust, it remains dif-

�cult to obtain pure single-crystalline samples for analysis. The most studied

of the iron sul�des to date is pyrite (FeS2), with surface science studies mainly

focussing on the (0 0 1) surface, and has been summarised in detail in a report

by Murphy and Strongin [39]. The reason for this focus is the large contribu-

tion of pyrite to chemistry in diverse marine and terrestrial settings, leading to

potential solutions to many problems in the environment, in technology, and

in human health issues.

10



Table 1.1: Table showing various iron sul�des and their properties, taken from
Rickard [40].

material composition structure properties natural abundance
mackinawite FeS tetragonal P4/nmm Commonly nanopar-

ticulate, metastable
material which is the
major constituent of
the FeS precipitated
from aqueous solu-
tions

widespread mineral
in low-temperature
aqueous environ-
ments

cubic FeS FeS cubic F 4̄3m highly unstable phase
formed before macki-
nawite

not found naturally

troilite FeS hexagonal P 6̄2c stoichiometric end
member of the Fe1-xS
group

mainly found in mete-
orites

pyrrhotite Fe1-xS monoclinic, for exam-
ple, A2/a; hexagonal
P6/mmc

nonstoichiometric
stable group, where
x > 0.2; monoclinic
form is approx-
imately Fe7S8;
hexagonal form
is approximately
Fe9S11

most abundant iron
sul�des in the Earth
and solar system; rare
in marine systems

smythite Fe9S11 hexagonal R3m metastable phase re-
lated to the Fe1-xS
group

rare mineral, mainly
found in hydrother-
mal systems usually
associated with car-
bonates

greigite Fe3S4 cubic Fd3m metastable Fe(II)
Fe(III) sul�de: the
thiospinel of iron

fairly widespread
mineral particularly
associated with fresh
water systems

pyrite FeS2 cubic Pa3 stable iron(II) disul-
�de known as �fool's
gold�

the most abun-
dant mineral on the
Earth's surface

marcasite FeS2 orthorhombic Pnnm metastable iron(II)
disul�de

common mineral
in hydrothermal
systems and in
sedimentary rocks
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In recent years, other iron sul�des have generated more research interest.

For example, greigite (Fe3S4), which was only discovered in 1964 [53], shares

a common cubane Fe4S4 structure with ferredoxins [54], and has been shown

to be a promising material for CO2 conversion [55, 56], leading to increased

study of this material. Furthermore, greigite, which is found in the chimney

cavities of hydrothermal vents [57], is believed to have catalysed CO2 reduc-

tion reactions leading to primitive reaction pathways similar to those found in

contemporary enzymes [58�60]. Despite these promising reaction mechanisms,

progress is restricted because greigite only occurs in micro- or nanoparticulate

form in nature, and to date no well ordered single-crystalline surfaces have

been prepared for analysis.

While pyrrhotite is perhaps the most abundant iron sul�de on earth,

and in the universe, much of its surface properties remain unknown or unchar-

acterised [61]. In fact, there is still great uncertainty even of the bulk structure

of its many forms [62]. The pyrrhotites exhibit a structure based on the NiAs

structure, with an ordered network of Fe vacancies. This can cause distortion

to the lattice, making it monoclinic, or it can remain as hexagonal - usually

at higher temperatures [36, 62, 63]. The end member of this group, troilite

(FeS), was �rst discovered in a meteorite by Domenico Trioli in 1766 [64].

A goal of this thesis is the preparation of well-ordered iron sul�de sur-

faces to facilitate the use of surface science tools and techniques in order to

gain insight and understanding of chemical reactions that may be catalysed.

To date no thin �lm preparation of a single-crystalline iron sul�de except

pyrite [65] has been reported in literature.

1.5 Thesis organisation

In Chapter 2, the main experimental techniques used throughout this thesis

will be presented, and in Chapter 3 the theoretical background for complemen-

tary calculations will be described. In Chapter 4, the preparation of thin �lms

of Fe3O4(0 0 1) will be detailed, including methods of tuning the surface ter-

mination by varying the thickness of an intermediate bu�er layer. Chapter 5

will present the growth for well-ordered iron sul�de thin �lms, with Chapter 6

showing progress toward characterising the surface structure of this sul�de. Fi-
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nally, Chapter 7 will brie�y summarise the �ndings of this thesis and potential

future directions of research.
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Chapter 2

Experimental Methods

The main experimental techniques used within this thesis to investigate the

properties of samples are x-ray photoelectron spectroscopy (XPS), scanning

tunnelling microscopy (STM), and low energy electron di�raction (LEED).

This chapter describes their theoretical background and the requisite equip-

ment.

2.1 X-ray photoelectron spectroscopy

In this thesis, x-ray photoelectron spectroscopy (XPS) is used for the analysis

of the surface composition of iron sul�de samples. This technique uses the

photoelectric e�ect, whereby a sample ejects electrons when irradiated with

photons of an energy above a threshold. The interaction between one of these

photons and a bound electron may result in absorption. In this case, the

electron will be ejected with a kinetic energy that is linearly related to the

threshold (binding) energy of the electron within the atom. This binding

energy is dependent on the atomic element and its local bonding environment.

The following equation relates the kinetic energy of an ejected electron, Ekin,

to the energy of the incoming photon, hν, the binding energy of the electron,

EB, and the work function of the sample, φs, i.e. the minimum energy energy

required to remove an electron from the surface of the material:

EB = hν − Ekin − φs. (2.1)
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Figure 2.1: Universal curve for the dependence of attenuation length, λ, on the
electron kinetic energy for various elements. X-rays with an energy of ∼1 keV
are typically used in XPS. From the work of Seah and Dench [66].

Figure 2.2: Simpli�ed schematic of a typical XPS experimental setup and the
core level photoelectron emission process. Photons from the x-ray source interact
with electrons in the core levels and valence band of the sample. The energy from
the photons is transferred to the electrons which are ejected into the vacuum.
The lenses focus these electrons into the analyser, which selects electrons of
speci�c energies to be counted by the detector.
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X-rays can penetrate a solid sample to depths greater than 1000 nm,

however, due to inelastic scattering, the electrons ejected due to x-ray photons

at energies typical for XPS, around 1 keV, travel only relatively short distances

within a sample. The inelastic mean free path (IMFP) of an electron can

be de�ned as the average distance that an electron of a given energy will

travel between inelastic scattering events within a medium. Figure 2.1 shows

a plot of empirical values for the electron attenuation length, λ = 3×IMFP,

versus electron kinetic energy through various materials, �tted with what is

known as the Universal Curve. In XPS, the IMFP is usually between 1-4 nm,

making XPS a surface sensitive technique. XPS is usually performed in UHV

conditions due to the low electron IMFP at atmospheric pressures.

A schematic of a typical XPS experimental setup is shown in Figure 2.2.

The sample is irradiated with x-rays, and the ejected electrons are focused into

a hemispherical energy analyser by lenses. A potential is applied to the inner

and outer walls of the analyser such that electrons of a speci�c kinetic en-

ergy will follow a semi-circular trajectory onto a multi-channel detector plate.

Electrons with a higher (lower) kinetic energy than selected, via choosing the

potential across the analyser, will collide with the outer (inner) walls. The elec-

trons that reach the multi-channel detector plate are counted, and by sweeping

a retardation voltage on the lenses, a spectrum of kinetic energies can be ob-

tained. Equation (2.1) can be used to convert the spectrum to a binding energy

scale.

2.1.1 Features of an XPS spectrum

Core level peaks

In a typical XPS spectrum, as shown in Figure 2.3, a series of high intensity

peaks can be observed corresponding to electrons ejected from the core levels

of atoms within the sample. The spectrum of each element is unique, and the

area of each peak is related to the number of atoms of a particular element

within the sampled area, therefore information on the chemical composition of

the surface of a sample can be obtained through analysis of the peak intensities.

Conventionally, the peaks have the following labelling scheme, which shall be

used within this thesis: X nlj, where X is the atomic element, n is the principal
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Figure 2.3: Characteristic binding energy spectrum of a clean platinum crystal
in XPS. The Fermi level is de�ned as zero on the binding energy scale.

quantum number, l is the orbital angular momentum quantum number (s= 0,

p=1, d=2, f= 3, etc.), and j contains information about the spin of the

electron and is included where distinction is necessary. Where l 6= 0, j = l±s,
where s is the spin of the electron. A magnetic interaction between the orbital

angular momentum and the spin of the electron occurs, leading to a splitting

of a degenerate state into two components with o�set energy. This initial

state e�ect, called spin-orbit splitting, results in a doublet peak in the XPS

spectrum with an intensity ratio dependent on the degeneracy of each spin

state, 2j + 1.

Another source of splitting of core level peaks in XPS spectra is the

coupling of a remaining unpaired electron with unpaired electrons in the va-

lence levels in the �nal state of the atom. This results in an ion with several

possible �nal state con�gurations of unpaired electron couplings with di�ering

energies, producing a core level peak split into several components. This e�ect
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is called multiplet splitting.

There are several contributors to the width of a core level peak. The

principal contributions are due to the lifetime of the core hole, the spectral

width of the photon source radiation, the analyser resolution, multiplet split-

ting, Franck-Condon broadening, etc. The resulting peak is a convolution

of these factors, and is usually approximated using a mixture of a Gaussian

function and a Lorentzian function. In this thesis, peak �tting was performed

using the CasaXPS data processing software [67]. This software uses a least

squares �t for optimisation.

Chemical shifts

The observed binding energy of a core level peak is simply the orbital energy

of the ejected photoelectron, εk, minus the relaxation energy of the remaining

electrons on the atom and of the surrounding atoms, Er(k):

EB = −εk − Er(k). (2.2)

The orbital energy εk can be calculated using Koopman's Theorem with the

assumption that the orbitals of the ion following photoemission are identical

to those of the initial state of the atom [68]. This does not take into account

electron correlation and the e�ect of relativistic energies, however they are

typically small enough to be ignored [69]. If the initial state of the atom

is changed, for example by chemical bonds with other atoms, the observed

binding energy of the electrons in that atom will also change.

A change in the binding energy of an electron due to chemical bonds

is called the chemical shift, ∆EB. In most cases, ∆EB can be adequately

interpreted solely in terms of initial state e�ects, i.e.

∆EB = −∆εk. (2.3)

Siegbahn and colleagues give several examples of this correlation [70], though

caution must be used when attributing chemical shifts solely to initial state

e�ects. It cannot always be assumed that �nal state e�ects such as relaxation

have a straightforward relationship with changes in the chemical environment,
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and this can have an impact on the measured binding energy. In principle,

however, it is possible to ascertain the bonding environments of the elements

present in the spectra through analysis of the binding energies of the core

level peaks.

Valence band

The region of an XPS spectrum with kinetic energy closest to the energy of

the incoming photons, i.e. with binding energy close to zero, is known as the

valence band region, as it corresponds to electrons excited out of the valence

band of a material. The intensity spectrum in this region is the density of

states (DOS) integrated across the Brillouin zone and broadened (typically

with a Gaussian function). For metals, a Fermi step function, broadened due

to thermal e�ects, approximately describes the intensity across the Fermi level

and can be used for calibration of the binding energy scale. For semiconduc-

tors, on the other hand, the presence of a band gap means that there is no

intensity between the valence band maximum (VBM) and the Fermi level.

Plasmons

Photoelectrons emitted from the core levels of an atom can experience losses in

kinetic energy due to interactions with collective vibrations of the free electrons

within the material, both in the bulk and at the surface. This manifests itself

either as a series of evenly spaced, small peaks, or as an asymmetric broadening

on the high binding energy side of a core level peak. There are two types of

plasmonic interactions: intrinsic and extrinsic. Intrinsic plasmons are the

result of a screening response to the sudden creation of a core hole in the

atom, whereas extrinsic plasmons are excited as the photoelectron propagates

through the solid. The two types of plasmons are indistinguishable. This e�ect

is most pronounced in metals, due to their high free electron concentrations.

Auger peaks

The Auger emission process is a relaxation due to the creation of an ion with

an inner shell vacancy following the ejection of a photoelectron. An electron

from a higher energy level may fall into this vacancy, accompanied by a release
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of energy. Though this energy is usually released in the form of an emitted

photon, the energy can also be transferred to another electron, resulting in

its ejection from the atom. This Auger electron has a kinetic energy that

corresponds to the di�erence in energy levels of the initial electronic transition

minus the ionisation energy for the electron shell that the Auger electron was

emitted from. Hence, the kinetic energy of Auger electrons is independent of

the photon energy of the incoming x-rays.

Satellites

There are two additional processes that can produce satellite peaks. These

are caused by the sudden change in the e�ective charge due to the loss of

shielding electrons when a core electron is removed by photoionisation. Shake-

up satellites are the result of the interaction of an outgoing photoelectron

interacting with a valence electron and exciting it to a higher energy level.

The loss in kinetic energy of the photoelectron produces peaks on the higher

binding energy side of the core level peak, corresponding to the discrete energy

levels required to excite the valence electron. Shake-o� satellites, similarly,

are as a result of the interaction of the photoelectron with a valence electron,

however in this case the valence electron is given enough energy to be ejected

from the atom completely. This results in additional broad structures in the

spectrum, and contribution to the inelastic background.

An additional source of satellite features is present when taking XPS

measurements using a non-monochromated x-ray source. The x-rays from the

source anode have a range of energies that are characteristic of that material.

Typically, an anode material is chosen because of a dominant, strong reso-

nance in the x-ray spectrum. A monochromator reduces the distribution of

the photon energies, therefore improving resolution, and also removes x-rays

emitted from minor resonance lines of the anode. These x-rays with di�ering

photon energies produce satellite peaks with energy o�set from the main peak.

Background

As can be observed in Figure 2.3, a step-like background is present in XPS

spectra. Inelastic scattering of photoelectrons decreases their kinetic energy
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and results in a �tail� on the high-binding energy side of the peaks. This

background is normally subtracted for the purpose of peak-�tting, with the

Shirley model for XPS backgrounds used throughout this thesis [71].

2.1.2 Quanti�cation from XPS

As mentioned in Section 2.1.1, the area of a core level peak is dependent on the

quantity of atoms of a particular element in a particular con�guration within

the sampled area. The equation used for determining these quantities is

Iij = K T (Ekin)Lij(γ)σij

∫
ni(z) e−z/λ(Ekin) cos θ dz. (2.4)

Here, Iij is the area of peak j from element i, K is an experimental constant,

T (Ekin) is the transmission function of the analyser, Lij(γ) is the angular

asymmetry factor for orbital j of element i, σij is the photoionisation cross-

section of peak j from element i, ni(z) is the concentration of element i at a

distance z below the surface, λ(Ekin) is the IMFP length, and θ is the angle of

emission of the photoelectrons measured with respect to the surface normal.

The instrumental constant, K, contains parameters such as x-ray �ux,

sampling area, and the acceptance angle of the analyser, all of which can

be assumed to be constant over the time period required for acquisition of

XPS spectra. The transmission function consists of information regarding the

e�ciency of the collection lenses, analyser, and detector of the XPS system.

The dependence of this function on the kinetic energy of the measured electrons

is a result of their retardation as they pass through the lens system [72].

The angular asymmetry factor, Lij(γ), takes into account di�erences

between di�erent types of orbital, with a dependence on the angle γ between

the incident x-rays and emitted photoelectrons. The probability of an electron

from orbital j of element i being created by the incident x-ray is called the

photoionisation cross-section, σij. The values for σij used throughout this

thesis are taken from [73].

The IMFP, λ(Ekin), depends on both the kinetic energy of the electron

and the material that it is travelling through. The equations describing have

been developed by Seah and Dench [66], and values for the IMFP used in this

thesis have been calculated using the QUASES software utilising the Tanuma,
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Powell, and Penn algorithm [74]. The cos θ term is to account for changes in

the path length for electrons to leave the sample from a depth z as the angle,

θ, between the (assumed �at) sample surface and analyser lens is varied. As

changing θ away from 0◦ increases the path length for photoelectrons from a

particular depth, fewer originating from greater depth contribute to the spectra

as θ increases, e�ectively increasing the surface sensitivity of the technique.

Information about the distribution of atoms as a function of depth can be

gathered by taking advantage of this and making measurements at various

values of θ.

Usually, elemental percentages or ratios are required, rather than ab-

solute amounts, meaning that determining the absolute values of all of the

quantities in Equation (2.4) is not necessary, as many of the quantities can-

cel out if values are computed. For spectra taken at a constant angle θ, the

concentration Ai of an element i in a sample of uniform stoichiometry is given

by

Ai =
Iij/T (Ekin)Lij σijλ(Ekin)∑n
k=1 Ikj/T (Ekin)Lkj σkjλ(Ekin)

. (2.5)

This equation can further be simpli�ed by using peaks from electrons

of similar kinetic energy for analysis. The di�erences in T (Ekin) and λ(Ekin)

will become small and the terms will cancel out, giving

Ai =
Iij/Lij σij∑n
k=1 Ikj/Lkj σkj

. (2.6)

2.1.3 Calibration

As shown in Figure 2.4, placing a conducting sample in electrical contact with

the spectrometer causes the Fermi level of both the sample and spectrometer

to be aligned with each other and positioned at the highest occupied energy

level. Equation (2.1) then becomes

EF
B = hν − Ekin − φsp, (2.7)

where EF
B is EB referenced to the Fermi level EF , and φsp is the work function

of the spectrometer. Therefore it is not necessary to know the work function

of each sample analysed by XPS in order to know EF
B . For spectra presented
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Figure 2.4: The energy level diagram for an electrically conducting sample that is
grounded to the spectrometer. The Fermi levels of the sample and spectrometer
are aligned (Esf = Espf ). The measured value of EB is therefore independent
of the sample work function, φs, but is dependent on the spectrometer work
function, φsp.

in this thesis, the position of the Fermi edge for a clean gold sample was used

to determine the work function of the spectrometer.

2.2 Scanning tunnelling microscopy

In this thesis, scanning tunnelling microscopy (STM) is used for the charac-

terisation of the surface structure of well-ordered iron oxide and iron sul�de

surfaces. STM was developed in the early 1980s by Gerd Binnig and Heinrich

Rohrer [75], taking advantage of the concept of quantum tunnelling. By pro-

viding an atomic scale topographical map of electron densities at the surface,

di�erent surface structures can be observed and analysed.
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Figure 2.5: The wavefunction of an electron, ψ(z), while moving under constant
potential in three regions.

2.2.1 Principle of operation

The time-independent Schrödinger equation for an electron describes its wave-

function ψ(z) while moving within a potential U(z). In one dimension, this is

− ~2

2m

d2ψ(z)

dz2
+ U(z)ψ(z) = Eψ(z), (2.8)

where ~ is the reduced Planck's constant, m is the mass of the electron, E is

its energy, and z is its position.

The wavefunction within three regimes will be considered, as shown in

Figure 2.5, either side of and within a barrier of width W . The solution of

Equation (2.8) is a travelling wave of the form

ψ(z) = A(z)eikz, where k =

√
2m(E − U(z))

~
(2.9)

and A is the amplitude of the wave. In the region 0 < z < W , the potential

U(z) > E, giving imaginary values for k. Assuming a constant potential U in

this region, Equation (2.9) becomes

ψ(z) = Ae−κz, where κ =

√
2m(U − E)

~
(2.10)

giving an exponential decay of the wavefunction as it propagates through the

barrier. The probability of �nding the electron behind the barrier (i.e. at
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z ≥ W ) is proportional to the wavefunction squared

P ∝ |ψ(z)|2 = |ψ(0)|2e−2κW . (2.11)

Considering a metallic tip near a surface, the potential of the barrier

can be approximated to the average of the work function of the tip and the

sample, U = φ = (φtip + φsample)/2. When the tip and the sample are at

the same potential, there is no net current �ow; the Fermi levels are aligned

and there are no empty states of equal energy available for tunnelling into.

In STM, a small bias voltage, V , is applied, conventionally to the sample, in

order to produce a current, I. Assuming a negative bias applied to the sample,

electron states in the sample within e · V of the Fermi level, EF , can tunnel

into states on the other side of the barrier within the tip. This current is

proportional to the number of electrons in the sample in this energy range.

Recognising that the sum of the electrons within a small interval can

be written as the local density of states of electrons at a point z and energy

E, ρs(z, E), and that |ψ(0)|2 is a constant,

I ∝ V ρs(0, EF )e−2κW . (2.12)

Using a typical barrier height of 4 eV gives κ ≈ 1.025 Å−1, therefore we can

see from Equation (2.12) that a 1 Å increase in barrier width W causes a

near-tenfold decrease in current. For this reason, using a tip that has been

sharpened such that it has one atom at its end results in nearly all of the cur-

rent passing through this single atom, and accounts for the extreme sensitivity

of the technique to changes in height and its lateral resolution.

2.2.2 Experimental set-up

The required components for an STM experiment, as shown schematically in

Figure 2.6, include an atomically sharp tip, a piezoelectric scanner to raster

the tip over the sample, feedback electronics, and a computer system to control

the tip position, acquire data, and to convert data into images. Experiments

are typically performed with vibration isolation for stable operation.

To obtain images, a bias is applied between the tip and sample, and
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Figure 2.6: Schematic representation of a typical STM experimental setup. The
apparatus is isolated from vibrations.

once the tip has been brought near enough to the sample that a tunnelling

current can be detected, the computer controls voltages applied to the x-y

piezoelectric crystals in order to scan an area of the sample surface. The

deformation of the piezoelectric crystals of the scanning apparatus allows sub-

nanometer precision in positioning of the tip. The measured tunnelling current

is strongly dependent on the distance between the sample and tip, as explained

in Section 2.2.1. As the relationship between tip-sample distance and current

is exponential, it is usually preferred that a feedback loop is used to keep the

tunnelling current constant, thus keeping the tip at a constant height above

the surface. The tip height at each x-y position enables a topographical map

of the surface to be constructed corresponding to the local density of electronic

states.

2.2.3 Image processing

The topographical maps of the surface using STM typically contain mechanical

noise from the environment and artefacts introduced by tip instability. To

remove these artefacts, images are processed using a variety of techniques.

Typically, plane subtraction and �attening are used as a minimum for clarity

in the images. In addition, images can be smoothed, �ltered using a 2D fast

Fourier transform (FFT), or corrected for thermal drift. In this thesis, plane

subtraction and �attening are applied to all images. Images in Chapter 6 are
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�ltered via 2D FFT in order to remove the e�ect of background electronic

oscillatory noise.

2.3 Low energy electron di�raction

Throughout this thesis, low energy electron di�raction (LEED) is used for

the characterisation of the crystal structure of surfaces. Electrons are ideal

for studying surfaces through di�raction experiments for two main reasons.

Firstly, the de Broglie wavelength of electrons is given by

λ =
h√

2mE
, (2.13)

where h is Planck's constant, and m and E are the mass and energy of the

electron respectively. At energies typical for LEED experiments (30-200 eV),

this equates to a wavelength of ∼1-2 Å, which, being of the order or less than

the interatomic distances, results in strong di�raction, allowing the atomic

structure of the material to be probed. Secondly, the IMFP of electrons at

these energies is very short (see Figure 2.1), thereby giving information from

only the topmost atomic layers.

2.3.1 Di�raction conditions

Electrons are scattered through interactions with atoms within the sample. In

the kinematic approximation of LEED, constructive interference between scat-

tered electrons occurs when the Bragg condition is met. The Bragg condition

for di�raction between layers is

nλ = 2d sinθ, (2.14)

where n is an integer, d is the atomic layer distance, and θ is the scattering

angle. As can be seen in Figure 2.7, 2d sinθ is the path di�erence between

electrons re�ected from subsequent layers, and must equal an integer multiple

of λ for constructive interference to occur.

The spatial distribution of the beams of di�racted electrons that expe-

rience constructive interference provides information about the crystal lattice,
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Figure 2.7: Illustration showing geometry involved in Bragg's law for di�raction
between layers. The path di�erence of the outgoing wave vectors k is equal to
2d sinθ, and constructive interference occurs when this is an integer multiple of
the wavelength λ.

as the resulting di�raction pattern is directly related to the crystal reciprocal

lattice. The reciprocal lattice is de�ned by its principal vectors a∗, b∗, and c∗

in relation to the lattice vectors of the real space lattice a, b, and c, via the

following:

a∗ = 2π
b× c

a · (b× c)
, b∗ = 2π

c× a

b · (c× a)
, c∗ = 2π

a× b

c · (a× b)
. (2.15)

Therefore, points in the reciprocal lattice can be written as Ghkl, such that

Ghkl = ha∗ + kb∗ + lc∗, (2.16)

where h, k, and l are integers.

If k0 is the incident wave vector and k is the scattered wave vector, the

Laue condition for di�raction is given by

k− k0 = Ghkl, (2.17)

i.e. for constructive interference to occur, the scattering vector ∆k = k− k0

must equal a reciprocal lattice vector.

The surface of the crystal represents a breaking of its 3D symmetry,

with no periodicity in the direction normal to the surface. This, in combination

with the surface sensitivity of LEED experiments, means that the area of the
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crystal being probed can be thought of as being two-dimensional. In this case,

Equation (2.17) becomes

k‖ − k
‖
0 = Ghk, (2.18)

where k‖ and k
‖
0 are components parallel to the surface, and Ghk = ha∗+kb∗

is a vector of the 2D reciprocal lattice.

2.3.2 Ewald construction

This di�raction can be represented by the Ewald construction, the 2D version

of which is shown in Figure 2.8. Firstly, the points of the reciprocal lattice are

drawn. The 2D surface can be thought of as a 3D lattice having an in�nite

lattice spacing in the direction perpendicular to the surface, i.e. |c| → ∞, and

therefore the length of the reciprocal lattice vector |c∗| → 0, leading to lattice

rods extending from the surface at the points of the 2D reciprocal lattice. An

incoming wavevector k0 is drawn, ending at one of the 2D reciprocal lattice

points. Then, a sphere of radius |k0| = 2π/λ is drawn, centred at the origin

of k0. The points where this sphere intersects the lattice rods are the points

where the condition of Equation (2.18) is met, and de�ne the scattered wave

vectors k for di�racted beams.

2.3.3 Experimental setup

A typical experimental setup for a LEED experiment is shown in Figure 2.9,

the main components of which are an electron gun, a sample holder with the

sample under investigation, and a set of four hemispherical grids and �uores-

cent screen for observing the scattered electrons. The experiment takes place

under UHV conditions due to the low IMFP of electrons through air.

The electron gun consists of a cathode �lament, a Wehnelt cylinder,

an anode, and electrostatic lenses. The cathode is set to a negative potential

(−V ), and has a current passed through it, while the anode is kept at ground

potential. Thus, electrons emitted by the cathode are accelerated to an energy

of e · V towards the anode. The material used for this �lament is usually a

tungsten wire, but sometimes a lanthanum hexaboride (LaB6) single crystal

emitter is used because its low work function allows electrons to be easily
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Figure 2.8: Ewald construction for di�raction from a 2D surface lattice. The
incoming wave vector is k0 and terminates at a reciprocal lattice point labelled
(0,0). The intercepts of the lattice rods with the Ewald sphere (here drawn in
2D for clarity) determine the scattered wave vectors k of the di�racted beams.
One can see that the parallel component of the scattering vector ∆k = k− k0

is equal to the 2D reciprocal lattice vector Ghk.
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Figure 2.9: Schematic of a typical LEED experiment. Experiments take place
inside a UHV chamber and the resultant di�raction pattern on the �uorescent
screen is observed through a viewport or window.
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extracted from it. The Wehnelt cylinder is biased relative to the cathode, and

plays the roles of both controlling the size of the area of the �lament from

which electrons are extracted and for focussing the extracted electrons into

a narrow beam. The electrons that pass through a hole at the centre of the

anode are then focussed onto the sample by lenses. The sample is kept at

ground potential to prevent charging.

The electrons di�racted by the sample travel through the vacuum to

the grid system. The second and third grids are set to a potential slightly

lower than the energy of the electrons emitted from the electron gun. This is

to ensure that inelastically scattered electrons are unable to pass through the

grid system due to not having the energy to overcome the potential barrier.

The �rst and fourth grids are kept at ground potential in order to maintain

a �eld-free space in the vacuum and to shield the high voltage of the screen

respectively. The screen is set to a positive voltage of several keV in order

to accelerate the inelastically di�racted electrons in the space between the

fourth grid and the screen such that they cause �uorescence on impact. The

di�raction pattern can then be observed on the screen. In some systems, a

microchannel plate (MCP) is placed between the grids and the detection screen

and acts as an electron multiplier. This allows the electron gun to be operated

at a lower �lament current, thus reducing the radiation damage su�ered by

the sample during measurement.

Considering the Ewald construction and the geometry of the LEED

experiment, one can think of the di�raction pattern on the screen as being

essentially a view of the surface reciprocal lattice. By increasing the energy

of the incoming electrons, the Ewald sphere radius becomes larger and the

di�raction spots move closer toward the spot corresponding to the specular

beam. The di�raction spots are indexed as (h, k) according to Equation (2.18),

with the specular spot being accepted as the (0, 0) point. At normal incidence

of the electron beam, this spot is located in the centre of the LEED pattern.

2.3.4 Interpretation of LEED patterns

Much information regarding the surface structure can be gained upon inspec-

tion of data from LEED experiments. Firstly, a qualitative impression of the
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perfection of the surface under investigation can be obtained. Defects and de-

viations from a perfect periodic structure contribute to background intensity

in the di�raction pattern and a broadening and weakening of di�raction spots.

Hence, the more background intensity and broadening of spots is observed,

the higher the level of disorder in the surface.

The geometrical positions of the LEED spots give information about

the crystal lattice under investigation. In the simplest case, the surface has a

2D lattice that corresponds to a simple, bulk termination of the crystal. This

would be called a 1×1 LEED pattern, and is not a�ected by any displacement

of the surface layer perpendicular to the surface. To minimise surface energy,

many surfaces undergo a reconstruction at the surface which can result in

superstructures with di�erent periodicities. These superstructures will have a

2D reciprocal lattice that results in di�raction spots appearing in the LEED

pattern. From this, it is possible to identify the size of superstructure unit

cells relative to the unreconstructed unit cell.

The intensity distribution pro�le of the LEED spots can be used to

reveal information about surface imperfections, as deviations from the ideal

2D periodicity will result in disruption of the sharp spot pro�le. For example,

a decrease in the size of domains on the surface results in a broadening of the

di�raction spots.

The intensity of a spot at a particular energy is dependent on the atomic

arrangement within the unit cell. In order to reveal the exact atomic con�g-

uration of the surface region, the intensity of LEED spots is measured as a

function of the energy of the primary electron beam, and an iterative trial-and-

error approach is used to match the intensities calculated for trial structures.

This will be expanded upon in Chapter 3.

2.4 X-ray di�raction

For characterisation of the crystal structure of the iron sul�de �lm, x-ray

di�raction (XRD) was used. XRD is a non-destructive technique that can

provide detailed information about the lattice of a single crystal. X-rays are

scattered through interactions with atoms within the sample, and, as in the

case of LEED, Bragg's law (Equation (2.14)) describes di�raction between
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layers. In this case, λ is the wavelength of the incident x-ray beam. X-ray

sources are chosen such that the wavelength is less than interatomic distances,

e.g. Cu Kα radiation with a wavelength of 1.54 Å.

The interaction of x-rays with matter is much weaker than that of elec-

trons, therefore they are able to penetrate much deeper into the material. The

large IMFP of x-rays makes XRD a bulk-sensitive technique, in contrast to

the surface sensitivity of LEED. The di�raction conditions are the same as

those given in Section 2.3.1 for LEED in Equation (2.17), i.e. that for con-

structive interference to occur, the scattering vector must equal a reciprocal

lattice vector.

For XRD, the Ewald construction is in 3D, in contrast to the 2D version

presented in Section 2.3.2. A cross-section of this Ewald construction is shown

in Figure 2.10. Because XRD is a bulk technique, breaking of the periodicity

of the crystal lattice at the surface can be neglected and the reciprocal lattice

is represented using points rather than the rods used in the 2D case. An

incoming wavevector k0 is drawn, ending at one of the reciprocal lattice points.

Then, centred at the origin of the incoming wavevector, a sphere of radius

|k0| = 2π/λ is drawn. The Laue condition, given in Equation (2.17), is met

where the sphere intersects the reciprocal lattice. This de�nes the scattered

wave vectors k for di�racted beams.

Measurement of single crystal samples typically involves placing the

sample in the x-ray beam in various orientations, and detection and counting

of di�racted beams at various positions around the sample. The collection of

these beams reveals the di�raction pattern, giving the reciprocal lattice points

which can be used to determine the crystal structure.

The weak interaction of x-rays with matter also means that di�raction

can be described accurately by assuming that x-rays are only scattered once.

This is useful for solving the crystal structure of the sample, as the theoreti-

cal considerations for calculating the intensities of di�racted beams are much

simpler than for LEED. The intensity of di�racted beams is proportional to

the square of the structure factor of the unit cell, which depends on the dis-

tribution of electron density within the lattice. Once an electron density map

has been generated, a model structure is re�ned by assigning atoms to the

areas of electron density, and further still through varying parameters until
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Figure 2.10: Cross section of the Ewald construction for di�raction from a 3D
lattice. The incoming wave vector is k0 and terminates at a reciprocal lattice
point, and the places where the Ewald sphere intersects with a reciprocal lattice
point determine the scattered wave vectors k of the di�racted beams.

a satisfactory agreement is reached. To �nd agreement between model and

experiment requires the calculation of intensities from the structure factor of

the model structure, Fcalc, which are compared to those derived from the ob-

served intensities, Fobs. The quality of a solution is assessed using an R-value,

R, given by

R =
Σ||Fobs| − |Fcalc||

Σ|Fobs|
. (2.19)

34



Chapter 3

Theoretical Methods

This chapter will outline the principles and theoretical methods behind the cal-

culations performed in order to determine the surface structure of iron sul�de

�lms.

3.1 I/V-LEED

As mentioned at the end of subsection 2.3.4, the intensity of a di�raction spot

in a LEED pattern at a particular energy is dependent on the atomic arrange-

ment within the unit cell. The measurement of this intensity as a function

of the energy of the primary electron beam results in an intensity-voltage

curve (I/V-curve). The kinetic theory of electron scattering in LEED as pre-

sented in section 2.3 is inadequate for understanding the intensity modulations

in such spectra. This is because in the kinematic approximation borrowed from

other techniques, such as x-ray scattering, only single scattering is taken into

account, however the interaction of low energy electrons with atomic centres

is many orders of magnitude greater than that of x-rays, resulting in multiple

scattering e�ects. This has led to the development of the dynamical theory

of LEED, as laid out in detail by Van Hove and Tong in the context of the

SATLEED program used throughout this thesis [76], and more generally by

Pendry [77]. The technique of using I/V-curves to determine the structure of

the surface under investigation is called intensity-voltage LEED (I/V-LEED).

This technique proceeds via a trial-and-error approach. A set of ex-

perimental I/V-curves is measured, and a trial structure is assumed for the
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Figure 3.1: Schematic showing the logical approach to structure determination
using I/V-LEED.

sample. The theoretical I/V-curves for the trial structure are calculated and

compared with the experimental I/V-curves of the sample. If the curves are

identical, the trial structure exactly matches the sample structure. In practice,

there must always be small deviations between the measured and calculated

curves due to approximations within the theory. If the I/V-curves di�er, the

trial structure is modi�ed or changed, and a new set of I/V-curves are calcu-

lated. This proceeds until satisfactory convergence is reached between theory

and experiment. The process is illustrated in Figure 3.1.

3.1.1 Principles

It is possible to understand the basic principles of the features observed in an

I/V-LEED spectrum by considering the following. Firstly, a one-dimensional

space is considered with a semi-in�nite crystal composed of evenly-spaced

atoms from x = 0 to x = ∞. An incoming wave eikx with wavevector k
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is incident on the crystal from x = −∞ and is scattered by each atom such

that the scattering can be described by complex coe�cients of re�ection r and

transmission t.

In the weak scattering limit, corresponding to kinematic theory, |r| is
very small and |t| is approximated as 1. These approximations result in a

re�ection of the wave given by

∞∑
j=0

reik2aje−ikx =
r

1− eik2a
e−ikx, (3.1)

where a is the lattice parameter of the crystal and reik2aj represents the am-

plitude factor for the wave travelling to the (j + 1)th atom and back. The

amplitude of the re�ected wave is generally small except for wavevectors that

ful�l the Bragg condition k2a = n2π (see Equation 2.14), where the amplitude

is in�nite, as shown in Figure 3.2(a). This in�nite intensity, violating current

conservation, is due to the initial approximation that |t| = 1. This is recti-

�ed by using an improved physical description with |t| < 1. With this new

description, the amplitude factor must now become rt2jeik2aj to account for

transmission twice through each intervening atom. Instead of Equation 3.1,

the re�ection of the wave is now given by

∞∑
j=0

rt2jeik2aje−ikx =
r

1− t2eik2a
e−ikx. (3.2)

It is immediately clear that, since |t| < 1, the maxima in amplitude of the

re�ected wave are no longer of in�nite height, though they remain at the same

wavevectors ful�lling the Bragg condition, as can be seen from Figure 3.2(b).

The above description is still incomplete with regard to current conser-

vation, as the wave is only either re�ected or transmitted at any single atom.

It must be considered that for each transmission of the wave, the current lost

from the initial wave goes into a re�ected wave, and this in turn can be re-

�ected. For current conservation, these multiple re�ections must be calculated

to in�nite order to account for all of the current lost from the primary beam.

This is achieved through a self-consistent treatment within Bloch wave theory.

The outcome of this treatment is that the di�raction peaks are truncated, re-
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Figure 3.2: Re�ected intensities of the electron wave as a function of wavenumber
k as dynamical e�ects are introduced: (a) very small re�ection coe�cient and
total transmission, (b) limited transmission, and (c) multiple scattering.

sulting in �at peaks with a height of 1 as shown in Figure 3.2(c). These �at

peaks correspond to band gaps within the crystal, where no propagation of

the electron wave may take place and therefore total re�ection occurs.

Extending this analogy to three-dimensions leads to periodicities in ad-

ditional dimensions and a corresponding increase in the number of beams in

which elastically scattered electrons can travel. As outlined in subsection 2.3.1,

the surface of a crystal has 2D periodicity, and the 2D reciprocal lattice vec-

tors, Ghk, characterise the set of beams. If a is the layer spacing and g is a

beam which is di�racted into g′ by each layer, then the Bragg condition for

constructive interference between layers is given by

k⊥(g) · a+ k⊥(g′) · a = n · 2π, (3.3)

where n is an integer and k⊥(g) is the component of the wavevector of g

perpendicular to the plane of the layers.

When multiple scattering is introduced here, it becomes apparent that

the condition in Equation 3.3 is met by di�erent scattering paths at di�erent
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Figure 3.3: Schematic showing how di�erent paths caused by strong multiple
scattering in LEED will have di�erent path lengths meeting the Bragg condition
at di�erent values of the wavenumber k.

wavelengths, which therefore have peaks at di�erent energies. This is illus-

trated in Figure 3.3. The presence of these additional multiple-scattering peaks

are partly responsible for the di�culty in trying to understand I/V-curves

within the kinematic approximation.

Computation of the scattering process, though complex, may be ap-

proached through a hierarchical approach in three steps as illustrated in Fig-

ure 3.4. Firstly, scattering from a single atom is calculated. Secondly, these

atoms are arranged into atomic layers, for which layer di�raction matrices can

be computed. Finally, the layers, and therefore the layer di�raction matrices,

are stacked to yield the total re�ection matrix of the surface.

The interaction of an electron with matter is much stronger than that

for x-rays, therefore the kinematic approximation is not an appropriate de-

scription. In reality, an electron is scattered by every atom along its path,

and this scattering can be described by solving the Schrödinger equation. A

spherical atomic potential can be assumed, despite the non-spherical symme-

try of the atomic environment, because the electrons at the energies used for

LEED are high enough above the Fermi energy that scattering is dominated

by the nucleus and the spherically symmetric inner electron shells of the atom.

A �mu�n-tin� approach is used for the description of the spherical potential

of the atoms, which is arranged such that the spheres of neighbouring atoms

touch each other, and the areas in between have a constant inner potential,

V0r. This potential increases the energy of an electron entering the crystal so
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Figure 3.4: Schematic showing the heirarchy of dynamical I/V-LEED calcula-
tions.

that its total kinetic energy E = Ei +V0r, where Ei is the initial energy of the

electron.

When an electron enters the spherical potential around an atom, its en-

ergy increases. With this comes a corresponding shortening of its wavelength,

as shown for a simpli�ed case in Figure 3.5 for an electron above a square

potential well. This results in a shifting of the phase relative to an electron

that has not passed through the potential. These phase shifts must be ac-

counted for in determining the energies at which the Bragg condition is met

for di�raction to occur, typically resulting in the Bragg peaks moving to lower

energies in comparison to the simple kinematic approximation given above.

Due to the spherical symmetry of the atomic potential, these phase shifts are

usually described using angular momentum l, with a cut-o� at a maximum

value lmax where the phase shifts are assumed to be negligible. Solving the

Schrödinger equation results in a set of phase shifts δl which fully describe the

multiple scattering within the atom.

Scattering within an atomic layer is then treated self-consistently, also

in angular momentum space, with spherical waves outgoing from each atom

expanded to neighbouring atoms within the layer. The self-consistent approach

is required because electrons may be scattered back to the original atom. A

matrix inversion formalism is used for this approach, the dimensions of which
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Figure 3.5: Schematic of the phase shift that occurs for an electron above a
potential well. The wavelength of the electron is shortened above the well,
leading to a shift of phase, δl, relative to if the well was not present (dashed
line).

scales with l2max.

A momentum space representation is appropriate for the total di�rac-

tion from the layer because of its translational symmetry. The atomic scat-

tering amplitudes are summed and converted into a set of plane waves with

surface parallel momenta (ki‖+g), which results in matrices of layer di�raction

amplitudes M±±
gg′ , where the ± signs indicate the direction of in- and outgoing

plane waves.

In order to describe the full di�raction by the surface, the matricesM±±
gg′

are used to stack the layers. Another matrix inversion is required here in order

to self-consistently account for multiple di�raction between layers. A layer

doubling scheme can be used, whereby neighbouring layers are coupled so that

in each inversion step the number of layers can be doubled. Alternatively, in

cases where the spacing between layers is larger than 1 Å, the fact that forward

di�raction (M++
gg′ orM

−−
gg′ ) dominates over backward di�raction (M

+−
gg′ orM−+

gg′ )

can be used in order to avoid the matrix inversion and speed up computation.

This procedure is known as renormalised forward scattering (RFS) [78].

Because an electron travelling through a solid experiences loss of en-

ergy due to inelastic interactions such as phonon excitations, attenuation of
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the beam must be considered. This is described by using a complex inner

potential V0 = V0r + V0i, with the imaginary part, also known as the optical

potential V0i, causing an attenuation of the spherical and plane waves describ-

ing the electron. This value is typically around 4-5 eV, and is slightly energy

dependent (V0i ∝ E
1
3 ). Thermal vibrations are also included within the the-

ory for the atomic scattering amplitudes through the use of energy-dependent

Debye-Waller factors.

3.1.2 Comparing theory and experiment

Having calculated a set of I/V-curves for a structure, they must be compared

with the experimental I/V-curves. For this, a quantitative measure of the

similarity of the curves is necessary. The numerical value assigned to this is

called a reliability factor, or R-factor. Numerous methods of calculating R-

factors exist, however the most commonly used is the Pendry R-factor [79],

which shall be used throughout this thesis.

As the positions of the peaks in the I/V-curves depend on the con-

structive and destructive interference caused by the interplay between electron

wavelength and path di�erence, the Pendry R-factor puts an emphasis on the

positions of the maxima and minima in the I/V-curves, rather than the abso-

lute intensities. The logarithmic derivative, L, of the intensity, I, with respect

to energy is used where

L =
∂I/∂E

I
. (3.4)

Because multiple scattering can lead to zero intensity in the I/V-curves

due to destructive interference, a bounded function Y is used to prevent in-

stances of in�nitely large L, where

Y =
L

1 + (LV0i)2
(3.5)

This also reduces the sensitivity to experimental errors in regions of low in-

tensity.

The Pendry R-factor, RP , is then simply de�ned as the mean square
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deviation of the Y functions for theory (Yg,th) and experiment (Yg,ex)

RP =
∑
g

∫
(Yg,th − Yg,ex)2dE

/∑
g

∫
Y 2
g,th − Y 2

g,ex dE. (3.6)

The lower the R-factor, the better the agreement between theory and exper-

iment. An R-factor of RP = 0 corresponds to perfect agreement, whereas

RP = 1 indicates uncorrelated curves. Anticorrelated curves produce RP = 2.

The variance of RP is de�ned as

var(RP ) = RP

√
8V0i

∆E
, (3.7)

where ∆E is the total energy range of the data, and allows for the estimation

of error limits for the set of parameters used for the trial structure [79].

3.1.3 Search algorithms

In order to �nd the correct structure, it is necessary to �nd the trial structure

which gives the best R-factor when compared to the experimental data. While

for simple unreconstructed surfaces this may be quite straightforward, as the

complexity of the system increases, so does the number of trial structures

required in order to e�ectively scan the parameter space of possible structures.

To determine the best-�t structure corresponding to a minimum in the R-

factor, the parameter space should be scanned in an e�cient manner.

Finding the structure giving the minimum R-factor, i.e the minimum

di�erence between the calculated and experimental I/V-curves, is essentially

an optimisation problem in a D-dimensional parameter space, with D being

the number of parameters describing the trial structure, such as the atomic

coordinates, Debye temperatures, and inner potential. The trial structures can

be represented by a vector in D-dimensional space, with the R-factor mapping

this vector to a real number (RD → R). This mapping de�nes a hyper surface,
with the optimal R-factor being the deepest minimum, or global minimum, of

this surface.

Several considerations must be made in approaching this optimisation

problem. To make the search process more feasible, the parameter space is
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often greatly restricted to a much smaller subspace in the region of the ex-

pected structure. This is often done through chemical or physical intuition,

for example by excluding regions representing unphysical atomic distances or

through analogy with systems with a similar structure to the one under inves-

tigation, or through the guidance of results from complementary experimental

techniques. Proper consideration of symmetry can also greatly reduce the

dimension of the search space.

In addition, an appropriate search method must be selected. In gen-

eral, the hyper surface mapped by the R-factor will have many minima, with

only one global minimum corresponding to the correct structure. While in

principle a simple search of every point in a densely spaced grid in the search

space would yield the global minimum R-factor, in practise this is usually im-

practical due to the sheer computational time required to perform calculations

at each point. Randomly varying parameters would �nd the global minimum

eventually, however search algorithms are usually used and are designed such

that minima in the R-factor hyper surface are attractive.

Various search algorithms exist with varying e�ectiveness and ranges of

validity. An example of a simple optimisation algorithm is Powell's method [80]

in conjunction with Tensor LEED [81�83]. In Tensor LEED, the I/V-curves

of trial structures are calculated via perturbation of a reference structure.

While this method is very fast, it requires that the initial reference structure

is very close to the structure with the global minimum R-factor, otherwise

it will simply �nd a local minimum or leave its range of validity. More so-

phisticated algorithms employ strategies to enable the search to be performed

over a much larger space and to be able to distinguish local minima from the

global minimum. In this thesis, I/V-LEED is used to characterise the surface

of a previously unidenti�ed material, therefore the di�erential evolution (DE)

algorithm of Storn and Price [84] will be the method principally used as it

has been shown to have a large convergence range of relative to several other

commonly used algorithms [85].

The DE algorithm is one of several global search algorithms inspired by

the theory of the evolution of species in nature. In these algorithms, each trial

structure is described by its genome (the parameters de�ning the structure)

and is considered as an individual within a population of trial structures. The
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R-factor then denotes the evolutionary �tness of the individual. New individu-

als, �o�spring�, are then generated and introduced to the population, replacing

an individual if it meets particular criteria, to produce a new generation of the

population. This process is repeated until convergence is reached.

In the DE algorithm, the individuals are represented by vectors, and

the o�spring are generated as a perturbation (mutation) of the genome of

individuals within the parent population. The initial population is generated

randomly following a normal distribution around an individual representing

an initial trial structure. A population in generation G with N individuals

consists of N D-dimensional vectors Xi,G, where i = 1, 2, ..., N and D is the

number of �t parameters. Mutated vectors Mi,G+1 for generation (G+ 1) are

created using

Mi,G+1 = Xj,G + F · (Xk,G −Xl,G), (3.8)

where the indices j, k, l ∈ {1, 2, ..., N} are mutually di�erent, di�erent to i, and
randomly chosen, and F ∈ (0, 2] is an ampli�cation factor for the di�erential

variation (Xk,G −Xl,G).

The genetic diversity of the mutant population is then increased by

computing a set of trial vectors Ti,G+1 = (T1,i,G+1,T2,i,G+1, ...,TD,i,G+1) mix-

ing parameters from the mutant vectors with those in the parent generation.

The parameters Tv,i,G+1 (v = 1, 2, ..., D) are chosen such that

Tv,i,G+1 =

Mv,i,G+1, if random(v) ≤ C or v = rnb(i)

Xv,i,G+1, otherwise
. (3.9)

Here, random(v) ∈ [0, 1] is the vth evaluation of a random number generator,

C ∈ [0, 1] is a crossover constant chosen to control the degree to which mutated

parameters are included into the trial vectors, and rnb(i) ∈ {1, 2, ..., D} is

randomly chosen and guarantees the inclusion of at least one parameter from

the mutated vector.

Finally, the trial vector must be evaluated for �tness to be included in

generation (G+1). If the �tness of trial vector Ti,G+1 is better than that of the

corresponding parent vector Xi,G+1, then it replaces it in the population. In

this case, a lower R-factor is considered to be better �tness, leading the pop-

ulation to gravitate toward a minimum. The parameters F and C determine
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extent of the search space and the diversity of the population respectively, and

therefore control the overall performance of the algorithm. The size of the

population determines how thoroughly the search space is sampled.
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Chapter 4

Fe3O4(001) Growth on Pt(001)

4.1 Introduction

In this chapter, the growth of thin Fe3O4(0 0 1) �lms on a metallic substrate is

addressed. The use of a metal support facilitates using surface science tools,

in particular the use of vibrational and electron spectroscopies, in contrast

to studies of �lms grown on insulating MgO(0 0 1) substrates. It is believed

that, at the time of the study, growth of Fe3O4(0 0 1) on a metal support

has been mentioned only by Fonin et al. [86] for a W(0 0 1) substrate in the

course of work function measurements, however, detailed surface structure

characterization has not been provided. As Pt(1 1 1) has successfully been

used for epitaxial growth of crystalline Fe3O4(1 1 1) �lms, initial considerations

point to the use of Pt(0 0 1) as a substrate to grow (0 0 1)-oriented �lms. The

Pt(0 0 1) surface unit cell length of 2.77 Å leads to a lattice mismatch of only

0.9 % with Fe3O4(0 0 1). It should be noted, however, that Ritter et al. [87]

have brie�y mentioned that the growth of multilayer iron oxide �lms on both

Pt(0 0 1) and Pt(1 1 1) leads to (1 1 1)-exposing surfaces. In this chapter, it

will be shown that well-ordered Fe3O4(0 0 1) �lms can successfully be grown on

Pt(0 0 1) and also that the two most stable terminations can both be achieved

through variation of growth parameters.
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4.2 Experimental details

The experiments were carried out in a UHV chamber, with a base pressure

of 2×10−10 mbar, equipped with STM (from Omicron) and LEED and Auger

electron spectroscopy (AES) (from Specs). The surface of a Pt(0 0 1) crystal

(from MaTeck) was prepared through cycles of Ar+-sputtering and UHV an-

nealing until the characteristic hex-reconstruction was observed in LEED, as

shown in Figure 4.1(a). Iron was deposited onto the sample using an e-beam

assisted evaporator (EFM 3, Omicron). The deposition rate of ∼7 Å/min was

calibrated by STM in the same way as in ref. [88], where it was shown that

Fe atoms on Pt(0 0 1) at low coverages undergo atomic site exchange, with Fe

atoms preferentially sitting in the sub-surface region and Pt islands forming

at the surface.

4.3 Results and analysis

Since previous studies, using cycles of Fe deposition in UHV and oxidation,

of the preparation of Fe3O4 �lms on both Pt(1 1 1) and Pt(0 0 1) resulted in

(1 1 1)-oriented �lms [87, 89], the �rst approaches examined here attempted

�lm growth by Fe deposition in an oxygen ambient (reactive deposition), fol-

lowed by annealing at elevated temperatures to achieve well-ordered �lms.

Increasing amounts of iron, between 8 and 50 nm, deposited onto a

Pt(0 0 1)-hex surface in 10−5 mbar of O2 at 300 K causes LEED patterns to

vanish, thus indicating a highly disordered surface. Subsequent annealing in

UHV at 550 K led to the appearance of some di�use di�raction spots. E�ec-

tively the same surface was obtained by reactive deposition with the sample

held at 550 K. Further annealing to 645 K and then to 775 K, for 60 min each,

considerably improves �lm ordering, as judged by LEED, but the resultant sur-

faces exhibited hexagonal symmetry Figure 4.2. Indeed, STM inspection of the

annealed �lms revealed a relatively rough surface Figure 4.2(a), where a hexag-

onal lattice of protrusions with an ∼6 Å periodicity are observed, along with

vacancy-type defects and extended areas resembling biphase ordered struc-

tures, all well documented for highly defective Fe3O4(1 1 1) �lms and crystal

surfaces [90, 91]. Although precise structures were not determined here, it
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is concluded that iron oxide growth directly onto the Pt(0 0 1) surface leads

to the formation of 111-oriented �lms. It seems plausible that under these

conditions the interface constitutes of an FeO(1 1 1)-like layer, as previously

found for monolayer �lms [89, 92]. In addition, a recent study addressing the

Pt/ Fe3O4 interaction [93] showed that charge transfer from a transition metal

oxide to Pt apparently maximizes the number of Pt-cation (in this case Fe)

contacts at the interface, which will certainly be higher in the case of a close-

packed (1 1 1) structure. If this is the case, such an FeO(1 1 1)-like interfacial

layer probably drives the �lm growth towards (1 1 1) faces, even on Pt(0 0 1).

In order to diminish this e�ect, in the next approach, an Fe bu�er layer was

employed, as �rst used by Spiridis et al. for a MgO(0 0 1) substrate [34].

Deposition of a 4 nm thick Fe layer onto the clean Pt(0 0 1) surface in

UHV leads to a lifting of the hex-reconstruction of the Pt. The remaining

(1 × 1) di�raction spots (see Figures 4.1(a) and 4.1(b)) could be assigned to

an epitaxially grown Fe(0 0 1) layer, which has only a small mismatch with

Pt(0 0 1) (∼3 %), since Auger spectra showed no Pt signal. Subsequent de-

position of 4 nm of Fe at 300 K in ∼5×10−6 mbar of O2 resulted in a di�use

di�raction pattern (Figure 4.1(c)). However, upon prolonged annealing at

775 K, the LEED pattern gradually transforms into the one well-documented

for a Fe3O4(0 0 1)-(
√

2×
√

2)R45◦ reconstructed surface (Figure 4.1(d)). Fur-

ther annealing at 1020 K for 10 min produced even sharper di�raction spots.

STM images revealed wide terraces with few screw dislocations (Figure 4.3(a)).

The terraces show atomic rows in the [1 1 0] direction and anti-phase domain

boundaries, both typical of the B-termination [21]. High-resolution images also

revealed some vacancy-type defects and ad-species (Figures 4.3(b) and 4.3(c)).

The above preparation was fully reproducible. It should be noted that

the sample temperature during iron reactive deposition should be relatively

low (300 K in this case), otherwise the metallic Fe layer can, at least partly,

be oxidized, and as such the situation becomes very similar to �lm growth

without the Fe bu�er layer. Indeed, reactive deposition at 550 K on top of

the 4 nm-thick bu�er layer led to a mixture of (0 0 1) and (1 1 1) surfaces as

shown in Figure 4.4. An increase in oxygen pressure (in the range >10−5 mbar)

sometimes caused the formation of holes within the �lms, and additional spots

in the LEED pattern characteristic of FeO(1 1 1)/Pt(0 0 1) [89], as shown in
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Figure 4.1: LEED patterns, observed at energies as indicated, for the clean
Pt(0 0 1)-hex reconstructed surface (a); after deposition of 4 nm-thick Fe
layer (b); further reactive deposition of 4 nm Fe in 5×10−6 mbar of O2 at
300 K (c); �nal annealing at 775 K for 100 min (d).
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Figure 4.2: STM images of the �lms prepared by 25 nm Fe reactive deposition
on clean Pt(0 0 1) and subsequent annealing in UHV at 645 K for 60 min (a)
and then at 775 K (b) for 60 min. Tunnelling conditions: (a) bias = −3 V,
current = 0.05 nA; (b) −1 V, 0.1 nA. The inset shows the LEED pattern at
95 eV.

Figure 4.3: STM images of the Fe3O4(0 0 1) �lm on Pt(0 0 1) prepared as de-
scribed in the caption to Figure 4.1 after additional UHV-annealing at 1020 K
for 10 min. In image (c) (size 30 nm × 24 nm), a vacancy-type defect and an ad-
species are highlighted by circles. Tunnelling bias = 1.5 V, and current = 4 nA.
Inset in panel (a) shows LEED pattern at 95 eV.
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Figure 4.4: STM images and LEED pattern (inset) at 95 eV of the �lm pre-
pared by reactive deposition at 550 K on top of the 4 nm-thick bu�er layer.
In addition to rectangular-shaped terraces, those showing the hexagonal shape
expose the (1 1 1) surfaces as zoomed in. Tunnelling conditions: bias = −3 V,
current = 0.2 nA.

Figure 4.5. Nonetheless, the results nicely demonstrate that well-ordered, thin

Fe3O4(0 0 1) �lms can be grown on a Pt(0 0 1) substrate. It is also clear that

the presence of a bu�er layer several nm thick is necessary for the growth of

(0 0 1)-oriented �lms on Pt(0 0 1).

In the next set of experiments, a much thicker Fe bu�er layer (∼50 nm)

was deposited on the Pt(0 0 1) surface at 300 K in order to further elucidate

the role of the Fe bu�er layer in the preparation of Fe3O4(0 0 1) �lms. An oxide

�lm was then formed by reactive Fe deposition at 550 K in 10−5 mbar of O2.

The sample was further annealed in UHV at 775 K for ca. 60 min. Although

the LEED pattern immediately showed an Fe3O4(0 0 1)-(
√

2×
√

2)R45◦ recon-

structed surface, high resolution STM images revealed a di�erent surface from

those obtained for the sample that had a 4 nm-thick Fe bu�er layer. In fact,

the images in Figure 4.6 are virtually identical to those previously reported

for a dimer-terminated surface [34]. Since this preparation, in essence, repeats

the recipe used by Spiridis et al. for a MgO(0 0 1) substrate, such a similar-

ity in the �nal structures suggests that the substrate (e.g. MgO(0 0 1) and

Pt(0 0 1)) itself favours solely the growth of an Fe(0 0 1) bu�er layer, which in
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a) b)

Figure 4.5: STM image (a) and LEED pattern at 95 eV (b) of the �lm prepared
at a higher O2 pressure of 2×10−5 mbar. Tunnelling conditions: bias = −2.9 V,
current = 0.10 nA.

turn governs the growth of a (0 0 1)-oriented Fe3O4 �lm. It is also clear that

the thickness of the bu�er layer plays a role in the eventual termination of

the �lm, with the thick layer providing a reservoir of Fe to stabilize an Fe-

rich, dimer termination. This would imply that Fe atoms have a high mobility

within the Fe3O4 bulk. In the case of the thin bu�er layer, it may be that the

bu�er layer becomes entirely oxidized, thereby depleting the source of Fe that

would otherwise maintain an Fe-rich termination.

To monitor transformations of the surface of the Fe3O4(0 0 1) �lms in

more detail, �lms prepared with a 4 nm-thick bu�er layer were examined using

STM and LEED as a function of annealing time at 775 K. The �lm annealed

for only 10 min appears to have the dimer termination (Figure 4.7(a)), with

additional defect structures, as observed for the preparation of the �lm with

a thick Fe bu�er layer (Figure 4.6). The structure continued as the sample

was annealed for longer periods of time (Figure 4.7(b)), until it became the

B-terminated surface after 100 min (Figure 4.7(c)). The corresponding LEED

patterns are shown below the images. Annealing of the as grown �lms at

higher temperatures, up to 1020 K, accelerates this process, but results in the

same B-terminated surface. Further oxidation in 10−6 mbar of O2 results in

a pristine surface with low defect densities, and this step can be incorporated

into the growth procedure.
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Figure 4.6: Large scale (a) and high-resolution (b) STM images of the �lm
prepared on a 50 nm-thick Fe bu�er layer. Tunnelling conditions: bias = −3.0 V,
current = 0.10 nA; (inset) −1.5 V, 0.10 nA. Inset in panel (a) shows LEED
pattern at 95 eV.

Figure 4.7: (a-c) STM images and (d-f) corresponding LEED patterns at 95 eV
of the Fe3O4(0 0 1) �lm grown on 4 nm-thick Fe bu�er layer UHV-annealed at
775 K for 10 (a), 60 (b), and 100 (c) min. Image sizes: 50 nm × 50 nm (a,b),
100 nm × 100 nm (c); bias (a,b) = −2 V, (c) = −3 V; current: (a) = 0.1 nA,
(b) = 2.0 nA, (c) = 0.64 nA.
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The similarity of STM images presented in Figure 4.7 to those achieved

by Novotny et al. [35] by depositing Fe onto a B-terminated surface of a single

crystal sample is noted. In particular, it is observed that the sample, after

100 min of annealing at 775 K, resembles that of the B-terminated surface

with 0.025 ML of Fe deposited at 300 K, implying that this surface still has

a slight excess of Fe. The termination observed after 60 min of annealing

bears similarities to the surface seen after 0.8 ML of Fe was deposited on the

B-terminated surface and then �ashed to 423 K. In the latter case, the ter-

mination was assigned by Novotny et al. to pairs of octahedrally coordinated

Fe-atoms. This structure di�ers from the dimer model proposed by Spiridis

et al. [24, 34] regarding the positions of the Fe atoms. Note, however, that as

Spiridis's model is based on STM studies of �lms grown on a 20 nm thick Fe

bu�er layer on MgO(0 0 1) at considerably higher temperatures, i.e. 773 K, it

may well be that these two models are for two di�erent structures.

Figure 4.7 shows that the Fe-rich, dimer-terminated surface transforms

into a mixed Fe and O B-terminated surface upon prolonged annealing. Since

the sample annealing was performed in UHV, the transformation indicates

di�usion of the surface Fe atoms into the bulk in order to achieve the most

stable B-termination observed on single crystal samples. The fact that such

a transformation was not observed here for the samples with a much thicker

bu�er layer suggests that it is the bu�er layer that supplies Fe to stabilize the

otherwise unstable dimer termination. Spiridis et al. also observed the dimer

termination only on �lms grown on an Fe bu�er layer [34]. In the case of the

4 nm bu�er layer, this layer may be depleted during annealing, most likely

via Fe migration into the Pt crystal bulk. The Fe di�usion across the �lm

may explain the formation of intermediate structures, as shown in Figure 4.8,

which appear to be metastable as their formation critically depends on the

�lm preparation conditions.

It is still unclear whether the bu�er layer is completely oxidized or if

metallic Fe remains underneath and/or migrates into the Pt. However, from

this study it is concluded that the thickness of the Fe bu�er layer may be used

to control the surface termination.
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Figure 4.8: STM images of intermediate surface structures observed on the
Fe3O4(0 0 1) �lm grown on 4 nm-thick Fe bu�er layer UHV-annealed at 775 K
for 40 min (a,c) and 70 min (b,d). Image sizes: 100 nm × 100 nm (a,b), and
50 nm × 50 nm (c,d); sample bias = −2 V; current: 2.0 nA (a,c), and sample
bias = −1.45 V; current: 0.08 nA (b,d).
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4.4 Conclusions

Reproducible growth recipes for Fe3O4(0 0 1) �lms on Pt(0 0 1) with two sta-

ble terminations dependent on growth conditions have been provided. These

terminations have the same (
√

2×
√

2)R45◦ reconstruction, and are not trivial

to distinguish without STM. Growth of both of these terminations requires

the presence of a bu�er layer to balance the stoichiometry of the �lm and

ensure that it grows epitaxially as the (0 0 1) surface. Intermediate termina-

tions were observed during the annealing process for the B-terminated surface,

with the surface changing from a dimer-like structure through several Fe-rich

surfaces before eventual complete transformation to the B-termination, there-

fore care must be taken to ensure that the surface has fully transformed into

the B-termination prior to experiments. This process can also be accelerated

through the use of higher temperatures, and a surface with very low defect

densities can be achieved by further annealing in oxygen. With the growth of

these thin �lms, it is now possible to do reactivity studies on these surfaces

under well-controlled conditions.
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Chapter 5

Iron Sul�de Growth

5.1 Introduction

The goal of the work presented in this chapter was to prepare a well-ordered

iron sul�de thin �lm in order to facilitate surface science studies, with a partic-

ular aim of producing greigite (Fe3S4). As mentioned in Section 1.4, the iron

sul�des are abundantly found on earth and play a key role in many biogeo-

chemical and industrial processes [36, 37, 39], however their surface properties

are not well understood at the atomic level. Contributing to this paucity of

knowledge is the lack of high-purity, single crystal samples for study. This

chapter will outline the preparation of such a �lm, enabling surface science

studies to be performed.

5.2 Growth chamber

Film growth was performed in a purpose-built preparation chamber, required

in order to avoid S contamination in the analysis chambers used. The chamber

was designed to �t with two separate UHV systems, and consisted of a sample

stage with heating provided from a lamp, a quartz microbalance (QMB) for

calibration of the Fe deposition rate, an EFM3 evaporator from Omicron �tted

with a 99.99+ % purity Fe rod from Goodfellow, an independent UHV pump-

ing system, and a sulfur source as described below. It was found that sulfur

within the chamber reacted with standard copper sealing gaskets causing cor-
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Figure 5.1: Photograph showing the corrosion of copper gaskets caused by sulfur
in the growth chamber before their replacement with Ag-plated gaskets.

rosion, as shown in Figure 5.1, prompting their replacement with Ag-plated

gaskets.

The �rst UHV was �tted with facilities for LEED, AES, high resolu-

tion electron energy loss spectroscopy (HREELS), and sample sputtering and

annealing. The second UHV system had an analysis chamber for performing

XPS measurements, LEED with a MCP detector, a quadropole mass spectrom-

eter (QMS) for temperature programmed desorption (TPD) measurements, an

STM, and facilities for sputtering and annealing samples.

5.3 Iron and sulfur sources

A primary consideration for the growth of the iron sul�de �lm is the method of

delivery of the constituent elements. For the iron, a standard molecular beam

epitaxy (MBE) source would su�ce as in the case for iron oxides, however

choosing a source for the sulfur is not so straightforward. Possible delivery

methods include using H2S as a carrier gas or the evaporation of elemental
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Figure 5.2: Schematic of the electrochemical cell used to deposit sulfur. With
the cell heated to 200 ◦C, applying a potential across the cell allows Ag to be
added to or removed from the Ag2S pellet. When the Ag concentration decreases
to a critical value, sulfur sublimes on the surface and vaporises into the vacuum
chamber.

sulfur within the chamber. Using H2S was decided against as a �rst option

due to its toxicity. Elemental sulfur evaporates in a range of molecular forms,

with S8 rings being the most stable. In this case, the dissociation barrier of

these rings would be a limiting step in the growth process, in addition to a

lack of precision in control of the growth process.

From analogy with Fe3O4, it was felt that an optimal solution may

include the delivery of S2 molecules to the surface. A solution for this is the

use of an electrochemical cell, �rst described by Wagner [94]. The cell was

constructed in house following the design of Heegemann [95], and a schematic

of its design is shown in Figure 5.2.

The cell consists of a Ag sheet as the cathode, a AgI pellet, a Ag2S

pellet, and �nally a Pt mesh as the anode, all within a quartz glass tube. A

glass piston held in place by springs ensures electrical contact between the

components as the volume of the pellets varies, and a type K thermocouple is

pressed into contact with the Ag sheet. A heating �lament is wrapped around

the glass tube and heats the cell to ∼200 ◦C; this is the temperature at which

Ag+ ions become mobile within the Ag2S pellet. AgI is an ionic conductor,
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therefore when a potential is applied across the cell as shown in Figure 5.2,

Ag+ ions �ow toward the Ag sheet. Because of the chemical potential this

produces at the interface with the Ag2S pellet, the now-mobile Ag+ ions move

from the Ag2S into the AgI. This results in a decrease in the Ag concentration

in the Ag2S, and once it reaches a critical value, liquid sulfur is formed and

vaporises into the chamber. Under UHV conditions and at ∼200 ◦C, it has been

shown that the sulfur vapour consists almost entirely of S2 molecules [96]. The

rate of formation and evaporation of sulfur molecules is directly proportional to

the current passed through the cell, therefore this method of providing sulfur

for the �lm growth ensures consistent and repeatable growth conditions.

5.4 Choosing a substrate

A number of materials were considered for use as a substrate. The �rst consid-

eration for growth of a well ordered �lm is the lattice mismatch, as described in

Section 1.2.2. Greigite, the sul�de analogue to magnetite, has a cubic inverse

spinel structure with a lattice constant of 9.88 Å. According to some experi-

ments, the (1 1 1) surface is active toward CO2 reduction [97], though greigite

nanocrystals produced via hydrothermal synthesis exhibit facets of both (1 1 1)

and (0 0 1) faces (Supplementary material in Ref. [97]). The (1 1 1) surface of

greigite has a lattice constant of 6.99 Å. Among the materials considered were

platinum, gold, copper, tungsten, molybdenum, iron, silver, and tantalum.

Other considerations taken into account include ease of procurement, cost,

and preparation requirements for the di�erent potential substrate materials.

5.4.1 Pt(1 1 1)

The �rst substrate for attempting to grow an iron sul�de �lm was Pt(1 1 1).

The surface unit cell of Pt(1 1 1) is 2.77 Å, meaning that a ratio of 5:2 between

the substrate and �lm gives a mismatch of 0.9 %. The Pt substrate was cleaned

using cycles of sputtering and annealing at 1200 K until a sharp (1×1) pattern

was shown by LEED as shown in Figure 5.3(a), before being transferred to

the growth chamber. Several growth recipes were attempted.

Fe was deposited at a rate of 0.68 Å/min simultaneously with the cur-
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Figure 5.3: LEED images of (a) the Pt(1 1 1) substrate, (b) the iron sul�de �lm
following annealing to 875 K, and (c) 925 K, at 100 eV, 60 eV, and 120 eV,
respectively. AES spectra of the �lm (d) immediately following �lm growth,
and (e) following annealing at 925 K.
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rent across the sulfur cell IS=15 mA, with the sample at room temperature,

for 40 min. The partial pressure of sulfur in the growth chamber PS was

approximately 5×10−6 during operation of the cell.

Following growth, no LEED pattern was visible from the sample, and

AES showed small Fe peaks relative to S (Figure 5.3(d)). The �lm was an-

nealed in 50 K steps for 10 min intervals, starting from 375 K, until a LEED

pattern became visible. At 875 K a LEED pattern was observed, however it

showed signs of faceting on the surface (Figure 5.3(b)). Further annealing to

925 K con�rmed this, as shown in Figure 5.3(c), and AES spectra showed the

presence of Pt (Figure 5.3(e)), perhaps due to Pt mixing in the �lm.

In an attempt to prevent this mixing, an Fe bu�er layer of 18 nm was

incorporated into the growth process. In this case, the Fe deposition rate was

1.8 Å/min, with the sulfur source at the same settings as above. No LEED

pattern was visible even following annealing to 775 K for 10 min, and AES

again showed only a small amount of Fe was present (Figure 5.4(a)). Further

deposition of 5 Å of Fe was performed, and AES showed a large increase in

Fe content (Figure 5.4(b)). A LEED pattern became faintly visible following

annealing at 525 K (Figure 5.4(c)), however was worsened by annealing to

775 K, and after annealing to 875 K LEED spots from the substrate were

visible (Figure 5.4(d)) and the AES spectrum in Figure 5.4(e) showed a large

Pt component corresponding to approximately 60 % of the total atomic con-

centration, according to the relative sensitivity factors given in the Handbook

of Auger Electron Spectroscopy [98].

In conclusion, it became apparent that heating the sample to tempera-

tures required for ordering of a �lm caused a gradual loss of Fe, most likely into

the Pt bulk. This e�ect of Fe and Pt intermixing is not unknown [88, 99, 100],

and is also seen to a lesser extent in Chapter 4.

5.4.2 Pt(0 0 1)

A change of approach was decided to test if growth of the (0 0 1) surface of

greigite was possible using Pt(0 0 1). According to Ref. [97], the main surface

exposed by greigite nanocrystals is the (0 0 1) surface. If this surface is more

stable, it may be that the increased stability inhibits migration of Fe into the
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reconstruction, and �lms following annealing at (b) 475 K, and (c) 775 K, and
(d) AES spectra from the �lm after growth and following annealing at 775 K
and 825 K.

Pt bulk. Considering the bulk lattice constant of Pt of 3.94 Å and the greigite

(1 1 1) lattice constant of 9.88 Å, the 5:2 ratio of the lattice constants again

gives a lattice mismatch of 0.9 %. The Pt(0 0 1) surface was cleaned via cycles

of sputtering and annealing at 1200 K until the Pt(0 0 1)-hex reconstruction

was clearly visible (Figure 5.5(a)) and no contamination was observed using

AES.

Initial preparation attempts incorporated an Fe bu�er layer of 10 nm,

followed by growth of a sul�de �lm with various deposition parameters. Using

an Fe deposition rate of 2.5 Å/min and IS = 15 mA for 5 min, AES spectra

showed only a small amount of Fe relative to S, as shown in Figure 5.5(d). Faint

ordering was visible following annealing to 475 K (Figure 5.5(b)). Ordering of
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the surface, as judged by LEED, was only clearly visible following annealing

to 775 K, and produced a LEED pattern as shown in Figure 5.5(c), and AES

spectra showed an increase in Fe. Further annealing to 825 K caused Pt peaks

to appear in the AES spectrum.

Preparations using various rates of deposition were used in an attempt

to reduce the high concentration of sulfur. Using an Fe bu�er layer of ∼20 nm,

an iron sul�de �lm was deposited with and Fe deposition rate of 3 Å/min and

IS = 0.15 mA for 5 min, after which a di�use LEED pattern became visible

(Figure 5.6(b)), and the atomic concentration of Fe in the AES spectrum was
∼17 % (Figure 5.6(d)). Following annealing of the �lm to 575 K for 10 min,

the background in the LEED image was reduced, and additional spots became

visible, as can be seen from Figure 5.6(c). From the position of the spots

relative to those of the Pt substrate (Figure 5.6(a)), rotated 45◦ from the

substrate unit cell spots and at a
√

2
2

smaller distance from the centre, it is

estimated that the lattice constant of this �lm is ∼5.55 Å, which is similar

to the lattice constant of pyrite (5.42 Å). The AES spectrum (Figure 5.6(e)),

however, shows the presence of Pt in the �lm and a small O contamination

peak.

The growth chamber was moved to the second UHV system and a newly

polished Pt(0 0 1) crystal was used as a substrate. A �lm was grown on top

of a 10 nm bu�er layer, with 4 min of deposition time of Fe at a rate of

4.5 Å/min and IS = 15 mA. Following annealing to 800 K, the �lm showed an

ordered structure, with high background intensity, as shown in Figure 5.7(a),

however XPS (Figure 5.7(b)) showed that there was a large concentration of

Pt within the �lm, implying either decomposition, di�usion, or dewetting of

the deposited �lm.

The next growth attempts on this substrate used a reduced Fe deposi-

tion rate of 2.76 Å/min for 6 min with the simultaneous deposition of S with

IS = 15 mA on top of a 10 or 20 nm thick Fe bu�er layer. Following annealing

to 750 K, the LEED pattern shown in Figure 5.5(c) was again observed, with

lower background intensity, shown in Figure 5.8(a). XPS showed that Pt was

absent from the sample surface (Figure 5.8(b)), and the ratio of Fe to S was

approximately 1:1. Quanti�cation was done using the Fe 3p and S 2p peaks,

as their proximity reduces the contribution of the transmission function of the
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sul�de �lm grown on Pt(0 0 1) using a 10 nm bu�er layer, and (b) survey XPS
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Figure 5.8: (a) LEED pattern from iron sul�de �lm grown on an Fe bu�er layer
on Pt(0 0 1) following annealing to 750 K. (b) XPS spectrum showing the absence
of Pt from the sample surface and a 1:1 ratio of Fe and S. (c) and (d) STM
images of �lm showing hexagonal morphology, with inset of (d) showing its FFT.
Tunneling conditions: (c) bias = 0.97 V, current = 0.055 nA, (d) bias = -2.0 V,
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analyser and the IMFP of the electrons through the sample, and the relative

sensitivity factors were taken from Yeh and Lindau [73]. STM images (Fig-

ures 5.8(c) and 5.8(d)) from this sample showed hexagonally shaped terraces of

varying sizes. Indeed the FFT in the inset to Figure 5.8(d) shows a hexagonal

atomic periodicity at the surface.

The sample was further annealed in the presence of S2 (IS = 15 mA) at

775 K to try to increase the S content of the �lm, improve the ordering at the

surface, and prevent the loss of material from the �lm. XPS (Figure 5.9(b))

shows that the ratio of Fe to S following this annealing in S2 was approximately

1:1.9. This led to the observation of a clock-like LEED pattern (Figure 5.9(a)).

Further annealing to 800 K led to increased ordering (Figure 5.9(c)), but also

an increase in Pt observed in the �lm in XPS spectra (Figure 5.9(d)). Anneal-
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Figure 5.9: (a) LEED pattern and (b) XPS spectrum of iron sul�de �lm annealed
in the presence of S2 at 775 K, and (c,d) following further annealing at 800 K
in UHV.

ing above 800 K did not improve the �lm quality and led to decomposition of

the �lm.

Having recognised that annealing while depositing S2 led to a hexag-

onal clock-like LEED pattern, higher temperature during growth was used.

Without using a bu�er layer, an iron sul�de �lm was grown at 775 K using

an Fe deposition rate of 1.7 Å/min and IS = 15 mA for 30 min. The LEED

pattern from this �lm showed many spots from the overlaying of patterns from

two di�erent structures Figure 5.10(a). One of the structures was of hexago-

nal symmetry, with rotational domains resulting in a clock-like pattern. The

other structure had a square LEED pattern. Annealing to 775 K in UHV led

to the some of the spots to move closer together, forming a cross-like shape

(Figure 5.10(b)). In both cases the XPS spectra showed a large Pt peak cor-

responding to an atomic concentration of ∼35 % and the ratio of Fe to S was

approximately 2:3 (Figure 5.10(f)). Annealing to 825 K brought spots from

the square pattern ever closer together, as shown in Figure 5.10(c). Further
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Figure 5.10: LEED patterns from an iron sul�de �lm grown at 775 K (a) follow-
ing growth, and following annealing in UHV at (b) 775 K, (c) 825 K, (d) 875 K,
and (e) 900 K, and XPS spectra of the �lm following annealing at (f) 775 K and
(g) 900 K.

annealing at 875 K led to the cross-like arrangement of spots to converge into

a single sharp spot (Figure 5.10(d)), and annealing to 900 K resulted in a

LEED pattern (Figure 5.10(e)) similar to that shown in Figure 5.7(a). XPS

(Figure 5.10(g)) showed that the surface now consisted mainly of Pt (∼65 %).

The above preparation method was repeated, however for 150 min for

a much thicker �lm and to try to prevent Pt migration or loss of material

from the �lm, however after annealing to 800 K, Pt was again visible in XPS

spectra. In order to discover the temperature of decomposition of the �lm, a

TPD experiment was performed. The sample was heated at a constant rate

of 0.5 K/s from 200-865 K in front of a QMS and the desorption of atoms and

molecules from the surface was detected. As can be seen from Figure 5.11,

there is a peak in desorption of S (mass 32) at ∼850 K, which corresponds to

S desorbing due to decomposition of the �lm. In the inset of Figure 5.11 it

can be seen that an exponential increase in desorption begins from ∼700 K.
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Figure 5.11: Mass 32 TPD spectrum from an iron sul�de �lm prepared on
Pt(0 0 1) showing a large sulfur desorption peak at ∼850 K, with an onset of
desorption, shown in the inset, at ∼700 K.

These numbers provide an upper limit for annealing of prepared �lms, and

shows that the loss of material from the �lm is due to a combination of S

evaporation due to decomposition and Fe di�using into the Pt substrate.

A �nal attempt at growth on the Pt(0 0 1) substrate was attempted.

The deposition rate for Fe was 1.65 Å/min with IS = 15 mA for 30 min, and

the sample temperature was 625 K. Following �lm growth, LEED showed a

clock-like pattern without the additional spots as observed previously (Fig-

ure 5.12(a)), however annealing to 650 K caused the appearance of four ad-

ditional spots from the substrate (Figure 5.12(b)) and the appearance of Pt

in the XPS spectra. A simulated LEED pattern of Fe3S4 is shown in Fig-

ure 5.12(c), showing similarity with the observed LEED pattern from the �lm

and its relationship with the substrate, giving an estimate of ∼7.0 Å for the

�lm lattice parameter. Further annealing at 650 K only resulted in a marginal
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Figure 5.12: LEED patterns from a �lm grown at 625 K (a) following growth,
and (b) after annealing in UHV at 650 K, and (c) a simulated LEED pattern
for Fe3S4(1 1 1) on Pt(0 0 1) showing substrate spots in pale blue.

decrease in background intensity. Annealing at higher temperatures led to

increased intensity of the substrate spots in LEED and of the Pt peaks in

XPS.

5.4.3 Au(1 1 1)

Because intermixing of Pt and Fe prevented annealing of iron sul�de �lms to

temperatures that produce highly ordered surfaces, Au was chosen as a sub-

strate. The (1 1 1) surface of Au was chosen because of the apparent preference

of the iron sul�de �lm to grow with a hexagonal structure. The lattice con-

stant of Au is 4.08 Å, giving a surface lattice parameter of 2.88 Å. This results

in a lattice mismatch of 3 % with an Fe3S4(1 1 1) �lm.

The Au crystal was cleaned through cycles of sputtering and annealing

at ∼900 K, until a hexagonal LEED pattern was visible as shown in Fig-

ure 5.13(a) and no contamination was seen using XPS. Films were grown

with an Fe deposition rate of 1.6-2.1 Å/min and IS = 5 mA for 30 min, with

the sample held at 625 K. A hexagonal LEED pattern was immediately visi-

ble following growth, as shown in Figure 5.13(b), which became sharper and

contained less background intensity following annealing for 10 min at 650 K

(Figure 5.13(c)). A comparison with the LEED pattern of Au(1 1 1) at 127 eV,

as shown using the blue circles in Figure 5.13(d), reveals that the �lm has a

unit cell ∼2.5 times larger than that of Au(1 1 1), i.e. ∼7.2 Å, however dis-
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Figure 5.13: LEED patterns from (a) the cleaned Au(1 1 1) substrate, (b) the
�rst iron sul�de �lm following growth at 625 K, (c) following further anneal-
ing in UHV at 650 K, (d) at 127 eV with an overlay of the positions of the
Au(1 1 1) spots from (a) as pale blue circles, and (e) a simulated LEED pattern
of Fe3S4(1 1 1) on Au(1 1 1) showing substrate spots as pale blue circles.

tortion of the LEED pattern caused by the use of a MCP detector prevented

precise measurement of the surface lattice constant. An undistorted simula-

tion of the LEED pattern of an Fe3S4(1 1 1) �lm (lattice constant 7.0 Å) on

Au(1 1 1) is shown in Figure 5.13(e) for comparison.

Additional deposition of Fe and S on top of the previously grown �lm

in the same manner as described above, followed by annealing at 700 K in

ambient S2 (IS = 5 mA) and annealing in UHV at 700 K, resulted in a LEED

pattern with very low background intensity, indicating a highly ordered �lm

(Figure 5.14(a)). XPS spectra from these �lms (Figure 5.14(b)) showed an

approximate Fe:S ratio of 1:1.9, as calculated from the areas of the Fe 3p and

S 2p peaks. The area of the Au 4f peaks indicated a total Au concentration

of <1 %.

Deposition of 1.4 Å of Fe on top of an iron sul�de �lm at room tem-

perature led to a di�erent LEED pattern being recorded, as shown in Fig-
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Figure 5.14: (a) LEED pattern and (b) XPS spectrum from iron sul�de �lm
following annealing in ambient S2 at 700 K followed by UHV annealing at the
same temperature.

ure 5.15. This reconstruction, however, was no longer visible following an-

nealing at 550 K for 5 minutes. Following further deposition of 1 nm of Fe

on the �lm, no LEED pattern was observed, however annealing at 550 K for

5 minutes produced the same LEED pattern as shown in Figure 5.15. This

LEED pattern was no longer visible following a further 10 minutes annealing

at 550 K. The LEED pattern is a (
√

3/2×
√

3/2)R30◦ reconstruction with re-

spect to the periodicity of the �lm surface prior to Fe deposition. The lattice

parameter from the newly observed LEED spots is ∼6.0 Å, which is similar

to the lattice parameter for troilite FeS (5.997 Å). The disappearance of these

LEED spots following annealing could be due to Fe migrating into interstitial

sites within the bulk of the iron sul�de �lm, or alternatively migrating into

the bulk of the Au substrate.
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Figure 5.15: LEED pattern at 80 eV taken from the iron sul�de �lm following
the deposition of 1.4 Å of Fe.

5.5 Conclusions

A growth recipe for the preparation of well-ordered, single crystal iron sul�de

�lms has been discovered, using Fe deposited via MBE and S from an elec-

trochemical cell. The growth process requires a separate growth chamber to

protect UHV components from corrosion by the sulfur. A Au(1 1 1) crystal

was used as a substrate for the well-ordered �lms, giving a ratio of approxi-

mately 5:2 of lattice constant with the iron sul�de layer. Attempts to grow

iron sul�de �lms on a Pt substrate were hindered by the migration of Fe into

the Pt bulk. Characterisation of the stoichiometry and structure of these �lms

are the topics of Chapter 6.
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Chapter 6

Iron Sul�de Film Characterisation

6.1 Introduction

The successful discovery of a growth recipe for well-ordered iron sul�de �lms

that can be studied using surface science tools is presented in Chapter 5. The

next requirement is the characterisation of the �lm. As seen in Section 1.4,

there is a wide range of compositions for iron sul�de materials, therefore it is

of great importance to characterise the �lms resulting from this growth proce-

dure. This is the focus of this chapter. The techniques used for characterisation

are XPS, STM, I/V-LEED, and XRD. The iron sul�de �lms studied in this

chapter were grown using the recipe given in Section 5.4.3, using a Au(1 1 1)

substrate, an Fe deposition rate of 1.6-2.1 Å/min, and a current across the

sulfur source of IS = 5 mA. The �lms were grown to thicknesses of 5-20 nm.

6.2 XPS

As mentioned in Section 5.4.3, the ratio of Fe to S determined from XPS for

the iron sul�de layers was approximately 1:1.9. This alone would indicate a

stoichiometry close to FeS2, however, in addition to the usual error margins

inherent in quanti�cation, a study by McIntyre et al. led to the conclusion

that XPS quanti�cation for iron sul�des consistently gives higher S ratios than

expected due to factors such as surface reconstructions and poor description

of background intensities [101, 102]. For further analysis, the Fe 2p and S 2p
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Figure 6.1: XPS spectrum of the Fe 2p peak from the iron sul�de �lm. The peak
has been �tted with four peaks, at 707.5 eV, 709.2 eV, 711.0 eV, and 713.9 eV
based on values found in literature for iron sul�des [103�105].

regions of the XPS spectrum were measured using Mg Kα radiation in the

second UHV chamber described in Section 5.2.

6.2.1 Fe 2p

The Fe 2p3/2 region shown in Figure 6.1 has been �tted with four peaks, at

707.5 eV, 709.2 eV, 711.0 eV, and 713.9 eV, above a Shirley background. In

iron sul�de materials, the peak at 707.5 eV is commonly assigned to Fe(II)-S

and the peaks at 709.2 eV and 711.0 eV to Fe(III)-S. The peak at 713.9 eV

is assigned to a satellite peak [103�105]. The peak areas and assignments are

given in Table 6.1.

In XPS spectra of pyrite, the Fe 2p3/2 peak is dominated by the Fe(II)-S

(Fe2+ bonded to sulfur within the lattice) peak, as the Fe in the pyrite bulk

is in the Fe2+ oxidation state. There are additionally minor contributions due

to Fe2+ and Fe3+ surface states [106]. This is true for both the mainly-studied

(0 0 1) surface and the (1 1 1) surface [107]. Here, however, the contribution of
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Table 6.1: Table of XPS Fe 2p peak assignments for the iron sul�de �lm.

Chemical state Binding energy (eV) FWHM (eV) Area (%)
Fe(II)-S 707.5 2.0 43
Fe(III)-S 709.2 2.0 23
Fe(III)-S 711.0 3.0 26
Fe(II)-S satellite 713.9 3.0 8

the peaks assigned to Fe(III)-S is equal to that of the Fe(II)-S, indicating that

both Fe2+ and Fe3+ are present throughout the �lm. This ratio of Fe(II)-S

and Fe(III)-S is also present if the Fe 2p3/2 peak is �tted using the multiplets

theoretically derived by Gupta and Sen for free ions [103, 108]. The ratio

of Fe2+ to Fe3+ in this �lm is smaller than that found for pyrrhotite, which

contains ∼68 % Fe(II)-S [103], but closer to the ratio of 56 % Fe(II)-S obtained

for troilite [105]. The spectra of both troilite and pyrrhotite display a more

pronounced shoulder on the lower binding energy side of the Fe 2p3/2 peak.

This has been explained by the increased Fe concentration leading to smaller

distances between Fe atoms which interact, producing a binding energy peak

at the energy expected for metallic iron [109]. The only Fe 2p XPS spectrum

from greigite found for comparison contained a large oxide component and

was not well-resolved [110], however from the inverse spinel structure, without

taking into account the surface region, it would be expected that the amount

of Fe3+ would be twice that of Fe2+.

A comparison of the Fe 2p peak for spectra recorded at normal emission

and at 60◦of photoemission showed no di�erence between the shape of the

peaks. This seems to indicate a that none of the components �tted to the

Fe 2p3/2 peak in Figure 6.1 are speci�cally associated with surface states. This

could be due to a surface terminated with S, with Fe atoms in the subsurface

retaining bulk-like positions.

6.2.2 S 2p

For pyrite samples, the main doublet peak corresponding to bulk sulfur is lo-

cated between 162.5 and 162.8 eV, with surface peaks occurring to lower bind-

ing energy[107, 111�114]. Pyrrhotite samples, both monoclinic and hexagonal,

exhibit a main peak at ∼161.2 eV, with an additional doublet at ∼162.2 eV,
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corresponding to �vefold and sixfold coordinated sulfur, respectively. The

�vefold coordinated sulfur accounts for ∼80% of the total peak area [61, 103].

Additionally, a surface contribution is observed at ∼160.8 eV for hexagonal

pyrrhotite Fe7S8 when using a photon energy of 210 eV [61]. Similarly, troilite

contains two doublets, at approximately 161.3 and 161.9 eV, also correspond-

ing to �vefold and sixfold coordinated sulfur. In this case, the main doublet

is the one at 161.9 eV, as the majority of Fe sites are �lled within the troilite

lattice leading to higher coordination for the sulfur atoms [105, 109]. A single

S 2p XPS spectrum taken from non-oxidised greigite exists in literature, taken

using a photon energy of 260 eV. This spectrum was �tted using two doublets

of near-equal intensity, at approximately 161.2 eV and 161.9 eV, with the peak

at lower binding energy being assigned to surface S atoms.

The S 2p region of the XPS spectrum of the iron sul�de �lm stud-

ied here (Figure 6.2(a)) was �tted using Voigt doublets (50 % Gaussian,

50 % Lorentzian), constrained following the method of Nesbitt et al. [61]

such that the S 2p1/2 and S 2p3/2 peaks had the same full-width at half-

maximum (FWHM) and the S 2p1/2 peak was of half the area and at +1.19 eV

relative to the S 2p3/2 peak. Figure 6.2(a) shows the S 2p region from the

sample acquired at normal emission, �tted with three doublets at 161.4 eV,

162.5 eV and 163.7 eV. The separation of the peaks at 161.4 eV and 162.5 eV

of ∼1.1 eV most closely resembles the separation found in pyrrhotite, and as

such a similar assignment to �vefold and sixfold coordinated sulfur can ten-

tatively be made, leading to the conclusion that the �lm is sub-stoichiometric

with respect to FeS. The broad peak at 163.7 eV (FWHM = 2 eV) could ei-

ther be due to elemental sulfur [101] or an energy loss feature as observed for

pyrite [115, 116]. Intensity in this region is also observed on pyrrhotite [61].

Figure 6.2(d) shows the evolution of the S 2p spectrum as the angle

of photoemission is varied. The peaks acquired at normal emission and at

70◦(grazing) are normalised and compared in Figure 6.2(b), and a line is added

to the graph to show the grazing spectrum subtracted from the spectrum at

normal emission. A doublet at ∼160.9 eV is observed in this di�erence spec-

trum, which is assigned to surface species from the sul�de. Figure 6.2(c) shows

the �t of the spectrum at 70◦, with the surface peak, and other parameters

constrained to be the same as in the spectrum at normal emission. This surface
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Figure 6.2: (a) S 2p XPS spectrum from the iron sul�de �lm at normal emission
�tted with three doublets at 161.4 eV, 162.5 eV, and 163.7 eV, (b) di�erence
spectrum of the S 2p spectra from the sample taken at normal emission and at
70◦, showing the presence of a doublet at ∼160.9 eV, (c) S 2p spectrum from the
�lm at 70◦ �tted with doublets as in (a) and an additional surface doublet at
∼160.9 eV, (d) S 2p spectra from the sample as the angle is varied, showing the
change in the shape of the S 2p region as the surface components become more
prominent.
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Figure 6.3: (a-c) Large scale STM images of the iron sul�de �lm. Tunnelling
conditions: (a) bias, V = 1.50 V, current, I = 8.72 nA, (b) V = −1.61 V,
I = 0.10 nA, (c) V = −2.0 V, I = 0.19 nA. (d-f) Line pro�les of the surface
along the lines indicated in (b) and (c).

peak follows the trend observed in other iron sul�des of the surface peak being

at a lower binding energy than the main peak due to lower coordination. The

presence of a surface component, in contrast with the Fe 2p region, supports

the conclusion that the �lm is sulfur-terminated.

6.3 STM

STM measurements were performed on the iron sul�de �lm in order to gain in-

sight into its surface structure. The images shown in Figure 6.3 show large �at

terraces that are tens of nanometers wide. These terraces contain occasional,

randomly distributed defects, as well as some holes within the top layer. A

line pro�le, shown in Figure 6.3(d), is taken through the hole in Figure 6.3(b),

and gives the depth of the hole as ∼3 Å. This is approximately the same as the

height of the terraces in Figure 6.3(c), as shown in the pro�le in Figure 6.3(e).

Figure 6.3(c) also shows a step of double height, ∼6 Å, shown in the pro�le in

Figure 6.3(f). The steps of height ∼6 Å were more commonly found across the

surface.
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The atomic structure of the surface layer is then investigated. Figure 6.4

shows typical atomic resolution STM images taken from the iron sul�de �lm

following preparation. The length of the surface unit cell vectors is ∼7 Å, in

agreement with the estimate made from the LEED pattern in Section 5.4.3.

It can be seen that the unit cell contains four protrusions, of which three of

them appear to have the same properties, in contrast with the fourth, single

protrusion. That the single protrusion does not appear to be exactly centred

within the space between the groups of three atoms could be due to asymmetry

of the STM tip. From Figure 6.4(a), it appears that the symmetry of the

surface is P3m1. This wallpaper group denotes that the unit cell has three

rotation centres of order three and mirror planes passing through all three

rotational centres. Additionally, glide re�ections in three directions occur, with

axes located halfway between adjacent parallel re�ection axes. This is shown

schematically in Figure 6.7(c). In the STM image, a single protrusion occurs

at a centre of rotation within the unit cell, with the other three protrusions

centred around another rotational centre. Figures 6.4(b) and 6.4(c) appear to

show an additional 180◦ rotational symmetry not present in Figure 6.4(a).

It was not possible to observe an STM image such as the one in Fig-

ure 6.4(a) but rotated by 180◦, though some attempt was made to �nd such

areas because such domains could be an explanation for additional symme-

try observed in I/V-curves relative to the P3m1 symmetry mentioned above,

as expanded on in Section 6.4. A ∼6 Å step between terraces is shown in

Figure 6.5(a), with its line pro�le shown in Figure 6.5(b). The close up im-

ages from the upper and lower terraces, Figures 6.5(c) and 6.5(d) respectively,

show an identical orientation. This, however, does not rule out potential 180◦

rotations that might be observed across steps of half the height.

Domain boundaries were observed within terraces of the iron sul�de

�lm, and some examples are shown in Figures 6.6(a) to 6.6(c). Either side of

the domain boundaries, the surface lattice is translated by half of a unit cell

vector, therefore they can be considered as anti-phase domain boundaries. As

shown in Figure 6.6(a), they can often be found in the vicinity of defects/holes,

and may even be their cause.

STM images from iron sul�de surfaces are relatively scarce in literature,

providing little for comparison. For pyrite and tetragonal FeS, the only STM
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Figure 6.4: Atomic resolution STM images of the iron sul�de �lm surface.
The surface unit cell is highlighted in (c). Tunnelling conidtions: (a) bias,
V = −2.0 V, current, I = 1.0 nA, (b) V = 1.50 V, I = 2.50 nA, (c) V = 1.97 V,
I = 5.04 nA.
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Figure 6.5: (a) STM image taken across a 6 Åstep, (b) line pro�le along green
line in (a), (c,d) close up images from the upper and lower terraces from (a)
respectively, as indicated by the red and blue boxes, showing the same surface
orientation across both terraces. Tunnelling conditions: bias, V = 2.0 V, current,
I = 1.17 nA.
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Figure 6.6: STM images showing anti-phase domain boundaries at the iron
sul�de �lm surface. Tunnelling conditions: (a) bias, V = −1.61 V, current,
I = 5.0 nA, (b,c) V = −2.0 V, I = 5.0 nA.
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images found came from square (0 0 1) surfaces and therefore are not useful

for comparison here [39, 117, 118]. For monoclinic Fe7S8, however, a study

has been performed by Becker et al. investigating its (0 0 1) surface using

STM [119]. The images presented within that study show some similarities

to the STM images presented here. A surface unit cell containing three sulfur

atoms is presented, with the sulfur atoms producing images similar to that

shown in Figure 6.6(b) when imaged with the sample biased to -3.5 V. However,

a fourth protrusion as in Figure 6.4(a) is not visible in any of the images

presented and it is believed that the removal of a fourth sulfur atom, when

considering a bulk-like sulfur layer, leads to greater thermodynamic stability.

Furthermore, in the work by Becker et al., changing the sample bias to -0.5 V

made the non-equivalence of the three terminating sulfur atoms apparent. On

the other hand, in the images presented in this thesis, any non-equivalence

between the surface protrusions is indistinguishable from an e�ect of the tip

or background noise, and images taken with a similar bias of -0.2 V do not

show bright protrusions that could be identi�ed with sulfur atoms. In fact,

according to the calculations performed in the study of Becker et al., the non-

equivalence of the surface atoms should be clear for any bias voltage between

0.0 V and -3.0 V.

Two step sizes are observed in the study on Fe7S8(0 0 1) by Becker et

al. The smallest step size presented is 2.9 Å, corresponding to the distance

between two sulfur layers. Going across such a step, the orientation of the

three terminating sulfur atoms is rotated by 180◦. The two planes are not en-

ergetically equivalent, due to di�ering distances to the next Fe layer within the

unit cell, therefore the large majority of steps observed are ∼5.8 Å. Fe3S4(1 1 1)

is similar, with distances between sulfur layers of ∼2.9 Å, and ∼5.7 Å between

equivalent layers. Likewise, the pyrrhotite system and troilite, based on a

distorted NiAs-type unit cell, have comparable distances between S layers.

6.4 I/V-LEED

To attempt to reach a conclusive characterisation of the atomic structure of

the surface of the �lm, I/V-LEED measurements and calculations were per-

formed. The spots were assigned labels according to the convention described

85



in Section 2.3.3 and I/V-curves were recorded from the sample. The sample

was kept at 96 K throughout the measurements to reduce background inten-

sity, and a Helmholtz coil was used to prevent de�ection of electrons by the

earth's magnetic �eld.

Analysis of the I/V-curves showed that certain spots had the same in-

tensity pro�le, as indicated by colour in Figure 6.7(a). The Au(1 1 1) surface

has a P3m1 symmetry, denoting three-fold rotational symmetry with one mir-

ror plane as shown in Figure 6.7(c). The LEED pattern from such a surface has

spots of the same intensity as indicated in Figure 6.7(b). From Figure 5.13,

it can be seen that the (0, 1) spot of the iron sul�de �lm lies on the same

axis as that of the Au(1 1 1) substrate indicating that the unit cell vectors of

the �lm and the substrate point in the same directions. The symmetry of the

overlying iron sul�de �lm must be able to achieve the symmetry observed from

the I/V-curves. This could be achieved by an averaging of di�erent rotational

domains across the surface if the �lm contains mirrors planes rotated 30◦ from

those of the Au(1 1 1) substrate. Alternatively, if the �lm does not contain

the appropriate symmetry itself, a hexagonal phase at the interface with the

substrate my provide a template where rotational domains rotated by 180◦

may exist.

Of the iron sul�des, greigite and pyrite have the approximate hexago-

nal unit cell size for their (1 1 1) faces to match the unit cell experimentally

observed. Additionally, smythite (Fe3+xS4(0 0 1)(0 ≥ x ≥ 0.3)) has a lattice

parameter of 3.465 Å, which would correspond to a surface lattice parameter of

6.93 Å if a (2× 2) reconstruction were present. It has once been reported that

troilite also has a hexagonal structure with a lattice parameter of 3.43 Å which

also would give a lattice parameter close to what is observed if there were a

(2×2) reconstruction, however this was in 1925 [120] and several papers in the

intervening years have given the lattice parameter as ∼5.97 Å. A metastable

cubic FeS phase also exists, with a unit cell length of 5.423 Å, possibly leading

to a (1 1 1) face with a (2×2) reconstruction and a lattice parameter of 7.67 Å,

however the high stability of the �lms grown in this work, even after several

months in vacuum, could be considered as an argument against this phase.

The pyrrhotites, Fe1-xS(0 0 1)(0 ≤ x ≤ 0.125), contain a complex vari-

ety of stoichiometries and structures caused by ordering of Fe vacancies. They
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Figure 6.7: (a) Schematic diagram indicating with colour the LEED spots from
the iron sul�de �lm whose I/V-curves show the same intensity pro�le, along
with (b) the equivalent intensity pro�les expected for a sample having P3m1
symmetry on a Au(1 1 1) substrate. (c) 2D representation of the symmetry
of a unit cell with P3m1 symmetry. Dashed lines in (c) indicate glide planes
perpendicular to the page with the glide parallel to the plane of the page and
along the line.
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Table 6.2: Table showing R-factors from bulk greigite Fe3S4(1 1 1) terminations.

Termination Best R-factor
Fekag 0.383
Fetet1 0.364
Feoct 0.617
Fetet2 0.427
SS2 0.272
SS1 0.342

exist in both monoclinic and hexagonal forms derived from the NiAs unit

cell structure, with the monoclinic forms being stable below ∼525 K and the

hexagonal forms only stable above this temperature or with higher Fe con-

centrations [121]. While the structure of monoclinic Fe7S8 is relatively well

known, there is a wide range of structures with di�erent arrangements of Fe

vacancies for various stoichiometries within the pyrrhotite range [122] which

are problematic for characterisation [123]. The symmetry observed from the

I/V-curves suggests that if the �lm is pyrrhotite, it would be one of the hexag-

onal phases.

Initial calculations were performed based on possible bulk terminations

of greigite Fe3S4(1 1 1) as labelled in Figure 6.8. In order to avoid local minima,

the interlayer distances of the �rst three atomic layers were varied for the initial

starting parameters of the search procedure. Greigite exhibits the same P3m1

symmetry as Au(1 1 1), therefore the intensity of the (0, 1) and (1, 0) spots were

averaged together to produce the curves with the observed symmetry. These

initial calculations were done using a dataset measured from 50 to 350 eV.

Adding together the range of energies measured for each set of equivalent

spots, the total energy range of the curves for comparison with the calculated

structures was 1212 eV. The R-factors obtained are shown in Table 6.2.

As can be seen from Table 6.2, the bulk termination that produced the

lowest R-factor was with the Ss2 layer with the Stri2 layer above the Fetet2 layer

(see Figure 6.8 for layer naming scheme). This was followed by the Stri1 layer

with the Ss1 atom above the Fekag layer. Together, this appears to suggest

that the surface may be sulfur-terminated, however the R-factor of 0.272 is

still too high to conclude that the model accurately represents the structure

of the surface of the �lm.
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Figure 6.8: Fe3S4(1 1 1) unit cell, with top view of layers 1-6, showing the naming
of the atoms or groups of atoms. The layers 1-6 are repeated, shifted laterally
to lie around the di�erent rotational centres.

Bulk terminations for pyrite FeS2(1 1 1) were also trialled, and the re-

sults from these calculations are shown in Table 6.3. The best R-factor

achieved was 0.464, however the symmetry of the (1 1 1) plane in pyrite is P3,

leading to di�culties rationalising the observed symmetry of the I/V-curves.

Additionally, the (0 0 1) surface of pyrite is the most energetically favourable

and the double bonds between the sulfur atoms make it unlikely that the (1 1 1)

surface would have grown on the Pt(0 0 1) substrate as seen in Section 5.4.2.

For smythite Fe3+xS4(0 0 1)(0 ≥ x ≥ 0.3), a (2 × 2) reconstruction was

simulated by doubling the unit cell vectors for the top layers and vertically

displacing atoms that lay at rotational centres of symmetry. The place where

it would be expected that the bulk structure is terminated is between the con-

secutive S layers, satisfying the Tasker conditions for neutrality of the surface.

Table 6.3: Table showing R-factors from bulk pyrite FeS2(1 1 1) terminations.

Termination Best R-factor
Fe 0.502
Single S above Fe 0.464
Double S layer 0.499
Between the two S layers 0.556

89



Smythite also has a glide plane which would produce the observed symmetry

of the I/V-curves, however the best R-factor achieved for smythite was only

0.541.

The troilite FeS structure given by Alsen [120] was also trialled using

a (2 × 2) reconstruction constructed in the same way as for smythite. As a

hexagonal phase with symmetry P63mmc (space group 194), it would clearly

lead to the correct symmetry for the intensities of the I/V-curves, though it

would be di�cult to explain the prevalence of double steps observed in STM.

From the calculations using modi�ed bulk terminations, the best R-factor

obtained was 0.447.

Hexagonal pyrrhotite Fe7S8-3C with the structure given by Nakano et

al [124] was also trialled. Here, the 3C signi�es that within the Fe7S8 unit cell

the ordering of the Fe vacancies takes place over 3 subcells of the NiAs-like

structure along the c-axis. This structure is trigonal, with P3Fe121 symmetry,

which gives the apparent space group P6222 when twin-related domains are

considered. Bulk terminations consisting of either 3 or 4 sulfur or iron atoms

allowed to vary according to the search procedure. The best R-factor obtained

was 0.416, from a structure which contained 4 sulfur atoms in the topmost

layer.

Having tried the bulk-like terminations for the above materials without

a satisfactory conclusion, attention was then turned towards various recon-

structions and rearrangements of the surface layers. Fe3S4(1 1 1) had given the

best R-factors, and it is clear that the optimum con�gurations consisted of

sulfur terminated layers.

Theoretical calculations of the surface structure of Fe3S4(1 1 1) have

been performed by Roldan and de Leeuw to investigate water dissociation on

greigite surfaces [125]. They found that the optimum surface structures for the

(1 1 1) surface consisted of either an Feoct terminated �lm or a �lm terminated

by the Fekag layer. However, they found that when they allowed the surface

to relax, the terminating Fe atoms moved into the subsurface, leaving a sulfur

termination and an accumulation of Fe beneath the sulfur layer. From this,

it is surmised that there may be a tendency for additional Fe to be present

in subsurface layers. Additionally, Fe3S4 may easily accommodate additional

Fe in interstitial sites in a manner similar to Fe3O4 or as seen in the range of
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stoichiometries of the pyrrhotite system.

Structures similar to those calculated by Roldan and de Leeuw were

used as trial structures, which were then optimised and allowed to relax. The

Feoct termination with the Feoct and Fetet1 atoms moved beneath the Ss1 and

Stri1 layers yielded an R-factor of 0.486. Removing the Feoct atom from this

structure lowered the R-factor slightly, to 0.479. The other termination, with

an Fekag layer instead moving beneath the sulfur layer, gave an R-factor of

0.488. Adding a single Fetet1 atom to the topmost Fekag layer of the Ss1 bulk

termination resulted in an R-factor of 0.383.

Other trial structures were attempted with variations of bulk structures.

A structure was trialled with an Fekag layer termination, with an additional S

atom placed in the space between the triplets of Fe atoms. Following optimi-

sation, the best R-factor achieved was 0.411.

A structure was tried where layers 5 and 6 in Figure 6.8 were repeated,

with layer 5 terminating the �lm. This resulted in an R-factor of 0.293, which

is similar to the best R-factor obtained for the bulk-like terminations. Again,

noting the perceived tendency for Fe to gather in the subsurface region in the

calculations of Roldan and de Leeuw, an additional Fe atom was placed in the

topmost Fekag layer. This led to a reduction in the R-factor to 0.178, with the

I/V-curves shown in Figure 6.9(a).

The calculations yielding this R-factor allowed 20 parameters describ-

ing atomic positions to be varied, as well as the lattice parameter and the u

parameter describing the position of the sulfur atoms within the unit cell. In

addition to this, the Debye temperatures and the imaginary part of the inner

potential were optimised, giving a total of 27 parameters varied. This number

of parameters, in conjunction with a total energy range of only 1212 eV, sug-

gest that an R-factor of 0.178 is not su�cient to have con�dence that the trial

structure is correct. To overcome this hurdle, experimental data from larger

range of 1807 eV was used and the calculations were rerun. Following opti-

misation using the di�erential evolution algorithm, the best R-factor achieved

was 0.272, and the I/V-curves are shown in Figure 6.9(b). This shows that the

model does not accurately re�ect the surface structure of the �lm because the

model does poorly at predicting the curves outside of the initial �tting range,

though there may be aspects which closely resemble the true structure.
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Figure 6.9: I/V-curves from the reconstructed greigite surface (a) giving an R-
factor of 0.178 for a total �tting range of 1212 eV, and (b) over an extended
range of 1807 eV giving an R-factor of 0.272.

6.5 X-ray di�raction

Due to the di�culties in determining the surface structure of the iron sul-

�de �lm with I/V-LEED caused by the large parameter space that needs to

be searched, an XRD experiment was performed in the X-ray Physics and

Nanoscience department of the DESY Research Centre in Hamburg. An iron

sul�de �lm was grown using the recipe outlined in Chapter 5 and was trans-

ported to Hamburg within a small vacuum chamber with a battery-powered

ion pump. The sample was kept at pressures below 1×10−7 mbar for the dura-

tion of the transfers between chambers and throughout the transport between

the institutions.

Several re�ections and their symmetry equivalent re�ections were mea-

sured and the observed structure factors Fobs were deduced using Lorentz,

polarisation, and intercepted beam corrections. These are listed in Table 6.4.

The experimental error dF was taken from the range of intensities measured

for symmetry equivalent re�ections. The XRD measurements revealed that

the �lm had unit cell parameters a = b = 3.48 ± 0.05 Å, c = 5.85 ± 0.05 Å,

taking the Au lattice parameters as a reference. Indexing of the spots and

their symmetry show that the �lm belonged to the hexagonal space group 186
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Table 6.4: Table showing the measured intensities (in counts) of the re�ections
Fobs, their error dF , and the value calculated for the model Fcalc. The model
gives a �nal R-value of 0.182.

Re�ection Fobs dF Fcalc |Fcalc−Fobs|/Fobs

(1 0 0) 280.92 42.60 169.96 0.39
(1 1 0) 463.69 36.90 483.03 0.04
(2 0 0) 136.26 20.44 127.20 0.07
(1 0 1) 215.25 15.10 172.64 0.20
(2 0 1) 115.02 10.60 127.32 0.11
(1 0 2) 327.44 82.70 328.62 0.00
(1 1 2) 53.89 8.08 63.59 0.18
(2 0 2) 174.39 40.70 254.91 0.46

(P63mc). These unit cell parameters reveal that the ∼7 Å periodicity observed

in LEED and STM is as a result of a (2×2) surface reconstruction. The space

group, P63mc, requires that the stacking of the structure in the c direction

is AbAc, and the best �t to the data is a �lm that has a NiAs structure.

The re�nement of the structural model was done using three parameters: the

Fe occupancy, the z coordinate of the S atoms, and an overall scale factor.

The calculated structure factors Fcalc for the best �t structure are given in

Table 6.4. The �nal R-value for the best �t to the data was R = 18.1 %.

Table 6.5 presents the re�ned atomic positions of the best �t to the

observed di�raction peaks. Interestingly, following optimisation of the �tted

structure, the Fe occupancy is given as 77.6 %, giving a stoichiometry of

almost Fe3S4. This agrees with the XPS results presented in Section 6.2,

as the S 2p spectra show the prevalence of �ve-fold coordinated S, which

would not be present in stoichiometric FeS in the NiAs structure, and the

Fe 2p spectra show the presence of both Fe2+ and Fe3+ ions. Although the

Fe occupancy requires almost half of the unit cells in the �lm to have an Fe

vacancy, no superstructure re�ections were observed. This means that either

the Fe vacancies are not ordered, or that the superstructure re�ections are too

weak to be detected in the experimental set-up used.

As seen in Table 6.5, the z-coordinate of the sulfur atoms is 0.26. This

asymmetry of the S atoms around the Fe layers may help to explain the preva-

lence of 6 Å steps observed in STM images, though the two sulfur layers do

have the same distance to the Fe layer below them.

As mentioned above, the pyrrhotite system, Fe1-xS(0 0 1)(0 ≤ x ≤
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Figure 6.10: NiAs structure of the iron sul�de �lm as determined by XRD.

0.125), is based on the NiAs unit cell structure, with various distortions and

superstructures present due to Fe vacancies. In the case of the �lm presented

here, no superstructures were observed, though this may be due to a weak sig-

nal from those di�raction spots. Additionally, it could be possible that there is

more Fe within the �lm that remains disordered, at least at room temperature.

Interestingly, the addition of Fe to the �lm as shown in Section 5.4.3

led to a periodicity of ∼6.0 Å being observed in LEED patterns, as displayed

in Figure 5.15. Perhaps this additional Fe �lled vacancies near the surface and

led to a local stoichiometry of FeS, leading to the distortion of the NiAs lattice

present in troilite.

Table 6.5: Table showing the re�ned atomic positions of the best �t to the XRD
measurements.

Atom Occupancy Multiplicity Position
Fe 0.776 2 (0, 0, 0)
S 1 2 (1/3, 2/3, 0.26)
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6.6 Conclusions

The iron sul�de �lm has been analysed using a combination of XPS, STM,

I/V-LEED, and XRD. The XRD measurements revealed that the bulk struc-

ture of the �lm had a nickeline structure with P63mc symmetry and provided

lattice parameters of a = b = 3.48±0.05 Å, c = 5.85±0.05 Å. XPS, STM, and

I/V-LEED point towards a S terminated �lm, while XPS agrees with the con-

clusion from XRD that the �lm is substoichiometric, with the optimal result

from �tting the XRD data giving an Fe occupancy of 77 %. STM and LEED

give a surface lattice parameter of ∼7 Å, revealing that the surface undergoes

a (2× 2) reconstruction.
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Chapter 7

Summary and Conclusions

This thesis has investigated the growth of iron oxide and iron sul�de thin

�lms. In Chapter 4, a preparation method was developed for the growth of

Fe3O4(0 0 1) �lms using MBE on a Pt(0 0 1) substrate. This �rst preparation

of well ordered Fe3O4(0 0 1) �lms on a metallic substrate enables further in-

vestigations to be performed using techniques which are unavailable for single

crystal samples or �lms grown on insulating substrates. It was found that an

Fe bu�er layer was required for growth of the (0 0 1) face of Fe3O4 �lms, with

growth of the two most stable terminations of Fe3O4(0 0 1) being achieved.

The surface termination could be tuned via variation of the thickness of this

bu�er layer, as the Fe within the �lm was found to be mobile and easily mi-

grated into the Pt substrate, meaning that the excess Fe present with a thicker

bu�er layer was able to stabilise the more Fe-rich termination of the �lm.

Following this, growth of iron sul�de �lms was studied. Chapter 5

presents the process by which a growth recipe for a highly ordered iron sul�de

�lm was discovered. Iron was deposited from an MBE source, while sulfur was

provided by an electrochemical cell. Initially, platinum substrates were used

because of the small lattice mismatch with greigite, one of the range of iron

sul�des. It was found that although it was possible to grow a �lm on Pt(0 0 1),

it was not stable and decomposed at temperatures that were too low for the

�lm to become well-ordered. Eventually, using a Au(1 1 1) substrate, it was

possible to grow a high-quality iron sul�de �lm.

In Chapter 6, the iron sul�de �lm was characterised using a variety of

techniques. XPS and I/V-LEED suggest that the �lm is sulfur terminated,
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and the surface unit cell parameter was approximated to ∼7 Å according to

LEED and STM, with STM images also exhibiting interlayer distances of
∼3 Å and predominantly double-layer step heights. XPS showed that the �lm

contained both Fe2+ and Fe3+ ions, and that it contained both 5-fold and 6-

fold coordinated sulfur atoms. XRD measurements showed that the �lm had

P63mc symmetry, with unit cell parameters a = b = 3.48± 0.05 Å, c = 5.85±
0.05 Åand a NiAs structure. The surface undergoes a (2× 2) reconstruction,

and the Fe occupancy was given as 77 %. This new growth recipe for well-

ordered iron sul�de thin �lms paves the way for future investigations into this

complex material system using surface science techniques.
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