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Abstract

Software systems involving autonomous interacting software entities (or agents) present

new challenges in computer science and software engineering. A particularly challenging

problem is the engineering of various forms of interaction among agents. Interaction may

be aimed at enabling agents to coordinate their activities, cooperate to reach common ob-

jectives, or exchange resources to better achieve their individual objectives. This thesis

is concerned with negotiation: a process through which multiple self-interested agents

can reach agreement over the exchange of scarce resources. In particular, I focus on set-

tings where agents have limited or uncertain information, precluding them from making

optimal individual decisions. I demonstrate that this form of bounded-rationality may

lead agents to sub-optimal negotiation agreements. I argue that rational dialogue based

on the exchange of arguments can enable agents to overcome this problem. Since agents

make decisions based on particular underlying reasons, namely their interests, beliefs and

planning knowledge, then rational dialogue over these reasons can enable agents to refine

their individual decisions and consequently reach better agreements. I refer to this form

of interaction as “interested-based negotiation.”

The contributions of the thesis begin with a conceptual and formal framework for

interest-based negotiation among computational agents. Then, an exploration of the dif-

ferences between this approach and the more traditional bargaining-based approaches is

presented. Strategic issues are then explored and a methodology for designing negotiation

strategies is developed. Finally, the applicability of the framework is explored through a

pilot application that makes use of interest-based negotiation in order to support cooper-

ative activity among mobile users.
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Preface

“... all this sliding to one side and then the other, as if we were crazy or,

worse, lost, is actually our way of going straight, scientifically exact and, so

to speak, predetermined, although it undoubtedly resembles a random series

of errors, or rethinkings, but only in appearance, because really it’s just our

way of going where we have to go, the way that is specifically ours, our

nature, so to speak ... I find it very reassuring, that there is an objective

principle behind all the stupid things we do.”

Alessandro Baricco, ‘City’

The question I ask myself most often now is: why did I do it? Why would anyone

spend three to four years of their life doing the same thing? In fact, I asked myself this

question repeatedly before and during my candidature. And every time, I find a different

answer. When I applied for admission to the PhD degree at the University of Melbourne,

I wanted to achieve two main objectives: to demonstrate to myself that I am capable of

acquiring a higher degree; and to give myself the creative edge and credentials to establish

an Internet business.1 The former objective became insignificant as I was greatly humbled

by the vast technical challenges of research and the many great minds that pursue it. The

latter objective also faded away as I found research to be very rewarding.

I also had a ‘hidden’ objective, which later became my main motivation: to do some-

thing that would make me think about conceptual problems, that would enable me to learn

about the human mind, about human relationships, about correct reasoning, and enable

me to understand the world better. The Intelligent Software Agents field was an ideal

candidate. It was (and still is) a field that is technologically appealing, funky, sufficiently

challenging, and had a lot of interdisciplinary work going on. The latter characteristic

meant that one could read about logic, philosophy, social sciences, economics, cognitive

sciences, or even critical theory, and still be regarded as doing research in computer sci-

ence (perhaps not by all though!). The field is relatively ‘immature’ that almost ‘anything

goes.’ For example, some researchers adapt argumentation schemes from philosophy and

1I submitted my application for admission in 1999, right before the Information Technology market

collapse.
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informal logic to engineer flexible dialogues among software agents. Others use concepts

from economic theory to study properties of equilibrium and rationality. Yet other peo-

ple use social theory as an inspiration for specifying notions such as norms, roles, and

obligations in distributed systems. This ‘luxury’ is what makes the field very exciting,

rewarding, and liberating. This is perhaps why I was drawn to research in this area.

During my PhD, I got drawn into many areas of scientific, social and philosophical

inquiry. I got distracted uncountable times. But in hind sight, I think this was what I

needed to do. This was my own way of going where I had to go –as the quote at the

beginning of this preface very elegantly states. I am grateful that the PhD experience

taught me many essential lessons, about what it means to be a researcher, and about the

power and joy of interdisciplinary research.

The PhD experience has provided me with the opportunity to meet and work with

amazing people –people who have made lasting impressions on me: attending a talk in

Liverpool by Professor Johan van Benthem on logic and games; discussing the value of

research with Ronald Ashri over coffee in Southampton; discussing negotiation among

humans versus software agents with Maqsoud Kruse in Melbourne; listening to Andrew

Clausen talk about the power of mathematics on the train home; exchanging thoughts on

economic theory with Peter McBurney. These experiences have changed me forever.

Among the people who inspired me are those with whom I co-authored papers during

my PhD candidature. I am very grateful to their contributions to the ideas presented in

this thesis, and their genuine guidance and support. Below, I list the publications upon

which the thesis is based. I note that every chapter is based on published work of which I

am the first author, and for which I did the majority of the work.

• The literature review presented in Chapter 2 is based on a joint survey paper with

Sarvapali Dyanand (Gopal) Ramchurn, Nick Jennings, Peter McBurney, Simon

Parsons, and Liz Sonenberg. The paper was published in the Knowledge Engi-

neering Review [Rahwan et al., 2003b]. Moreover, the characterisation of classical

negotiating agents and argument-based negotiating agents appeared in a more de-

tailed form in a joint paper with Ronald Ashri and Michael Luck, published in

the proceedings of the Central and Eastern European Conference on Multi-Agent

Systems (CEEMAS 2003), which was held in Prague [Ashri et al., 2003].
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• Chapter 3 is based on work with Frank Dignum and Liz Sonenberg published in

the 2nd International Conference on Autonomous Agents and Multi-Agent Sys-

tems (AAMAS 2003), which was held in Melbourne [Rahwan et al., 2003c]. An

updated version of this paper was published in the post-proceedings of the AA-

MAS 2003 workshop on Agent Communiction Languages (ACL) [Rahwan et al.,

2004c]. The chapter also benefited from useful feedback from Rogier van Eijk and

Leila Amgoud.

• Chapter 4 is based on work with Peter McBurney and Liz Sonenberg that was

published in the proceedings of the AAMAS 2004 workshop on Argumentation in

Multi-Agent Systems, which was held in New York [Rahwan et al., 2004b]. I also

benefited from discussions with Andrew Clausin.

• Chapter 5 has its roots in a joint attempt with Peter McBurney to characterise the

factors that enter into consideration when designing negotiation strategies [Rahwan

et al., 2003a]. This work was published in an AAMAS workshop on Game The-

oretic and Decision Theoretic Agents (GTDT 2003). The chapter was developed

mainly by myself as an extension of that work. Towards the end of my candidature,

I received advice from Peter McBurney and Nick Jennings regarding a planned

joint publication based on the chapter.

• Chapter 6 has its roots in a joint paper with Talal Rahwan, Tarek Rahwan, and

Ronald Ashri [Rahwan et al., 2004d], which was published in the AAMAS 2003

International Workshop on Agent-Oriented Information Systems (AOIS). The work

started as an attempt to use agent-based reasoning to provide intelligent support to

a single user using a mobile device. The idea then developed towards using auto-

mated negotiation to support interaction among multiple users. This was joint work

with Connor Graham and Liz Sonenberg, and was published in the Proceedings of

the 7th Pacific Rim International Workshop on Multi-Agents (PRIMA 2004) held

in Auckland [Rahwan et al., 2004a]. Additional work that influenced the chapter

indirectly was published jointly with Fernando Koch both in and the AAMAS 2004

workshop on Agents for Ubiquitous Computing (UbiAgents) and in PRIMA 2004

[Koch and Rahwan, 2004a,b]. Moreover, Anton Kattan and Fernando Koch did a
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significant part of the implementation discussed in this chapter.

I am very grateful to my co-authors and everybody who contributed to this thesis, and I

hope that our collaboration continues and grows. It was an honour.

Iyad Rahwan

Melbourne, August 2004
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Chapter 1

Introduction

“My darling, I have much to say

Where o precious one shall I begin?”

Nizar Qabbani, Syrian Poet (1923 – 1998)

In this chapter, I motivate and define my research question.

1.1 Brief Background

The increasing complexity of distributed computer systems has led researchers to utilise

various tools of abstractions in order to improve the software engineering process. How-

ever, the requirements of an increasing number of computing scenarios go beyond the

capabilities of traditional computer science and software engineering abstractions, such

as object-orientation. According to Zambonelli and Parunak [2004], four main character-

istics distinguish future software systems from traditional ones:

1. Situatedness: Software components execute in the context of an environment, which

they can influence and be influenced by;

2. Openness: Software systems are subject to decentralised management and can dy-

namically change their structure;

3. Locality in control: Software systems components represent autonomous and proac-

tive loci of control;

1
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4. Locality in interactions: Despite living in a fully connected world, software com-

ponents interact according to local (geographical or logical) patterns.

These characteristics have led to the emergence of a new paradigm in computing: the

agent paradigm. An increasing number of computer systems are being viewed in terms

of multiple, interacting autonomous agents. This is because the multi-agent paradigm of-

fers a powerful set of metaphors, concepts and techniques for conceptualising, designing,

implementing and verifying complex distributed systems [Jennings, 2001]. An agent is

viewed as an encapsulated computer system that is situated in an environment and is ca-

pable of flexible, autonomous action in order to meet its design objectives [Wooldridge,

2002]. Applications of agent technology have ranged from electronic trading and distrib-

uted business process management, to air-traffic and industrial control, to health care and

patient monitoring, to gaming and interactive entertainment [Jennings and Wooldridge,

1998, Parunak, 1999].

In multi-agent systems, agents need to interact in order to fulfil their objectives or im-

prove their performance. Generally speaking, different types of interaction mechanisms

suit different types of environments and applications. Agents might need mechanisms that

facilitate information exchange, coordination (in which agents arrange their individual ac-

tivities in a coherent manner), collaboration (in which agents work together to achieve a

common objective), and so on. One such type of interaction that is gaining increasing

prominence in the agent community is negotiation. We offer the following definition of

negotiation, adapted from work on the philosophy of argumentation [Walton and Krabbe,

1995]:

Negotiation is a form of interaction in which a group of agents, with conflict-

ing interests and a desire to cooperate, try to come to a mutually acceptable

agreement on the division of scarce resources.

The use of the word “resources” here is to be taken in the broadest possible sense. Thus,

resources can be commodities, services, time, money etc. In short, anything that is needed

to achieve something. Resources are “scarce” in the sense that competing claims over

them cannot be fully simultaneously satisfied. In a multi-agent system context, the chal-

lenge of automated negotiation is to design mechanisms for allocating resources among
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software processes representing self-interested parties, be these parties human individu-

als, organisations, or other software processes.

For the sake of illustration, we list two example automated negotiation scenarios.

With each scenario, I attempt to give the reader an idea of the non-trivial challenges it

poses.

Telecommunications Markets: In this scenario, a software agent, representing the user

and running on a smart telephone, negotiates with other software agents represent-

ing telephone companies. This is depicted in Figure 1.1(a). The user agent attempts

to find a good quality phone connection for a reasonable price. Each telephone

company agent aims at maximising its company’s profit. The resources in need

of (re-)allocation are money and communication bandwidth. Conflict of interests

exists because the user competes on money and bandwidth with the various service

providers, while service providers themselves compete over the user’s money. Typ-

ical challenges that arise in this context include: What trading mechanism should

agents use? Should there be a moderator to monitor the transactions? If an auc-

tion mechanism is used to allocate bandwidth, what bidding strategies are optimal?

Should a provider’s bidding strategy be dependent on how much bandwidth is avail-

able? And so on.

Dynamic Supply Chains: In this scenario, a software agent acting on behalf of a com-

puter manufacturer negotiates with various supplier agents, in order to secure the

deliver of various components. Each supplier agent might itself negotiate with sub-

contractors to get the components it needs. This is depicted in Figure 1.1(b). In this

scenario, the negotiation mechanism involves allocating money and commodities

(computer components). Each party aims at making more money, and hence the

different monitor and printer cartridge suppliers compete over contracts with the

computer and printer manufacturers respectively. Typical issues that arise in this

situation include: What negotiation protocol to use? What happens if a contractor

fails to delivery on time, or commits more than its capacity? Do we need some

measure of the reliability of different contractors, and how do we use such measure

in making decisions about allocation? And so on.
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Figure 1.1: Automated Negotiation Scenarios

One might ask, what sorts of properties do designers of negotiation mechanisms aim at?

Following is a list adapted from Rosenschein and Zlotkin [1994]:

1. Simplicity: A mechanism that requires less computational processing and commu-

nication overhead is preferable to one that does not.

2. Efficiency: A mechanism is efficient if it produces a good outcome. What is meant

by ‘good,’ however, may differ from one domain to another.

3. Distribution: It is preferable to have a negotiation mechanism that does not involve

a central decision-maker.

4. Symmetry: The mechanism should not be biased for or against some agent based on

inappropriate criteria. Again, what constitutes an ‘inappropriate’ criterion depends

on the domain.

5. Stability: A mechanism is stable if no agent has incentive to deviate from some

agreed-upon strategy or set of strategies (e.g. to bid truthfully in an auction).

6. Flexibility: By this property, I mean that the mechanism should lead to agreement

even if agents did not have complete and correct private information in relation to

their own decisions and preferences. This property, which is the focus of this thesis,
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requires a mechanism for enabling agents to refine their decisions, in light of new

information, during the negotiation process.

Various interaction and decision mechanisms for automated negotiation have been pro-

posed and studied. Frameworks for automated negotiation have been studied analytically

using game-theoretic1 techniques [Rosenschein and Zlotkin, 1994, Sandholm, 2002a] and

logic-based techniques [Wooldridge and Parsons, 2000], as well as experimentally by pro-

gramming and testing actual systems [Faratin, 2000, Kraus, 2001, Fatima et al., 2002].

These negotiation frameworks are mainly based on the exchange of offers, where an of-

fer is a suggestion by a participant of a potential allocation of the resources in question,

according to some interaction protocol. A bid in an English Auction is an example of an

offer.

Analytical and empirical techniques have helped produce mechanisms that satisfy the

properties discussed above to varying degrees. However, the flexibility property has only

begun to receive attention in the multi-agent community. I will discuss this further in the

following section.

1.2 Problem Statement

Controversially, most frameworks for automated negotiation often assume that agents

have complete, pre-set and fixed preferences (or evaluation criteria) over negotiation out-

comes (or agreements, or deals), as well as complete awareness of the space of possible

outcomes. In other words, agents have already made decisions about what they need

from one another, and how different deals satisfy these needs. All that is left is to jointly

search for a deal that is satisfactory enough to all participants. Negotiation, in this sense,

involves the exchange of suggested potential deals, which are then evaluated against the

predetermined preferences until a deal is found that is acceptable to all parties.

However, in many application domains, the above strong conditions are not satis-

fied. Agents may begin negotiating without having complete and accurate preferences

over alternative deals. This may be because agents have limited, uncertain, or false in-

1Game-theory is a collection of analytical tools designed to help understand and analyse strategic inter-

action among economically rational agents [Osborne and Rubinstein, 1994].
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formation, due to imperfect sensing of the environment or because they lack the time or

computational resources needed to fully process information. As a result, agents may

have incomplete or incorrect preferences over different deals. Negotiating on the basis of

such preferences can lead to sub-optimal deals. For example, an agent organising a trip

from Melbourne to Sydney on behalf of a user (depicted in Figure 1.2) might not know

about all possible ways of travelling to Sydney, or might believe (wrongly) that flying to

Sydney is more expensive than driving there. Further, the user might have forgotten to

request a hotel booking. Due to such incomplete and inaccurate information, the agent

can make incorrect decisions as it negotiates with different travel agents.

A central reason for this oversight in the existing literature on automated negotiation is

that most these frameworks start form the game theoretic view of rationality. Game theory

adopts the classical economic notion of rationality, represented by the Economic Person

(EP), who is a substantively rational maximiser of subjective expected utility. The EP is

substantive because he is assumed to have sufficient information and processing power in

order to compute the optimal outcome. Consequently, in a negotiation encounter, where

the outcome is determined by the actions of more than one self-interested participant,

agents can make optimal strategic decisions. Young [2001] argues that the traditional

notion of economic rationality fails to capture the process by which agents form and

change their preferences during negotiation. In Young’s words:

“. . . since, under the assumptions of the received concept of economic ratio-
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nality, each player’s objectives or ends are not justifiable rationally, and are

set by the agent’s preferences in advance of reasoning, game theory has no

way to capture or evaluate those ends. It can never be sure it understands the

complete motivational set which is driving the individual, and in the end can

only reduce the rich mix of factors which motivate and guide human beings

to simple economic self-interest. Unfortunately, . . . much is lost along the

way.” [Young, 2001, p. 97]

Young then argues that in order to solve this problem, agents must adopt a notion of com-

municative rationality rather than merely strategic, instrumental rationality. This com-

municative view of rationality takes into account the internal processes ‘inside the heads’

of the agents making decisions. I take the position that argumentation, which allows

agents to conduct a rational discussion over their and each others’ underlying motivations

and resulting preferences, can enable agents to form and change their preferences during

negotiation, leading to an increased likelihood and quality of agreement.

In an attempt to find an inspiration for such argumentation-augmented negotiations

among software agents, I turned to the literature on negotiation among humans. One of

the most popular and frequently recommended alternative methods for conflict resolution

is so-called interest-based negotiation (IBN) [Fisher et al., 1991]. Negotiation counter-

parts share information about their underlying interests, which enables them to identify

opportunities for agreements that were not initially apparent. Moreover, interest-based

negotiation enables negotiators to resolve misconceptions, leading to the refinement of

their choices and evaluation criteria. As a result, acquiring and modifying preferences

takes place during the process of negotiation itself. This raises the opportunity to realise

similar benefits by equipping computational agents with the ability to conduct dialogues

over interests during negotiation.

1.3 Aims and Contribution Scope

In light of the challenge discussed above, the research reported in this thesis began as an

attempt to answer the following question:

How can we specify intelligent agents capable of negotiating effectively, de-
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spite having incomplete and/or inaccurate individual preferences over nego-

tiation outcomes?

This thesis reports on my explorations of this question. In particular, I contend that ratio-

nal communication, through the process of argumentation, can enable agents to exchange

the information necessary to refine their individual preferences. To this end, I attempt to

identify the essential primitives and mechanisms needed for flexible automated negotia-

tion. In particular, I explore the following concrete questions:

1. What are the appropriate abstractions and decision-making primitives that need to

be specified in order to enable automated agents to conduct rational discussion over

their preferences?

2. Can a suitable communication protocol be defined to enable rational discussion

over these primitives, leading to flexible automated negotiation?

3. How would negotiation using such types of protocols compare to more basic “bar-

gaining” where agents simply exchange offers?

4. How may software agent designers reason about the process of designing negotia-

tion strategies for agents participating under flexible negotiation protocols?

To address the first two questions, I present a framework for interest-based negotiation

among computational agents. In particular, I present an interaction protocol, expressed

in the form of a formal dialogue game, to enable agents to conduct IBN dialogues. I

introduce an argumentation-theoretic approach to enable agents to modify their prefer-

ences as a result of receiving arguments relating to their beliefs and planning knowledge.

To answer the third question, I initiate an enquiry into the difference between bargaining

and argumentation-based negotiation and I show that bargaining can fail to reach a desir-

able outcome due to the inaccurate and/or incomplete information agents use in deriving

their preferences. Building on this understanding, I then explore various issues relating

to the design of negotiation strategies for IBN and other negotiation settings such as the

Trading Agent Competition. In particular, I address the fourth question by presenting a

methodology for designing negotiation strategies in relatively complex domains. Finally,

to provide a proof-of-concept verification of the framework, I present a pilot application
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for context-aware services on mobile devices. This application makes use of concepts and

techniques developed in this thesis to support mobile users in coordinating their activities.

My work is confined to a problem in Artificial Intelligence (AI), specifically: the

engineering of computational multi-agent systems capable of resolving conflicts over re-

sources. Even though I draw on concepts from human negotiation, game theory, and

the philosophy of argumentation, I do not –and do not claim to– make a contribution to

these areas. Moreover, it must be stressed that I am not concerned with modelling the

way humans negotiate, nor with building computer systems that can negotiate with hu-

mans. Thus, my work is not intended to contribute to computational linguistics or natural

language processing.

1.4 Overview of the Thesis

This thesis is structured into seven chapters as follows.

Chapter 1 is where I present the research question.

Chapter 2 provides a brief critical survey of relevant existing research. In particular, I

discuss and critique existing frameworks for automated negotiation in multi-agent

systems.

In Chapter 3, I present a conceptual framework for automated interest-based negotia-

tion in multi-agent systems. I formalise parts of this conceptual framework using

argumentation-theoretic concepts. Then, I present an interaction protocol for facil-

itating IBN among software agents.

In Chapter 4, I draw some comparisons with bargaining-based frameworks and demon-

strate that IBN is advantageous in certain circumstances.

In Chapter 5, I propose an informal methodology for designing negotiation strategies

in multi-agent systems. The methodology provides guidance for strategy design

in frameworks where game-theoretic techniques are not applicable. I demonstrate

how the methodology can be used to construct an exemplar strategy for IBN. I also

verify the methodology by dissecting an existing strategy for bidding in heteroge-

neous simultaneous auctions.
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Figure 1.3: Structure of the thesis

In Chapter 6, I demonstrate a pilot application that uses IBN in the domain of coopera-

tion support of mobile users.

Finally, in Chapter 7, I return to the four aspects identified in section 1.3 and summarise

the progress achieved in the body of the thesis.

The structure of the thesis is summarised in Figure 1.3. Chapters 4, 5 and 6 are all

elaborations on the conceptual framework presented in Chapter 3.



Chapter 2

Background: Frameworks for

Automated Negotiation

“Knowledge is the conformity of the object and the intellect.”

Ibn Rushd (Averroes), Arab Andalusian Philosopher (520 – 595)

In this chapter, I discuss and critique existing frameworks for automated negotiation in

multi-agent systems.

2.1 Introduction

Having defined my research question in the previous chapter, I now present a brief critical

survey of relevant prior research. In particular, I discuss and critique existing frameworks

for automated negotiation in multi-agent systems.

Recall the definition of negotiation from the previous chapter:1

Negotiation is a form of interaction in which a group of agents with conflict-

ing interests and a desire to cooperate, try to come to a mutually acceptable

agreement on the division of scarce resources.

Automated negotiation among autonomous agents is needed when agents have conflicting

objectives and a desire to cooperate. This typically occurs when agents have competing
1The precise definition of negotiation is not always explicitly stated in the literature. However, I believe

that this definition is a reasonable generalisation of both the explicit and implicit definitions that can be found.

11
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claims on scarce resources, not all of which can be simultaneously satisfied. The use of the

word “resources” here is to be taken in the broadest possible sense. Thus, resources can

be commodities, services, time, money etc. In short, anything that is needed to achieve

some objective.

In the multi-agent literature, various interaction and decision mechanisms for au-

tomated negotiation have been proposed and studied. These include: game-theoretic

analysis [Kraus, 2001, Rosenschein and Zlotkin, 1994, Sandholm, 2002a]; heuristic-

based approaches [Faratin, 2000, Fatima et al., 2002, Kowalczyk and Bui, 2001]; and

argumentation-based approaches [Kraus et al., 1998, Parsons et al., 1998, Sierra et al.,

1998]. Even though there may be many ways to classify existing approaches to auto-

mated negotiation, the classification adopted in this thesis, due to Jennings et al. [2001],

suits the purpose of my discussion.

This thesis falls in the category of argumentation-based approaches. The main distin-

guishing feature of such approaches is that they allow for richer forms of interaction than

their game-theoretic and heuristic counterparts. In the course of discussion, I identify

some major unaddressed challenges and opportunities.

This chapter is organised as follows. In the next section I present various concepts

essential to understanding the automated negotiation problem. I then discuss and critique

game-theoretic approaches to studying automated negotiation in Section 2.3, followed by

a discussion of heuristic-based approaches in Section 2.4. In Section 2.5, I give a con-

ceptual outline of the idea of argumentation-based negotiation. I then present a detailed

survey of argumentation-based approaches to negotiation in Section 2.6. The chapter

concludes with a summary and discussion in Section 2.7.

2.2 The Negotiation Problem

Before I discuss different frameworks for studying automated negotiation, it is essential

to define the negotiation problem more precisely. The goal of this section is to specify

some fundamental concepts used in the automated negotiation literature.
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2.2.1 The Negotiation Agreement Space

Recall that negotiation aims at reaching some allocation of resources that is acceptable to

all parties. Since there are usually many different possible allocations (or possible agree-

ments, or deals, or outcomes), negotiation can be seen as a “distributed search through

a space of potential agreements” [Jennings et al., 2001]. Hence, we first require some

way of characterising such a space. Abstractly, the space can be seen as a set of deals

Ψ = {Ω1, . . . ,Ωn} where n is the size of the search space.

Another way of characterising the search space is in terms of vectors in a multi-

dimensional Euclidean space. In this characterisation, a deal is defined in terms of a set of

attributesA1, . . . , An (dimensions in an n dimensional vector space), where each attribute

Ai can take a set of values ai
1, . . . , a

i
m. This is illustrated by the following example:

Example 1. Suppose a buyer and seller are negotiating over the purchase of a car, where

attributes are ‘make’ and ‘price’. Suppose that make can be either Volv or Toyot, and

price can be any integer value between one and $20,000. Hence, every possible combina-

tion of make/price values is a deal, such as (Toyot, $10, 000) or (Volv, $15, 000). In this

case, the size of the space of possible deals is 2×20, 000 = 40, 000, since for each make,

we can assign any number between 1 and 20, 000.

More generally, if we have a set of attributes A1, . . . , An, each ranging over a domain

of size s(Ai), then the size of the space of possible deals is
∏n

i=1 s(Ai). The space

grows significantly as the number of attributes and the number of possible attribute values

increases. In complex domains, where the space of possible deals is very large, it is

infeasible to consider every possible allocation. This becomes of particular importance

when there are time constraints. In such cases, it may be useful to use heuristics that

enable agents to find deals more efficiently. I will discuss heuristic approaches in more

detail in section 2.4.

Note that in example 1 above, the deal (Toyot, $10, 000) is to be implicitly understood

as: the Toyot car is to be given (or allocated) to the buyer by the seller, while the $10,000

is to be given to the seller by the buyer. This was possible because our domain knowledge

rules out the ambiguity. Sometimes, however, a deal may require explicit specification of

the agent for which a resource is allocated, particularly when such agents are themselves
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part of the choice of allocation.

Example 2. A port authority allocating different shipment jobs to privately owned ships

needs to specify what ship each job goes to, as well as the price agreed upon. Suppose we

have three jobs: delivery1, delivery2, and delivery3 and two ships: ship1 and ship2. Then

a deal can be specified in terms of pairs of ships and sets of delivery jobs. For example,

the following may represent a deal where ship1 is allocated the first and second delivery

jobs, while ship2 is allocated the third:

((ship1 : {delivery1, delivery2}), (ship2 : {delivery3}))

Note that when we specify the agents as well as resources, the number of possible

deals increases again, since we now need to consider each combination of agent/resource

pairs explicitly.

In summary, to specify a negotiation framework, we need to somehow characterise

the set of possible allocations. The precise way in which this is carried out is domain-

dependent.

2.2.2 Criteria for Evaluating Deals

In this section, I discuss criteria for evaluating different deals. I begin by discussing how

a single agent evaluates deals based on its own preferences. Then I discuss evaluation

from the global point of view.

Individual Evaluation

The very nature of competition over resources means that different agents prefer different

allocations of the resources in question. Hence, we need to capture the individual agent

preference over the set Ψ of possible deals. Preferences of agent i can be captured using

a binary preference relation �i over Ψ, and we denote by Ω1 �i Ω2 that for agent i,

allocation Ω1 is at least as good as allocation Ω2. It is also common to use Ω1 �i Ω2 to

denote that Ω1 �i Ω2 and it is not the case that Ω2 �i Ω1 (this is called strict preference).

Economists and decision-theorists consider a preference relation to be rational if it is both
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transitive and complete [Mas-Colell et al., 1995].2

For convenience, the preference relation of agent i is often described in terms of a

utility function Ui : Ψ → R+, which assigns a real number to each possible deal. The

utility function Ui(.) represents the relation �i if we have Ui(Ω1) ≥ Ui(Ω2) if and only

if Ω1 �i Ω2.

In a sense, the utility function (and corresponding preference relation) captures the

level of satisfaction of an agent with a particular deal. A rational3 agent attempts to reach

a deal that maximises the utility it receives. If an allocation that maximises the utilities of

all agents is possible, then by finding this allocation, all agents are maximally satisfied.

If, however, such a deal is not possible, then each agent will attempt to reach an allocation

which gives it as much utility as possible.

It is worth noting that agents may already have a particular allocation of resources

before they begin negotiation. Negotiation, in this case, is an attempt to reallocate the

resources in order to reach a new allocation that is more preferable to both. This is

clarified in the following example.

Example 3. A customer attempting to purchase a car may already have $15,000 in his

pocket. Similarly, a car dealer already has a number of cars in her showroom. Suppose

the initial allocation is represented by Ω1 = ((customer : {$15K}), (dealer : {Volv})),

while one potential reallocation is Ω2 = ((customer : {Volv}), (dealer : {$15K})). If the

customer prefers owning a Volv car to having $15,000 in his pocket (i.e. if Ω1 �customer

Ω2), then it is rational for the customer to accept the new allocation Ω2. If the car dealer

also prefers to have $15,000 in her safe rather than have the Volv in the showroom (i.e. if

Ω1 �dealer Ω2), then it is also rational for the dealer to accept Ω2.

A conflict deal, call it Ωconflict, refers to the situation where agents do not reach an

agreement in negotiation. In the above example, Ωconflict = Ω1 because Ω1 was the initial

(default) allocation of resources.

2A binary � relation is transitive if whenever x � y and y � z, we also have x � z; and it is complete

if for all x and y, either x � y or y � x or both hold.
3Here, I refer to rationality in the economic-theoretic sense: acting to maximise (expected) subjective

utility.
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Global Evaluation

So far, I discussed how a particular agent evaluates and compares deals. I now consider

the global evaluation of deals. The first concept is that of dominance. A deal Ω1 weakly

dominates another deal Ω2 if for all agents involved, we have Ui(Ω1) ≥ Ui(Ω2). A deal

Ω1 strictly dominates (or simply dominates) Ω2 if Ω1 weakly dominates Ω2 and for at

least one agent k, we have Ui(Ω1) > Ui(Ω2).

Definition 1. (Individual Rational Allocation) A deal (or allocation) is individual ra-

tional if it weakly dominates the conflict deal Ωconflict.

In other words, a deal is individual rational if all agents are at least as well off with

the deal as they were with the initial allocation.

Another useful concept is that of Pareto optimality, due to Italian economist Vilfredo

Pareto [Pareto, 1906].

Definition 2. (Pareto Optimal Allocation) A deal (or allocation) is Pareto optimal (or

Pareto efficient), if it is not dominated by any other deal.

In other words, a deal is Pareto optimal if there is no other deal that makes one agent

better off without making another agent worse of. This concept is important because if

agents reach a non-Pareto optimal outcome, then they are able to improve that outcome

without incurring any trade-offs.

Finally, the interested reader is referred to welfare economics [Mas-Colell et al.,

1995], a field of enquiry concerned with evaluating social choice from the point of view

of the policy maker (i.e. the mechanism designer).

2.2.3 Negotiation Mechanism

Given a set of agents, a set of resources, an existing resource allocation and a set of other

possible allocations, the main goal of negotiation is to find an allocation that is better

in some sense, if such allocation exists. In order to achieve this goal, agents need some

mechanism. Abstractly, a mechanism specifies the rules of encounter: what agents are

allowed to say and when, how allocations are calculated, whether calculations are done

using a centralised algorithm or in a distributed fashion, and so on.



2.2. THE NEGOTIATION PROBLEM 17

A typical example of a mechanism is an English auction. In this resource allocation

mechanism, the players include a seller and a number of potential buyers. The seller has

a single resource (e.g. a house), and each potential buyer is endowed with money and a

particular valuation of the seller’s resource. Potential buyers make successive bids, each

proposing to purchase the resource for a specific price. The mechanism requires that no

bid could offer an amount of money lower than a previous bid, hence it is an “ascending

bid protocol.” The highest bidder wins.

Another example mechanism is bargaining, where two agents exchange offers (i.e.

suggestions about how to exchange resources) until one agent makes an offer that is ac-

ceptable by the other.

Different mechanisms may have different properties. Following is a list of desirable

features for negotiation mechanisms, which I presented briefly in Chapter 1.4

1. Simplicity: A mechanism that requires less computational processing and commu-

nication overhead is preferable to one that does not.

2. Efficiency: A mechanism is efficient if it produces a good outcome. What is meant

by “good,” however, may differ from one domain to another. One common criteria

is that of Pareto Optimality, where no agent could be better off in a different allo-

cation without some other agent being worse of. Another criteria might be Global

Optimality, where the sum of agents benefits is maximised.

3. Distribution: It is preferable to have a negotiation mechanism that does not involve

a central decision-maker. Centralisation may lead to communication bottlenecks or

decreased reliability due to the single-point-of-failure.

4. Symmetry: This property implies that the mechanism should not be biased for or

against some agent based on inappropriate criteria. Again, what constitutes an

‘inappropriate’ criteria depends on the domain in question.

5. Stability: A mechanism is stable if no agent has incentive to deviate from some

agreed-upon strategy or set of strategies. In an auction, for example, we may require

that no agent lie by making a false bid, or that no group of agents can form strategic

coalitions to create a disadvantage for other agents.
4This list is adapted from Rosenschein and Zlotkin [1994].
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6. Flexibility: By this property, I mean that the mechanism should lead to agreement

even if agents did not have complete and correct private information in relation

to their own decisions and preferences.5 This property, which is the focus of this

thesis, requires a complementary mechanism for rational investigation and possible

refinements of internal decisions during negotiation itself.

A variety of automated negotiation mechanisms have been studied in the literature.

Different mechanisms have different advantages and disadvantages. Next, I discuss the

major families of such mechanisms.

2.3 Game-theoretic Approaches to Negotiation

In this section, I discuss approaches to automated negotiation based on (non-cooperative)

game-theory. I first introduce some concepts from game-theory; then I use these concepts

to describe and critique existing automated negotiation approaches that make use of these

concepts.

2.3.1 An Overview of Non-Cooperative Game Theory

Game theory [Osborne and Rubinstein, 1994] is a branch of economics in which strategic

interactions between self-interested economic6 agents are studied. It has its roots in the

work of von Neuman and Morgenstern [1944]. Recently, it has been used extensively to

study and engineer interaction between self-interested computational agents [Rosenschein

and Zlotkin, 1994, Sandholm, 2002a].

Game theory provides tools for conducting two types of analysis:

– analysing optimal behaviour (or strategies) of individuals or organisations given

some underlying resource allocation mechanism;

– analysing how one may design optimal mechanisms, given that agents behave strate-

gically.

5This should not be confused with the case of incomplete information in game-theory, where an agent is

uncertain about its counterpart’s preferences.
6I refer to these as “economic” agents because economics is concerned with the interaction among

people, organisations etc., rather than solely among computational agents.
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I will discuss the main ideas behind these two types of analysis in the next two subsec-

tions.

Concepts for Analysing Strategic Behaviour

A game is a form of “strategic encounter” between a number of players (or agents). Each

player has a set of alternative actions (or choices, or strategies) available to it. The rules of

the game (or the mechanism) specify (i) the set of actions available; and (ii) the outcome

of the encounter, based on the choices made by different players.

The most popular introductory example to game theory is the so-called prisoner’s

dilemma [Poundstone, 1993], where the players are two criminals held by the police and

interrogated in separate rooms. The players cannot communicate, and each must make

an individual choice that influences both of them. In particular, each player must choose

whether to confess or not confess. If neither suspect confesses, they go free, and split

the proceeds of their crime, receiving utility of, say, 5 each. However, if one prisoner

confesses and the other does not, the prisoner who confesses testifies against the other in

exchange for going free and gets the entire loot, hence getting utility 10, while the prisoner

who did not confess goes to prison and gets nothing (utility zero). If both prisoners

confess, then both are given a reduced term, but both are convicted, which we represent

by giving each 3 units of utility: better than having the other prisoner confess, but not as

good as going free.

Table 2.1 shows a matrix representation of the game, its actions and outcomes. The

first row shows actions available to player 1, while the first column shows actions avail-

able to player 2. The numbers in the upper right hand of each cell represent the utility (or

payoff ) received by player 1 from that action combination,7 while the bottom left number

represents the utility of player 2. Note that higher numbers are better (more utility).

The following analysis helps the reader become familiar with the game-theoretic tech-

niques of analysing strategies. Assume that player 1 knows the set of actions available to

him and to player 2, and that player 1 also has complete information about the payoffs in

the matrix. Player 1 reasons strategically as follows: suppose player 2 does not confess!

In this case, I would rather confess, because I would get a utility of 10 (compared to 5

7In game-theoretic terms, this action combination is called a strategy profile.
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not confess confess
5 10

not confess 5 0
0 3

confess 10 3

Table 2.1: The Prisoner’s Dilemma

for not confessing). Suppose, instead, that player 2 confesses. In this case, I would also

rather confess, because I get a utility of 3 (compared to 0 for not confessing). Hence, for

every possible action of player 2, player 1 is better off confessing. For player 1, confes-

sion is the dominant strategy.8 The exact same analysis can be taken from the point of

view of player 2, leading to a dominant strategy to confess. As a result of both agents

confessing, they will get a payoff of 3 each. Note that in this case, both agents are worse

off than they would be if they both did not confess (in which case they would receive a

utility of 5 each). In other words, even though the outcome resulting from mutual non-

confession strictly dominates the outcome resulting from mutual confession, “rational”

agent behaviour will lead to the latter.

A central concept in game theory is that of equilibrium. A notable type of equilib-

rium is the so-called Nash equilibrium, where no player has an incentive to deviate from

a particular strategy, given that other players stick to their strategies. In the prisoner’s

dilemma, the mutual confession strategies are in Nash equilibrium.

Concepts for Mechanism Design

Mechanism design is concerned with the design of the resource allocation mechanism,9

given that each agent will behave in such a way as to maximise its (expected) utility.

Mechanism designers analyse strategic behaviour, using notions of dominant strategies,

equilibria etc., in order to produce a mechanism that has certain properties.

An example of desired mechanism properties is “incentive compatibility.” A mecha-

nism is said to be incentive compatible if, under that mechanism, the dominant strategy

for all agents is to tell the truth about their preferences (often referred to as their types).

8Note that this notion of dominance among strategies is different from the dominance among deals
discussed earlier.

9In fact, mechanism design is concerned with the more general problem of producing collective (social)
choice based on revealed preferences of individuals [Mas-Colell et al., 1995].
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This is a powerful concept, since by guaranteeing incentive compatibility, mechanism

designers make sure agents cannot strategically manipulate the outcome by lying about

their types. This property is an example of the stability requirement mentioned earlier

in section 2.2.3. In economics, mechanism design principles are used to design various

negotiation mechanisms, ranging from auctions, to voting, to bilateral bargaining [Mas-

Colell et al., 1995].

2.3.2 Game Theory for Automated Negotiation

Game theory offers a very powerful tool for studying and engineering strategic interac-

tion among self-interested computational agents in general, and to automated negotiation

in particular [Binmore and Vulkan, 1997]. Recall that game theory can be applied to

study and engineer both the strategies as well as the mechanism.10 The field of com-

putational mechanism design [Dash et al., 2003] uses mechanism design techniques in

order to construct mechanisms for allocating resources in multi-agent systems. In what

follows, I survey some of the most influential uses of game theory in studying automated

negotiation.

A Domain Theory for Automated Negotiation

Perhaps the most seminal work on the use of mechanism design to study automated ne-

gotiation is by Rosenschein and Zlotkin [1994]. The authors present a domain theory for

automated negotiation, distinguishing between three different domains:

1. Task-oriented domains: domains involving the division of tasks to execute; the

utility function measured in terms of the costs associated with different task alloca-

tions; each agent tries to minimise the cost of the tasks it has to execute.

2. State-oriented domains: domains involving a joint decision about what state agents

will achieve; the utility function is measured in terms of preference over states that

result from different deals; each agent tries to get to a more preferable state to itself.

3. Worth-oriented domains: domains involving a joint decision about what goals to

10Note that a ‘game’ in game theory does not necessarily have to be a negotiation game. Game theory is
concerned with strategic multi-party decision-making in general. Hence, game theory can be used to study
interaction that do not involve resource allocation, such as strategic decisions in war time and in law cases.
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achieve; the utility function is measured in terms of the number of goals each deal

achieves; each agent tries to achieve as many goals as possible.

The authors use concepts from game theory and mechanism design theory in order to

study agent strategies in different domains, and under different mechanisms. The au-

thors are particularly interested in designing (centralised) mechanisms that produce an

outcome (e.g. an allocation of tasks, or a state to reach) based on the information agents

reveal about themselves (e.g. the set of tasks they each have to execute, or their pref-

erences over states). The authors show that, in certain situations, an agent can benefit

from strategic manipulation, for example by lying about the tasks it has to perform, or

about its preferences over states. This analysis was then used in order to design incen-

tive compatible mechanisms, i.e. mechanisms that force agents to be truthful. However,

such mechanisms are restricted by certain conditions. For example, the authors were able

to construct incentive compatible mechanisms when agents have incomplete information

about each other’s preferences over states, but not when they have incomplete information

about each other’s goals.

Mechanisms for Combinatorial Auctions

Sandholm [2002a] used game-theoretic techniques in order to construct eMediator, an

electronic commerce server that uses algorithmic and game-theoretic techniques to allo-

cate resources among multiple agents. eMediator includes the eAuctionHouse, a config-

urable auction server that can handle a number of combinatorial auctions and exchanges;

and the eCommitter, a contract optimiser that determines the optimal contract price and

decommitting penalties for the different parties, taking into account that agents may de-

commit strategically. The author is concerned with achieving optimal outcomes using a

mechanism that ensures agents do not deviate from the desired strategies. In related work,

Sandholm [2002b] presents an algorithm for optimal winner determination in combina-

torial auctions (auctions where bidders can bid on combinations of items). Conitzer and

Sandholm [2002] explore viewing the mechanism design problem itself as a computa-

tional problem, and present algorithms that produce preference aggregation mechanisms

at run-time, given a particular setting.



2.3. GAME-THEORETIC APPROACHES TO NEGOTIATION 23

2.3.3 Limitations of Game Theory

An adequate evaluation of game theory is beyond the scope of this thesis. Therefore, I

focus my discussion on issues relevant to automated negotiation, and particularly to the

topic of this thesis.

In game-theoretic analysis, researchers usually attempt to determine the optimal strat-

egy by analyzing the interaction as a game between identical participants, and seeking its

equilibrium [Harsanyi, 1956, Rosenschein and Zlotkin, 1994, von Stengel, 2002]. The

strategy determined by these methods can sometimes be made to be optimal for a par-

ticipant, given the game rules, the assumed payoffs, and the goals of the participants,

and assuming that the participants have no knowledge of one another not provided by

introspection. Assuming further that participants behave according to the assumptions of

rational-choice theory [Coleman, 1990], then this approach can guide the design of the in-

teraction mechanism itself, and thus force such agents to behave in certain ways [Varian,

1995].

Classical game theory assumes, among other things, that agents:

1. have unbounded computational resources,

2. have complete knowledge of the outcome space, and

3. are optimisers of utility in the sense of rational-choice theory,

From a computational perspective, these assumptions imply unrealistic assumptions about

the negotiating software agents.

The first assumption implies that no computation or communication cost is incurred

in order to reach a deal. In most realistic computational environments, however, this as-

sumption fails due to the limited processing and communication capabilities of informa-

tion systems. The size of the set of possible deals grows exponentially with the number

of attributes and attribute values. Calculating and evaluating all of these may require

more time and computation than can be afforded. Similarly, in a bargaining encounter,

exchanging every possible offer may be impractical, given time and communication band-

width limitations. Classical game-theoretic models do not provide a way to account for

these costs and study their impact on strategic decisions.
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The second assumption implies that not only does the software agent have unbounded

computational resources to evaluate every possible resource allocation, but it also has all

preference information needed to perform such evaluation. In many domains, however,

it may be impractical for the user to specify its complete preference information to the

agent.11

The third assumption implies that agents always make decisions that optimise their

utility. Game theory requires this because an agent must first reason about the “optimal”

strategy of the opponent before deducing the best response to that strategy. However,

software agents may be resource-constrained (as discussed above), altruistic, malicious,

or simply badly-coded, so that participant behaviour may not conform to the assump-

tions of rational choice theory. Hence, if game theory’s predictions are inaccurate, its

prescriptive advice becomes unreliable.

Game theory can also be critiqued from a “software-engineering” point of view.

Game theory is normative since it is concerned with what constitutes an optimal deci-

sion given a game description. Hence, classical game theory has nothing to say about

how to implement agents that reason optimally.

It is worth pointing out that an emerging sub-area of game theory, termed evolution-

ary game theory [Samuelson, 1998], is concerned with some of the limitations discussed

above. Evolutionary game theory relaxes the assumption of unbounded rationality. In-

stead of calculating optimal strategies, games are played repeatedly and strategies are

tested through a trial-and-error learning process in which players gradually discover that

some strategies work better than others. However, other assumptions, such as the avail-

ability of a preference valuation function, still hold. Another attempt is the modelling of

“bounded rationality” by explicitly capturing elements of the process of choice, such as

limited memory, limited knowledge, approximate preferences (that ignore minor differ-

ence between options) etc. [Rubinstein, 1997]. These frameworks are primarily aimed at

producing models that better explain and predict human behaviour in real economic and

social scenarios. Their insight into the building of multi-agent systems requires further

exploration and is relevant to heuristic approaches discussed in the next section.

11Elicitation of user preferences for automated negotiation has been addressed in recent work by Luo
et al. [2003a].
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2.4 Heuristic-based Approaches to Negotiation

When agent designers relax some of the assumptions of game theory, particularly regard-

ing unbounded rationality, they immediately fall outside the region of predictability of

classical game-theory. This implies that analytical results (e.g. about optimal strategies)

become hard to achieve. Instead, approximate strategies (or heuristics) must be devised.

Heuristics are rules of thumb that produce good enough (rather than optimal) outcomes.

For heuristic approaches, experimentation through simulation becomes a more viable op-

tion for studying the properties of different strategies. The support for a particular heuris-

tic is usually based on empirical testing and evaluation in comparison with other heuristics

[e.g., Faratin, 2000, Kraus, 2001]. In general, these methods offer approximations to the

decisions made according to game-theoretic studies. The heuristic approach has been ap-

plied both to bargaining mechanisms as well as auction-based mechanisms. In the next

section, I survey some major frameworks in each category.

2.4.1 Heuristics for Automated Negotiation

Heuristics for Bargaining

A number of heuristic methods have been employed in a “service-oriented” negotiation

framework presented by Faratin, Sierra and Jennings in a number of papers [see Faratin,

2000, Sierra et al., 1997]. In this framework, different heuristic decision functions are

used for evaluating and generating offers in multi-attribute negotiation [Faratin et al.,

1998]. Instead of exploring all possible deals, agents exchange offers based on heuristic

functions that depend on time deadlines and resource availability. Moreover, in order to

improve the convergence to a deal, the authors present a method that enables an agent to

generate offers that are “similar” to previous offers made by its negotiation counterpart

[Faratin et al., 2002] (where, “similarity” representation is based on fuzzy-logic tech-

niques [Zadeh, 1971]). The intuition is that such offers are more likely to be accepted by

the counterpart.

Kowalczyk and Bui [2001] present a negotiation model with decision procedures

based on distributed constraint satisfaction [Yokoo, 1998]. This enables agents to use

heuristics used in the constraint satisfaction literature in order to improve the process of

generating and evaluating offers. This framework was later extended to allow for multiple
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concurrent negotiations [Rahwan et al., 2002] and to accommodate fuzzy (as opposed to

“crisp”) constraints [Kowalczyk, 2000]. The idea of using fuzzy constraint satisfaction is

further investigated by Luo et al. [2003b].

Kraus [2001] presents a negotiation framework based on Rubinstein’s model for alter-

nating offers [Rubinstein, 1982]. The framework has been used to solve data-allocation,

resource-allocation and task-distribution problems, and was verified via empirical simu-

lation and (to a certain extent) related analytically to game-theoretic concepts. In related

work, Fatima et al. [2004a, 2002, 2001] studied the influence of information and time

constraints on the negotiation equilibrium in a particular heuristic model.

The Trading Agent Competition

Another example of the use of heuristics in negotiation is the Trading Agent Competi-

tion12 (TAC): an annual competition, which involves multiple competing agents bidding

in simultaneous auctions. I discuss TAC–02 as an example.

Eight agents participated in each TAC–02 game. Each agent performed the role of

a travel agent attempting to provide booking for eight clients travelling from TACtown

to Tampa and back during a five-day period. Each client was characterised by a random

set of preferences for arrival and departure dates, hotels and entertainment tickets. Utility

was gained by purchasing a complete package and was calculated based on comparison

with the corresponding client’s preferences. Package constituents were sold in separate

simultaneous auctions, each with certain price dynamics. Airline tickets were sold in

single round continuous auctions with biased random pricing that was more likely to

increase. Hotel bookings were sold in ascending English auctions clearing every minute,

while entertainment tickets were traded in continuous double auctions. The score of an

agent was the difference between the total utility gained for its clients and the agent’s

expenditure.

TAC represents a real challenge for automated negotiation, where game-theoretic

techniques fail. This is mainly due to the complexity of the problem and the time limita-

tions. Agents participate in 28 different auctions over a period of 12 minutes. Each agent

has to solve a combinatorial assignment problem, where goods must be packaged into

12An overview of TAC has been presented by Greenwald [2003].
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bundles. Moreover, agents’ bidding behaviour must be strategic, taking into account the

strategies of other agents in order to decide when to buy and how much to bid. A conse-

quence of these complications is that ‘there is no known way to compute the best course

of action’ [Eriksson and Janson, 2002]. TAC–02 participants used techniques ranging

from Linear Programming for finding optimal bundles, to Machine Learning for mod-

elling other agents’ behaviours, to Genetic Algorithms for evolving adaptive strategies.

2.4.2 Limitations of Heuristic Approaches

Heuristic methods do indeed overcome many of the shortcomings of game-theoretic ap-

proaches. However, they also have a number of disadvantages [Jennings et al., 2001].

Firstly, the models often lead to outcomes that are sub-optimal because they adopt an

approximate notion of rationality and because they do not examine the full space of pos-

sible outcomes. And secondly, it is very difficult to predict precisely how the system and

the constituent agents will behave. Consequently, the models need extensive evaluation

through simulations and empirical analysis.

Another limitation of heuristic approaches is that, like game-theoretic approaches,

they assume that agents know what they want. In other words, agents have a precise and

correct way of calculating the quality of the negotiation outcome (usually using numerical

utility functions). As I shall argue in depth in the following section, this requirement

cannot always be satisfied, in which case alternative techniques would be needed.

2.5 Argumentation-based Approaches to Negotiation

Recall from section 2.2.3 that one of the desirable properties of a negotiation mechanism

is flexibility: the ability to lead to agreement even if agents did not have complete and

correct private information in relation to their own decisions and preferences. In the next

subsection, I will argue that existing game-theoretic and heuristic approaches do not sat-

isfy this property. Then, I will show how an emerging family of negotiation frameworks,

based on the notion of argumentation, has the potential to overcome this limitation. Such

frameworks have been termed argumentation-based negotiation (ABN) frameworks.13

13The review presented in this section is a summarised version of a more comprehensive survey [Rahwan
et al., 2003b].
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2.5.1 A Closer Look at Game-Theoretic and Heuristic Models

Game-theoretic and heuristic approaches to automated negotiation mostly assume that

agents’ utilities or preferences are completely characterised prior to the interaction. Thus

an agent is assumed to have a mechanism by which it can assess and compare any two

proposals. This may be easy, for example, when the utility of the negotiation object is

defined in terms of a monetary value, such as the charging rate of a telephone call. An

agent can compare proposals of two telephone service providers by simply comparing

how much they charge per minute. However, in more complex negotiation situations,

such as trade union negotiations, agents may well have incomplete information which

limits this capability. Thus, agents might:

– lack some of the information relevant to making a comparison between two poten-

tial outcomes,

– have limited resources preventing them from acquiring such information,

– have the information, but lack the time needed to process it in order to make the

comparison,

– have inconsistent or uncertain beliefs about the environment,

– have unformed or undetermined preferences (e.g. about products new to them), or

– have incoherent preferences.

A wealth of the situations described above exist in the human negotiation world. For

example, consumers form their preferences based on information available to them. They

acquire and modify their preferences as a result of interaction with the environment and

other consumers [Lilien et al., 1992]. Advertising capitalises on this idea, and can be

seen a process of ‘argumentation’ in which marketers attempt to persuade consumers to

change their preferences among different products [Slade, 2002].

Information relevant to making preferential decisions in negotiation may also be lack-

ing in a multi-agent software system. For example, the user may not have specified a

complete set of preferences to the agent acting on his/her behalf, or may have specified
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incorrect or incoherent preferences to the agent.14 Another example is that of a trading

agent that has uncertain beliefs about the market in which it is trading.

Among humans, the processes of acquiring information, resolving uncertainties and

revising preferences often take place as part of the negotiation process itself. A reasonable

question to ask is: can computational agents benefit from acquiring and revising their

preferences during negotiation? For game-theoretic and heuristic frameworks, the answer

is mostly “No” for the following reasons:

– In most game-theoretic and heuristic models, agents exchange proposals (i.e. po-

tential agreements or potential deals). This, for example, can be a promise to pur-

chase a good at a specified price in an English auction, a value assignment to multi-

ple attributes in a multi-dimensional auction [Wurman, 1999], or an alternate offer

in a bargaining encounter [Larson and Sandholm, 2002]. Agents are not allowed to

exchange any additional information other than what is expressed in the proposal

itself.

– Agents’ preferences over proposals are assumed to be proper in the sense that they

reflect the true benefit the agent receives from satisfying these preferences. For

example, an agent attempting to purchase a car might assign a high value to a

particular brand based on a false belief that this brand makes safer cars than other

brands. In this case, the preferences do not properly reflect the agent’s actual gain

if it was to purchase that car.

– Game-theoretic and heuristic approaches assume that agents’ utilities or prefer-

ences are fixed. A rational agent would only modify its preferences upon receipt of

new information, and traditional automated negotiation mechanisms do not facili-

tate the exchange of such information.

Against this background, argumentation-based approaches to negotiation attempt to over-

come the above limitations by allowing agents to exchange additional information, or to

“argue” about their beliefs and other mental attitudes during the negotiation process.

14This is exemplified in the trip organisation scenario I presented in Chapter 1.
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2.5.2 Arguments in Negotiation

In the context of negotiation, I view an argument as a piece of information that may allow

an agent to [Jennings et al., 1998b]:

1. justify its negotiation stance; or

2. influence another agent’s negotiation stance.15

Justifications allow agents to give each other useful “hints” during negotiation. Con-

sider the following example dialogue:

BUYER: I would like to rent a car for 4 days please.

SELLER: I can offer you a 2003 Volv model for $400.

BUYER: I’ve got a limited budget of $200. What’s the best you can do?

In this case, instead of providing a mere rejection of the seller’s proposal, the buyer also

provides a justification for a rejection, or a critique of the proposal. The seller should

now avoid proposing any car that costs more than $200.

Arguments can also allow an agent to influence another agent’s preferences by pro-

viding the latter with new information. This may make it possible to change the other

agent’s preferences, or its perception of the negotiation space itself. The following dia-

logue exemplifies a case of preference change:

BUYER: I would like to rent a car for 4 days please.

SELLER: I can offer you a 2003 Volv model for $400.

BUYER: That is too much!

SELLER: But you will not find anything cheaper in the market, because it’s a holi-

day season!

2.5.3 Elements of ABN Mechanisms

While resource allocation mechanisms have a precise meaning in game-theory and eco-

nomics [Varian, 1995], there is no agreed upon approach to characterising ABN mecha-

nisms. However, it is instructive to develop such a framework so that the essential com-

15Though useful for my purpose here, this definition of an argument is contentious. A monotonic agent
would never change its stance no matter what arguments were presented.
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ponents that are needed to conduct automated negotiation, and consequently their associ-

ated challenges, can be clearly identified. In this section, I outline those elements that I

consider essential in the design of an ABN framework. This helps give structure to my

discussion of existing ABN frameworks, and enables me to identify the ABN landscape

and some major open research questions in the field. As a side objective, I also hope to

enable the reader to appreciate the nontrivial challenges involved in constructing ABN

frameworks.

Communication Language and Domain Language

Negotiation is, by definition, a form of interaction between agents. Therefore, a negoti-

ation framework requires a language that facilitates such communication [Labrou et al.,

1999]. Elements of the communication language are usually referred to as locutions or

utterances or speech acts [Searle, 1969, Traum, 1999]. Game-theoretic or heuristic-based

negotiation mechanisms normally include locutions such as propose for making pro-

posals, accept for accepting proposals, and reject for rejecting proposals.

In ABN frameworks, agents need richer communication and domain languages to

be able to exchange meta-level information (i.e., information other than that describing

deals, proposals, rejections etc.). Table 2.2 shows the main distinguishing features be-

tween ABN and non-ABN frameworks with respect to the communication and domain

languages.

Non-ABN Frameworks ABN Frameworks
Domain Language Expresses proposals only

(e.g. by describing products
available for sale).

Expresses proposals as well
as meta-information about the
world, agent’s beliefs, prefer-
ences, goals etc.

Communication
Language

Locutions allow agents to
pass call for bids, propos-
als, acceptance and rejec-
tion etc.

In addition, locutions al-
low agents to pass meta-
information either separately
or in conjunction with other
locutions.

Table 2.2: ABN vs. Non-ABN w.r.t Domain and Communication Languages

In multi-agent systems, two major proposals for agent communication languages

have been advanced, namely the Knowledge Query and Manipulation Language (KQML)
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[Mayfield et al., 1996] and the Foundation for Intelligent Physical Agents’ Agent Com-

munication Language (FIPA ACL) [FIPA, 2001]. FIPA ACL, for example, offers 22

locutions. The contents of the messages can be in any domain language. The locution

inform(a, b, ϕ, L), for example, allows agent a to inform another agent b of statement

ϕ which is in language L. Other locutions exist allowing agents to express proposals for

action, acceptance and rejection of proposals, make various queries about time and place,

and so on. FIPA ACL has been given semantics in the form of pre- and post-conditions

of each locution. This semantics is based on speech act theory, due to a philosopher of

language, John Austin [Austin, 1962] and his student John Searle [Searle, 1969], in which

a locution is seen as an action that affects the world in some way.

While FIPA ACL offers the benefits of being a more or less standard agent commu-

nication language, it fails to capture all utterances needed in a negotiation interaction.

For example, FIPA ACL does not have locutions expressing the desire to enter or leave a

negotiation interaction, to provide an explicit critique to a proposal or to request an argu-

ment for a claim. While such locutions may be constructed by injecting particular domain

language statements within FIPA ACL locutions, the semantics of these statements fall

outside the boundaries of the communication language. Consider the following locution

from the framework presented by Kraus et al. [1998]:

Request(j, i,Do(i, α),Do(i, α) → Do(j, β))

In this locution, agent j requests that agent i performs action α and supports that request

with an argument stating that if i accepts, j will perform action β in return. For the locu-

tion to properly express a promise, agent j must believe that action β is desired by agent

i. If, on the contrary, j believes β is undesirable to i, the same locution might deter i

from executing α, and can be seen as a threat. The locution Request, however, does not

include information that conveys this distinction. If protocol designers wish to have ex-

pressive locutions that capture such meaning, they need to provide their own negotiation-

specific locutions which hold, within them, the appropriate semantics of the messages.

For example, Sierra et al. [1998] and Ramchurn et al. [2003] provide explicit locutions

for expressing threats and rewards (e.g. threaten(i, j, α, β) and promise(i, j, α, β)).
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Negotiation Protocol

Given a communication and domain language, a negotiation framework should also spec-

ify a negotiation protocol in order to constrain the use of the language. Here I view

a protocol as a formal set of conventions governing the interaction among participants

[Jennings et al., 2001]. This includes the interaction protocol as well as other rules of the

dialogue.

The interaction protocol specifies, at each stage of the negotiation process, who is

allowed to say what. For example, after one agent makes a proposal, the other agent may

be able to accept it, reject it or criticise it, but might not be allowed to ignore it by making

a counterproposal. The protocol rules might be based solely on the last utterance made,

or might depend on a more complex history of messages between agents.

Other rules that form part of the negotiation protocol may address the following issues

[Jennings et al., 2001, Esteva et al., 2001]:

- Rules for admission: specify when an agent can participate in a negotiation dia-

logue and under what conditions.

- Rules for participant withdrawal: specify when a participant may withdraw from

the negotiation.

- Termination rules: specify when an encounter must end (e.g. if one agent utters

an acceptance locution).

- Rules for proposal validity: specify when a proposal is compliant with some con-

ditions (e.g. an agent may not be allowed to make a proposal that has already been

rejected).

- Rules for outcome determination: specify the outcome of the interaction. In

an auction-based framework, this would involve determining the winning bid(s)

[Sandholm, 2002b]. In argumentation-based frameworks, these rules might enforce

some outcome based on the underlying theory of argumentation (e.g. if an agent

cannot construct an argument against a request, it accepts it [Parsons et al., 1998]).

- Commitment rules: specify how agents’ commitments should be managed, whether

and when an agent can withdraw a commitment made previously in the dialogue,
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how inconsistencies between an utterance and a previous commitment are accounted

for, and so on.

With respect to the interaction protocol, a variety of trends can be found in the ABN

literature. Interaction protocols can be either specified in an explicit accessible format,

or be only implicit and “hardwired” into the agents’ specification. Explicit specification

of interaction protocols may be carried out using finite state machines [e.g. Sierra et al.,

1998, Parsons et al., 1998], or dialogue games16 [e.g. as in Amgoud et al., 2000, Amgoud

and Parsons, 2001, McBurney et al., 2003].

Information Stores

In many ABN frameworks there is a need to keep externally accessible information during

interaction. For example, we might need to store the history of utterances for future ref-

erence or to store information about the reputation of participants [Yu and Singh, 2002,

Rubiera et al., 2001]. Having external information stores also makes it possible to en-

force protocol-related behaviours. For example, we may be able to prevent an agent from

denying a promise it has previously made.

One type of information store that is common in the argumentation literature is the

commitment store. Commitment stores were initially conceived by Hamblin [1970] as a

way of tracking the claims made by participants in dialogue games. Hamblin’s notion of

commitment store has been influential in later work on dialogue games, both in philos-

ophy and in multi-agent systems, although the notions of commitment used sometimes

differ. In the work on the philosophy of dialogue [e.g. Walton and Krabbe, 1995] the

focus is on action commitments, i.e., promises to initiate, execute or maintain an action

or course of actions. Commitments to defend a claim if questioned, called propositional

commitments, are viewed as special cases of such action commitments by these authors.

In the multi-agent systems literature the concern is usually with action commitments,

where the actions concerned are assumed to take place outside the agent dialogue. For

16Dialogue games are interactions between two or more players, where each player makes a move by
making some utterance in a common communication language, and according to some pre-defined rules.
Dialogue games have their roots in the philosophy of argumentation [Aristotle, 1928, Hamblin, 1970]. They
have been used in legal applications of artificial intelligence [Bench-Capon et al., 1991, Gordon, 1993,
Prakken and Sartor, 2001] and more recently to specify protocols in multi-agent systems [Amgoud et al.,
1998, Parsons and Jennings, 1996, Dignum et al., 2000].
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example, one agent may commit to providing a specified product or service to another

agent.

Commitment stores should not be confused with the interaction history, which only

records the sequence of utterances during the whole interaction.17 While the latter only

form a passive storage of “unprocessed” utterances, commitments in commitment stores

have more elaborate consequences. For example, when an agent asserts a proposition

p, it may not only be committed to believe that p holds, but also to defending that p

holds (if challenged), not denying that p holds, giving evidence that p holds, and so on

[Walton and Krabbe, 1995]. Another difference of commitment stores in comparison with

interaction histories is that commitment stores have specific commitment rules governing

the addition and removal of statements to which the agent is committed. One rule may

specify, for example, that if the agent retracted a previously asserted claim, it must also

retract every claim based on the former via logical deduction. Another relevant concept

is that of pre-commitment proposed by Colombetti [2000]. A request pre-commits the

utterer in the sense that the utterer will be committed in case the hearer accepts the request.

Commitment stores enable us to capture such pre-commitments. The tricky problem of

retraction is discussed at length (though not solved) by Walton and Krabbe [1995].

Some of the key questions that need to be addressed in an ABN framework are: Under

what conditions should an agent be allowed to retract its commitments and how would

this affect the properties of dialogues? Under what conditions should an agent be forced

to retract its commitments to maintain consistency? While many of these questions are

being investigated in the multi-agent dialogue literature in general [Maudet and Chaib-

draa, 2003], there are issues specific to negotiation dialogues. In particular, commitments

to providing, requesting, and exchanging resources may require different treatments from

commitments in other types of dialogues, such as persuasion or information seeking.

2.5.4 Elements of ABN Agents

I refer to an agent involved in negotiation interactions which largely depend on exchang-

ing proposals, such as auction-based and bargaining agents, as a classical negotiating

17Sierra et al. [1998] use the term negotiation thread, while Sadri et al. [2001b] use the term dialogue
store.
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agent. This agent, sketched in Figure 2.1,18 needs to have a locution interpretation com-

ponent, which parses incoming messages. These locutions usually contain a proposal, or

an acceptance or rejection message of a previous proposal. They might also contain other

information about the interaction, such as the identity of the sender (especially in the case

of multi-party encounters). Acceptance messages usually terminate the encounter with a

deal. A proposal may be stored in a proposal database for future reference. Proposals (or

rejections) feed into a proposal evaluation and generation component, which ultimately

makes a decision about whether to accept, reject or generate a counterproposal, or even

terminate the negotiation.19 This finally feeds into the locution generation component

which sends the response to the relevant party or parties. A more sophisticated classical
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Figure 2.1: Conceptual Elements of a Classical Negotiating Agent

agent may maintain a knowledge base of its mental attitudes (such as beliefs, desires,

preferences, and so on [Wooldridge, 2002]), as well as models of the environment and

the negotiation counterpart(s). This knowledge may be used in the evaluation and gen-

eration of proposals by judging the validity and worth of proposals made (for example,

by verifying whether proposals are actually feasible and do not conflict with the current

observations of the environment). Moreover, the knowledge base may be updated in the

light of new information. However, the updates that can be made are somewhat limited

because the only information usually available to the agent during the interaction is:

18This model is not meant to be an idealisation of all existing models in the literature, but rather a useful
abstraction for understanding and comparison.

19Note that the way components operate is constrained by the negotiation protocol. For example, in
English auctions, which are highly asymmetrical, only one agent usually receives bids while others only
generate them. In bargaining models [e.g. Kowalczyk and Bui, 2001], however, the protocol tends to be
symmetrical, allowing both agents to evaluate and generate proposals.
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1. Proposals (or bids) from the counterpart or a competitor.

2. A message rejecting a proposal initially made by the agent.

3. Other observations from the environment (e.g. a manufacturing plant agent bidding

for raw material may monitor customer demand changes and bid accordingly).

The agent may be able to infer certain things from this information. For example,

by receiving a rejection the agent may infer that the counterpart does not rate certain

attribute/value assignments highly. Similarly, by receiving a proposal (or by observing the

proposal of another competing bidder) the agent might infer attribute values that appeal

to the counterpart (or competitor), which can then guide his own bargaining or bidding

strategy.20

In contrast with a classical negotiating agent, richer meta-level information can be ex-

plicitly exchanged between the ABN agents (see Figure 2.2).21 This, in turn, can have a

direct effect on the agent’s knowledge base. Therefore, in addition to evaluating and gen-

erating proposals, an agent capable of participating in argument-based negotiation must

be equipped with mechanisms for evaluating arguments (and updating the mental state

accordingly) and for generating and selecting arguments. If the locution contains an ar-

gument, an argument evaluation or interpretation mechanism is invoked which updates

the agent’s mental state accordingly. This may involve updating the agent’s mental at-

titudes about itself and/or about the environment and the counterparts. Now, the agent

can enter the proposal evaluation stage in the light of this new information. Note that

at this stage, not only does the agent evaluate the most recent proposal, but it can also

re-evaluate previous proposals made by its counterparts; these proposals are stored in the

proposal database. This is important since the agent might (intentionally or otherwise) be

persuaded to accept a proposal it had previously rejected.

As a result of evaluating proposals, the agent may generate a counterproposal, a re-

jection, or an acceptance. In addition, however, a final argument generation mechanism

is responsible for deciding what response to actually send to the counterpart, and what

20Similar issues have been investigated in the study of signalling in game-theory [Spence, 1974].
21The actual way in which ABN agents are designed or implemented may differ from the above. For

example, the agent might perform certain operations in a different order, or might combine or further decom-
pose certain functionalities. Therefore, Figure 2.2 is to be taken in the abstract sense and should not be seen
as a prescriptive account of what ABN agents must precisely look like.
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Figure 2.2: Conceptual Elements of an ABN Agent (the dashed lined boxes represent the
components necessary for ABN agents in additional to those of a classical negotiating
agent).

(if any) arguments should accompany the response. For example, the proposal evaluation

and generation component might decide that a proposal is not acceptable, and the argu-

ment generation mechanism might accompany the rejection with a critique describing the

reasons behind the rejection. Such arguments might also be explicitly requested by the

other party or even enforced by the protocol. Note that an agent may also choose to send a

stand-alone argument (that is, not necessarily in conjunction with a proposal, acceptance

or rejection).

At times, there might be a number of potential arguments that the agent can send.

For example, in order to exert pressure on a counterpart, an agent might be able to either

make a threat22 or present a logical argument supporting some action. Deciding on which

argument to actually send is the responsibility of an argument selection mechanism. Fi-

nally, this information is given to the locution generation mechanism which places this

information in the proper message format and utters it.

In summary, in addition to evaluating and generating proposals and locutions, an ABN

agent must be able to:

1. evaluate incoming arguments and update its own mental state accordingly,

22Promises and threats have also been studied in evolutionary game theoretic models [Samuelson, 1998].
For example, by punishing noncooperative moves by its opponent, an agent sends an indirect threat for future
iterations of the game. However, such threats and rewards span over multiple, complete iterations of the same
encounter, rather than being part of a single encounter.
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2. generate candidate outgoing arguments, and

3. select an argument from the set of candidate arguments.

In the next subsections, I consider each of these features in more detail.

Argument and Proposal Evaluation

Argument evaluation is a central topic in the study of argumentation and has been studied

extensively by philosophers at least from the days of Aristotle [Aristotle, 1928, Hitch-

cock, 2002]. In Artificial Intelligence, argument evaluation and comparison has been

applied, for example, in internal agent deliberation [Kakas and Moraitis, 2003], in legal

argumentation [Prakken and Sartor, 2001] and in medical diagnosis [Krause et al., 1995,

Fox and Parsons, 1998].

In negotiation, it is crucial to distinguish between two types of considerations in ar-

gument evaluation:

Epistemic Considerations: If two agents are reasoning about what is true in the world

(i.e., if they are conducting epistemic reasoning23), then it makes sense for them to adopt

a more-or-less “objective” convention that is not influenced by their individual desires.

For example, whether it is sunny outside should not be influenced by whether participants

want it to be sunny, but rather only by the material evidence available. An argument may

be seen as a tentative proof for some conclusion. Hence, an agent, or a set of agents, may

evaluate arguments based on some objective convention that defines how the quality of a

proof is established. This may be done, for example, by investigating the correctness of its

inference steps, or by examining the validity of its underlying assumptions. For example,

Elvang-Gøransson et al. [1993b] propose a classification of arguments into acceptability

classes based on the strength of their construction. Arguments may also be evaluated

based on their relationships with other arguments. For Dung [1995], for instance, an

argument is said to be acceptable with respect to a set S of arguments if every argument

attacking it is itself attacked by an argument from that set.

23I.e. reasoning relating to, or involving knowledge, also sometimes referred to as theoretical reasoning.
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Motivational Considerations: Agents participating in negotiation are not concerned

with establishing the truth per se, but rather with the satisfaction of their needs (or de-

sires). For example, an agent’s desire to hang a picture may be motivated by the desire

to enjoy its colours. If such motivations are purely internal to the agent and cannot be

articulated, then they cannot be subject to critical discussion and hence cannot be argued

about. I refer to such kinds of criteria as motivational. Negotiation dialogues require

agents to evaluate deals using motivational criteria, while evaluating the context of their

decisions based on objective epistemic criteria.

Note that by using the term “objective” to describe conventions governing epistemic

reasoning, I do not mean that agents’ epistemic reasoning corresponds to the actual truth.

Instead, the term “objective” is meant to denote that beliefs are subject to critical scrutiny

by other agents according to some common convention that defines “correct reasoning.”

After all, beliefs have a subjective element that may be influenced by agent’s biases, by

the reasoning mechanism used, or by the reliability of the information sources upon which

reasoning is based.

Negotiation must take into account objective as well as subjective epistemic aspects.

For example, a potential airline traveller may perceive a particular airline as unsafe, while

the staff of the airline itself may consider it to be safe. Presumably such a difference

in perceptions may be resolved with recourse to objective criteria (if any can be agreed)

regarding relative crash statistics, deaths-per-mile-flown on different airlines etc. But

if, for example, potential travellers perceive a particular airline as unsafe compared to

other airlines, despite objective evidence showing the airline to be safer than others, this

perception may inhibit them from flying the airline anyway. The marketing team of the

airline concerned, in trying to persuade potential travellers to fly with it, will have to

engage in dialogue with potential customers on the basis of those customers’ subjective

perceptions, even though such perception may be false. For the marketers to ignore such

mis-perceptions risks the dialogue terminating without the potential customers flying the

airline.

In summary, negotiating agents need to perform objective epistemic argument evalu-

ation as part of their subjective motivational proposal evaluation. Moreover, they need to

consider each others’ subjective epistemic biases in order to effectively reach an agree-
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ment.

Argument Generation and Selection

Another central problem in the study of argumentation is that of argument generation and

selection [Zukerman et al., 1998]. The first part of this problem is concerned with generat-

ing candidate arguments to present to a dialogue counterpart. In negotiation, arguments

are usually sent in order to entice the counterpart to accept some proposed agreement.

Hence, argument and proposal generation are closely related processes.

Related to the problem of argument generation is that of argument selection. The

question of argument selection is as follows: given a number of candidate arguments an

agent may utter to its counterpart, which one is the “best” argument from the point of

view of the speaker?

Note that argument selection may take place in conjunction with argument generation.

An agent need not generate all possible arguments before it makes a selection of the

most suitable one. Instead, the agent may only concern itself with the generation of the

most suitable argument itself. In other words, the agent might prune the set of candidate

arguments during the process of argument generation. Whether or not this is possible,

of course, depends on the nature of the argumentation framework underlying the agent’s

reasoning.

2.6 Extant Frameworks for Argument-Based Negotiation

In the previous section, I presented a general view of the elements that form a comprehen-

sive argumentation-based negotiation framework. I also discussed the essential compo-

nents (or computational mechanisms) needed by agents capable of engaging in ABN. In

this section, I review a number of the most prominent argument-based negotiation frame-

works that have been proposed to date.24 Specifically, I explain the general ideas behind

each framework and then relate them to the conceptual sketch presented above.

24The order in which the frameworks are reviewed is based on convenience and is not significant in any
way.
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2.6.1 Kraus, Sycara and Evenchick

The work by Kraus et. al builds upon a number of papers on the PERSUADER system

developed by Sycara [Sycara, 1985, 1990, 1992]. The PERSUADER is an agent that aims

to settle labour negotiations between a union agent and a company agent using persuasive

argumentation. The author presents persuasive argumentation as a means to change an

opponent’s perceptions, goals and constraints using a number of techniques such as case-

based reasoning, preference analysis, and a number of heuristics that help in generating

proposals and arguments during negotiation. The framework relies on the construction

of hierarchical goal structures and attempts to reconcile them [Sycara, 1990]. However,

from the descriptions given, it is not apparent how the framework, which mostly describes

the reasoning of a single agent mediating negotiation among human opponents, could be

extended to (artificial) multi-agent systems. To this end, a successor of the PERSUADER

was introduced by Kraus et al. [1998]. This framework presents argumentation as a mech-

anism for achieving cooperation between BDI (belief, desire, intention) agents [Rao and

Georgeff, 1995]. Hence, the domain language is a multi-modal language with modali-

ties for beliefs, desires, goals, preferences, intentions and so on. The authors claim that

their model can characterise negotiation in which an agent causes another to add a new

intention, retract an existing intention, or change its preferences.

The authors present a number of argument types that can be used by the negotiating

agents. These arguments are drawn from work in the psychology of persuasion [O’Keefe,

1990, Pruitt, 1981, Karlins and Abelson, 1970]. The common types of arguments taken

into account are: threats, promises, appeal to past promises, appeal to precedents, appeal

to prevailing practice, and appeal to self-interest (to convince the persuadee that taking

this action will enable the achievement of an important goal).

There are no specific illocutions supplied to describe threats, rewards or appeals, but

these are expressed using other primitives. For example, in the formula ¬[t1, Do(i, α)] →

[t2, Do(j, β)], agent j threatens to perform β at time t2 if agent i did not perform α at t1.

The interaction protocol rules are expressed implicitly in the agent programs and

agent designers are assumed to conform to them. There is no external mechanism for en-

forcing such rules, and there is no notion of public commitment, or of the consequences

of violating commitments. One problem with this approach is that it becomes difficult to
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verify properties of the protocol independently of the internal specification of agents in

the system.

Argument generation and selection is based on ad-hoc rules. By means of an illus-

tration, what follows is an informal description of the threat-generation rule for agent

i:

IF

A request has been sent to agent j to perform action α &

j rejected this request & j has goals g1 and g2 & j prefers g2 to g1 &

doing α achieves ¬g1 & doing β achieves ¬g2 &

i believes doing β is credible and appropriate

THEN

i requests α again with the following threat:

if you don’t do α, I will do β

If the rule body is satisfied, the corresponding threat will become a candidate argu-

ment. In case of multiple candidate arguments, the agent selects an argument according

to the following argument strength order, with the first being the “weakest” argument: (1)

appeal to prevailing practice; (2) counter example; (3) appeal to a past promise; (4) appeal

to self-interest; (5) promise of future reward; (6) threat.

The intuition is that a negotiator would progress from weak arguments up to the

strongest ones. For example, there is no need to threaten the counter-party if an appeal is

sufficient to persuade him/her to accept a request.

Proposal and argument evaluation makes use of a notion of a collision factor (as-

signed ‘true’ if a requested action conflicts with one of the agent’s own intentions), and a

convincing factor (a value between 0 and 1 assigned through ad-hoc rules). The following

rule describes how to assign a convincing value to an appeal to past promise.

IF The agent believes it has made a promise in the past &

The appeal mentions this promise

THEN The convincing factor is set to 1

ELSE it is set to 0.
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Finally, argument evaluation is also based on the argument’s acceptability value; an inte-

ger calculated by taking a ratio between the case in which the request is accepted and the

case in which it is not.

It is not clear from the paper what happens next. The authors do not explain how

they specify the procedure that takes the above numbers and produces a decision about

whether to accept or reject the request.

Discussion:

In essence, this paper combines heuristics, expressed in terms of ad-hoc rules, with a

simple notion of argument. These heuristics rely on the agent having complete knowledge

of its counterpart’s mental state. If the attitudes of the counterpart are not known, it

is very hard to see how arguments can be generated. As a result, the rules concerning

argument evaluation and generation are very rigid, leaving little room to reasoning under

uncertainty. Moreover, rejection is caused by a contradiction between a request and one

of the persuadee’s goals. This is a very strong assertion since one can imagine situations

where agents reject requests based on their preferences over goals, or simply because they

are not willing to help.

The framework presents a ramping approach to selecting arguments; that is, from

appeals to threats in increasing strength. The basis of this selection rule is that the negoti-

ation would normally start with weak arguments and then proceed to stronger ones. The

rationale is that appeals normally cost less to issue than threats or rewards. This seems

reasonable only if agents were not able to reason about past experience with other agents

or according to information gathered about a persuadee. Otherwise, it would make sense,

for example, to send a threat to an agent known to be non-cooperative together with the

first request, rather than going through all sorts of appeals or rewards.

2.6.2 Sierra, Jennings, Noriega and Parsons

Sierra et al. [1998] present an ABN framework motivated by and demonstrated upon a

scenario in business process management. The communication language contains lo-

cutions of the form locution(sender, receiver, content, time). In addition to locutions

which express offers, requests, acceptance, rejection and withdrawal, the communication

language includes locutions for expressing threats, rewards and appeals. Locutions can
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be nested within one another. For example, the locution

threaten(a, b, notaccept(b, a, time = 24h, t2),

appeal(a, boss of b, b = incompetent,

notaccept(b, a, time = 24h, t2), t3), t1)

means that agent a threatens at time t1 that if agent b does not accept at time t2 to perform

a task in 24 hours, then a will appeal to b’s boss about b’s incompetence by referring to

the fact that b did not accept the 24 hour proposal.

The protocol is specified as a finite state machine, which terminates whenever an

agent utters an accept or withdraw locution. The protocol does not prevent agents from

repeating the same rejected proposal over and over again, resulting in infinite dialogues,

and does not provide rules for checking consistency in the agents’ commitments. For

example, there is nothing in the protocol that prevents an agent from rejecting an offer

that is identical to an offer it made one step earlier.

Argument evaluation and generation is based on authority deduced from a relation

over agent roles. This graph can be used to specify, for each pair of agents, which agent

has higher authority. The authors also propose a way of comparing authority levels of

sets of agents. This can be used to compare arguments involving statements made by

multiple agents. An argument H1 is preferred to another H2 if and only if the authority

level of agents involved in H1 is higher than those in H2. As an example, the authors

define a “conciliatory” agent, which accepts appeal-to-authority arguments regardless of

the content of the justification of the appeal. This means that there would be no difference

between a strong appeal and a weak (or even meaningless) one. While authority seems

to be a useful factor in evaluating arguments in an organisation, it seems unreasonable to

rely solely on it. Despite this limitation, it seems possible to embed particular frameworks

for logic-based argumentation to overcome this problem.

The authors base their specification of conflict resolution on the assumption that in

the business process management domain, authority is the only way of determining the

power of an argument. This is not necessarily true. For example, one agent might simply

be unable to perform the service required, due to resource constraints. This holds even if

the general manager threatened to fire him. If authority was used, then this agent would



46 BACKGROUND

make a commitment that is clearly unachievable. I suggest that a more objective way of

resolving conflicts (namely, logic-based argumentation techniques) needs to be adopted

in order to overcome this problem.

In terms of dialogue strategies (argument generation and selection), the authors de-

fine two simple strategies only. An authoritarian agent always exploits its social power

by threatening whenever possible, while a conciliatory agent always resorts to any ex-

planatory argument if one exists.

2.6.3 Ramchurn, Jennings & Sierra

Ramchurn et al. [2003] build upon the dialogic framework and negotiation protocol of

the framework of Sierra et. al (see previous section). The authors focus on the key mech-

anisms needed to carry out argumentation-based negotiation; that is, argument genera-

tion, selection and evaluation. The approach taken is based on the psychology of persua-

sion, similar to Kraus et. al, whereby arguments can be threats, rewards or appeals. The

framework relies on trust [Ramchurn et al., 2003, Marsh, 1994, Sabater and Sierra, 2002]

and utility maximisation [von Neuman and Morgenstern, 1944] to guide the reasoning of

agents.

The reasoning mechanisms of an agent are given in terms of preconditions and post-

conditions of actions and using two evaluation functions; the function V α : S → [0, 1]

is used by agent α to evaluate the current world state, while EV α : A × S → [0, 1]

evaluates the expected value of the state resulting from executing an action in a particular

state. Agents make proposals that bring them maximum utility. Hence, an agent will only

propose p in state s if the following is true: {EV α(s, p) > V α(s)}. Arguments also have

axiomatic pre-conditions. For example, utterance threaten(α, β, p, th) means that agent

α threatens to carry out threat th if agent β did not accept proposal p. This threat has the

following pre-condition:


















Bα(V β(s) > EV β(s, p)),

Bα(V β(s) > EV β(s, th)),

Bα(V β(δ(s, p)) > V β(δ(s, th)))



















Thus, for an agent α to threaten another agent β, αmust believe that β prefers staying

in the current state to enacting the proposal and that β can be threatened (meaning α
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believes β will prefer to stay in the current state to having the threat effected). Also, α

must believe that the state brought about by the threat is less preferred by β than the state

brought about by the proposal (in the third condition). At the receiving end, the following

axiom describes the post-condition of a threat, whereby β now has a new belief about α’s

preferences.
{

Bβ(Bα(V β(s) > V β(δ(s, th))))
}

The strength value of an argument is calculated using a function SV : A → [0, 1],

which depends on some evaluation over resulting states. A strong argument is more

likely to force the opponent to accept a proposal. However, the stronger an argument is,

the more likely it is to lessen the opponent’s trust in the proponent, which then affects

future cooperation. Thus strong arguments should only be sent, for example, when the

negotiation needs to take place in the shortest time possible, when the proposal has high

utility for the proponent or when it is known that the other partner cannot be trusted to

efficiently reach agreements. Otherwise weaker arguments should be used. The following

(fuzzy) rule exemplifies the encoding of these intuitions. The authors present simulation

results that support a variety of such rules.

RULE 1: if trust is low and utility of the proposal is high

(I need to do X and I don’t trust you)

then send a strong argument

RULE 2: if trust is high and utility of the proposal is low

(I don’t really need to do X and I trust you)

then send a weak argument

Proposal and argument evaluation is based on the evaluation of possible states of

the world given the proposal, the argument and the current state of the world. In case

of a threat, for example, the agent compares the value of the state where the opponent’s

threat has been enacted against the value of the proposal requested by the opponent being

enacted. The evaluation function then chooses the maximum of the two. The authors also

use trust to evaluate whether the agent will actually follow through by enacting its threat

or promise, or it is just “bluffing.”

Discussion:



48 BACKGROUND

This paper is another attempt to reconcile heuristic and argument-based approaches,

in a similar manner to Kraus et al. [1998]. It is an advancement over the earlier framework

of Kraus et al. [1998] since it provides clearer reasoning techniques about arguments in

terms of resulting states. However, the framework described here also shares its main lim-

itation: argument evaluation is solely based on subjective motivational criteria (namely

trust and utility valuation). There is no way for agents to influence each other’s prefer-

ences by arguing about the state of the world. This is because the functions EV and V

are fixed, and preferences are changed only as a result of carrying out actions that change

the resulting state. Another strong assumption is that functions EV and V are assumed

to be complete (that is, defined for all states and all actions).

2.6.4 Parsons, Jennings and Sierra

Parsons et al. [1998] present an ABN framework based on a particular formal theory of

argumentation [Elvang-Gøransson et al., 1993a, Fox et al., 1992, Krause et al., 1995].

The framework was explained in the context of belief-desire-intention (BDI) negotiating

agents and implemented using multi-context systems [Giunchiglia and Serafini, 1994].

Consider the following example from Parsons et al. [1998]. An agent a intending

to hang a picture would produce, after executing its planning procedure, intentions to

acquire a nail, a hammer and a picture. Interactions with other agents are only motivated

in case the agent is not able to fulfil its intentions on its own. Suppose the agent does

not have a nail. This leads the agent to adopt a new intention (we can refer to that as a

sub-intention) to acquire a nail, which may be written Ia(Have(a, nail)). If a believes

that another agent b has a nail, it would generate another sub-sub-intention that b gives

the nail to it, written Ia(Give(b, a, nail)). This triggers a request to be made to agent b in

the form H1 ` Ia(Give(b, a, nail)), where the argument H1 constitutes the sequence of

deductive steps taken to reach the request.25 In general, agent b accepts the request unless

it has a conflict with it. There are two types of conflicts that would cause b to reject the

request:

1. Agent b has a conflicting intention. In argumentation terms, the agent refuses the

25Note that the argument (or plan) may not contain intentions only, but also belief and desire formulae
about the agent and its environment. For example, in the argument H1, agent a may state the assumption
that it believes b has a nail, and so on.
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proposal if it can build an argument that rebuts it.

2. Agent b rejects one of the elements of the argument supporting the intention that

denotes the request. In argumentation terms, the agent refuses the proposal because

it can build an argument that undercuts it.

I shall explain the above two cases using the same picture-hanging example. An example

of the first case is if agent b rejects the proposal because it also needs the nail, say to hang

a mirror; that is, it can build an argument for the intention Ib(¬Give(b, a, nail)). This

argument is based on (among other things) the intention Ib(Can(b, hang(mirror))). An

example of the second case is if, in the plan supporting the intention Ia(Give(b, a, nail)),

agent a made the false assumption that b possesses a nail, written Ba(Have(b, nail)). If b

actually does not have a nail, then it would adopt the intention of modifying that belief,

i.e. Ib(¬Ba(Have(b, nail))). Agents continue through a process of argument exchange,

which may involve recursively undercutting each other’s arguments until a resolution is

reached.

In order for argumentation to work, agents must be able to compare arguments. This is

needed, for example, in order to be able to reject “weak” arguments. Parsons et al. com-

pare arguments by classifying them into acceptability classes based on the strength of

their construction [Elvang-Gøransson et al., 1993b]. If two conflicting arguments belong

to the same class, the authors assume the agent has some capability to perform compar-

isons based on utility analysis. However, they do not specify how this decision procedure

is actually undertaken, nor do they specify the conditions it needs to satisfy.

The model assumes that a record of all inference steps exchanged between agents is

kept. This allows for one agent to use information uttered by another agent in constructing

its own arguments. For example, after one agent states that it intends something, the

counter-party might use that intention in constructing a plan for achieving its own goals

and putting it forward. There is no mechanism for retracting commitments from the

information store.

Discussion:

This framework is relatively expressive, because it enables agents to distinguish their

beliefs, desires, and intentions, and to treat these within a well-established argumenta-
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tion theory. The framework was subsequently developed by Simon Parsons with Leila

Amgoud and Nicolas Maudet [Amgoud et al., 2000]. The extension involves a dialogue-

game protocol to enable dialogues that capture the proof theory of an argumentation logic

based on preferences over beliefs [Amgoud and Cayrol, 1998, 2002]. The protocol in-

volves commitment stores, and locutions for expressing requests, refusals, promises, and

preferences. More recently, the authors started investigating strategic move selection in

persuasive dialogues [Amgoud and Maudet, 2002], as well as in inquiry and information

seeking dialogues [Parsons et al., 2002], but not as yet in negotiation dialogues.

One problem with the framework is that it requires agents to be fully cooperative

and provide complete arguments (that is, complete plans) along with their proposals. As

a result, this approach would not be appropriate in competitive environments in which

agents would prefer to keep their resources to themselves (in case they need them later)

or attempt to get something in exchange for anything they give.

The suitability of the argumentation theory used in this framework is questionable.

In particular, arguments are evaluated based on their acceptability classes or preferences

over beliefs. This means that both frameworks require shared agent preferences over

arguments.26 Hence, while arguments can be evaluated objectively, it is not clear how

subjective motivational criteria, such as desires or preferences over outcomes, can be

applied within the same framework. This is because the theory requires that proposal

evaluation is embedded as part of argument evaluation.

Finally, the authors specify a rule stating that an agent cannot repeat the same move

previously uttered by it or by another agent. The intuition is that this would prevent the

agent from, say, repeating the same question over and over again. This turns out to be

problematic. Suppose a request for p is made by agent A1 to agent A2 followed by a

refusal from A2. A1 might utter a promise to do q in return: promise(p ⇒ q). Suppose

A2 accepts on the basis that q is useful to the achievement of one of its own intentions.

Now A2 cannot refuse this proposal later on, say based on new arguments that render q

useless to it. More work needs to be done on the dynamics of this interaction. Moreover,

we need a more comprehensive account of the conditions under which the dialogues may

be successful or even terminating.

26An attempt to deal with conflicting agent preferences was made [Amgoud and Parsons, 2001], but these
preferences had to be resolved based on agent authority before arguments can be compared.
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2.6.5 Sadri, Torroni & Toni

Sadri, Torroni and Toni present another logic-based approach to argument-based nego-

tiation. Their approach, inspired by Parsons et al. [1998],27 was reported in a series of

papers [Sadri et al., 2001a, Torroni and Toni, 2001, Sadri et al., 2002]. This framework

extends an existing architecture for multi-agent systems [Kowalski and Sadri, 1999] based

on a particular abductive proof procedure for logic programs [Fung and Kowalski, 1997,

Sadri and Toni, 2000]. The idea is to split the proof procedure in such a way as to make

it dialogic (i.e. involving two agents). This is, in essence, the same idea underlying the

work of Amgoud et al. [2000] described above.

Intentions are denoted using the plan(.) predicate. The following expression, for

example, denotes a plan (or intention) to hit the nail and hang the picture. The resources

this plan requires are a picture, a nail and a hammer:

plan(〈hit(nail), hang(picture)〉, {picture, nail, hammer})

The basic dialogue performative is tell(a, b,Move, t), where a and b are the sending

and receiving agents, t is the time of the utterance, and “Move” is a locution defined

recursively as follows:

1. request(give(R)) to request resource R.

2. promise(give(R), give(R′)) to propose and to commit to give resource R′ in return

for R.

3. accept(Move), refuse(Move) to accept or refuse the dialogue move “Move.”

4. challenge(Move) to ask for a justification for the move.

5. justify(Move, Support) to justify a move by some support.

Since the framework is based on declarative logic programming, the protocol is pre-

sented as a set of dialogue constraints which take the form of if-then rules. Each protocol

rule is of the form P (t) ∧ C(t) ⇒ P ′(t + 1), which means that if the agent received

performative P at time t, and condition C was satisfied at that time, then the agent must

27This claim is based on personal communication with Paolo Torroni.
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use the performative P ′ at the next time point. The condition C describes the rationality

precondition in the agent’s mental state. The following rule, for example, states that if

an agent received a challenge for its request, it would provide a justification that supports

the request. The justification involves the plan the agent is trying to execute, the goal

that this plan achieves, and the missing resources in the plan (which include the requested

resource R).

i am(X) ∧ tell(Agent, X, challenge(request(give(R))))

∧miss(R,Plan,Goal,Missing)∧

Support = {missing(Missing), plan(Plan), goal(Goal)}

⇒ tell(X,Agent, justify(request(give(R)), Support))

Once uttered, all dialogue moves are recorded on a publicly accessible blackboard

called the dialogue store. However, no commitment store processing is done.

Proposal evaluation follows a simple rule. The agent accepts a request unless it needs

it to achieve one of its own goals (i.e. unless it is part of one of its intentions). This is

technically enforced by the protocol through the following rule, which means that if agent

X received a request for resource R from agent “Agent”, and if it had resource R and did

not need it, then it must accept the request:

i am(X) ∧ tell(Agent, X, request(give(R))) ∧ have(R) ∧ ¬need(R)

⇒ tell(X,Agent, accept(request(give(R))))

Argument evaluation is also specified in the form of the protocol rules. The following

rule, for example, states that an agent would refuse a request even after a justification if

the counter-party cannot find an alternative plan for its own goal that could be proposed

for a deal.

i am(X) ∧ tell(Agent, X, justify(request(give(R)), Support))∧

goal(Goal) ∈ Support ∧ miss(R′, , , )∧

¬exists alternative plan(Goal,without({R′, R}))

Rightarrowtell(X,Agent, refuse(give(R)))

Discussion:
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This framework has a number of important features. It offers a comprehensive model

of agent interaction in which both the interaction protocol as well as the agents’ internal

reasoning mechanism are integrated in a declarative manner. As a result, it was possible

to implement the framework successfully [Ciampolini et al., 2003]. This detailed specifi-

cation also allowed studies of the properties of the dialogue [Sadri et al., 2001a, Torroni,

2002] such as termination and success and the conditions under which these properties

hold. For example, Torroni [2002] determined an upper limit to the maximum length of a

dialogue, measured in the number of exchanged messages. However, since these results

were produced by referring to the machinery of abductive logic programs, it is not clear

whether they apply to more general ABN dialogues.

Another limitation of the framework is that the protocol is embedded in the agent

specification. As I argued earlier, this makes dialogue monitoring and protocol enforce-

ment difficult.

2.6.6 McBurney, van Eijk, Parsons & Amgoud

Recently, McBurney, van Eijk, Parsons and Amgoud [McBurney et al., 2003] introduced a

framework for automating a particular type of argument-based negotiation scenario. This

framework does not subscribe to a particular argumentation theory and is less concerned

with the internal decision-making mechanisms of participating agents. Rather, the paper

is concerned with the locutions and interaction protocols. Specifically, it presents a set

of locutions and a dialogue-game protocol that facilitate a particular class of purchase

negotiation scenarios. The paper shows that if the internal decision mechanisms within

the agents satisfy certain conditions, these mechanisms would be sufficient to generate

automated negotiation dialogues according to the proposed interaction formalism.

The framework has three types of agents: consumers, sellers and advisors. An offer

exchanged between participants is referred to as a sales option or a purchase option de-

pending on who makes the offer. Advisor agents provide information to consumers about

sales options (that is, potential offers) by sellers, but do not themselves perform any sales.

The dialogue takes the following stages:

1. Open Dialogue.
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2. Inform: The consumer seeks information from sellers and/or advisors about pur-

chase options available.

3. Form Consideration Set: Consumer applies its inclusion criteria to the purchase

options in order to eliminate some of them.

4. Select Option: Consumer applies its selection criteria in order to pick the most

preferred option from the consideration set.

5. Negotiate: This may involve a request for an option from the consideration set or

a novel option not in the consideration set.

6. Confirm: Participants confirm purchase agreements.

7. Close Dialogue.

The framework specifies, for each agent, two types of stores: an information store

and a commitment store. An agent’s information store contains all purchase or sales op-

tions provided by that agent during the dialogue. Entries in the information stores are not

binding yet, but rather exploratory. The commitment store contains purchase (or sales)

options that the agent has committed to buying (or selling) during the Confirm stage of

the dialogue. For example, the framework involves two locutions: agree to buy(.)

and agree to sell(.), for committing to certain resource exchanges. Instead of pro-

viding explicit locutions for retracting these commitments, the authors provide additional

locutions: willing to buy(.) and willing to sell(.), which are softened ver-

sions of the former locutions, however, with no commitments incurred (that is, they are

free to refuse to sell or buy something they were previously willing to sell or buy). This

way, agents may usefully provide information without necessarily committing to it or

having to explicitly retract it.

For each communicative message, the paper specifies the locution, its preconditions,

meaning, the possible responses to that locution, and finally the updates to the information

store and commitment store of each of the participating agents. The following is the

specification of the locution that allows a selling agent to announce that it is willing to

sell a particular option:
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Locution: willing to sell(P1, T, P2, V ), where P1 is either an advisor or a
seller, T is the set of participants, P2 is a seller and V is a set of sales options.

Preconditions: Some participant P3 must have previously uttered a locution
seek info(P3, S, p) where P1 ∈ S (the set of sellers), and the options in V satisfy

constraint p.
Meaning: The speaker P1 indicates to audience T that agent P2 is willing to supply

the finite set V = {ā, b̄, . . .} of purchase-options to any buyer in set T . Each
of these options satisfy constraint p uttered as part of the prior seek info(.)
locution.

Response: None required.
Information Store Updates: For each ā ∈ V , the 3-tuple (T, P2, ā) is inserted into

IS(P1), the information store for agent P1.
Commitment Store Updates: No effects.

In a similar manner, the paper specifies locutions that allow an agent to open a dia-

logue, seek information, announce a desire to buy certain options, declare preferences,

refuse to buy, refuse to sell, agree to buy, agree to sell or withdraw from the dialogue.

The authors provide some additional rules to control the dialogue. For example: the

Open Dialogue stage may only occur once, at least one instance of the Inform stage must

precede the first instance of each of the Form Consideration Set, Negotiate and Confirm

stages etc.

The consumer agent model is inspired by consumer models in marketing theory

[Lilien et al., 1992]. However, the authors do not specify agents in detail. Instead, they

present a number of semantic decision mechanisms which are needed to allow agents to

participate in the dialogues specified above. For example, buyers are assumed to pos-

sess a mechanism B6:Generate Novel Options, where B6 is the mechanism identifier

for the buyer, which generates novel bundles of attributes not among those in its current

consideration set. Mechanisms are only specified at this very abstract level.

After specifying the fundamental decision mechanisms needed by sellers, buyers and

advisors in order to generate negotiation dialogues, the authors present an operational

semantics for the dialogue games. They do so by presenting transition rules that show

how the state of the system changes as a result of uttering locutions and invoking decision

mechanisms. For example, the transition rule:

〈PBi
, B6, V (θ)〉

L5
→ 〈PSk

S3, .〉

states that when a buyer agent PBi
invokes the mechanism B6 (which generates novel

options) and producing as an output of this mechanism the set of options V (θ), then the
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agent would utter the locution L5:desire to buy(.) (which indicates a “desire to buy” to

a number of sellers). This locution results in mechanism S3:Assess Options (in which an

agent assesses newly received options) being invoked in all seller agents.

Discussion:

Even though the paper seems to situate itself in the argument-based negotiation, the

process of argumentation seems, at this stage, preliminary and does not yet realise the

full potential of using argumentation in negotiation. The only meta-information (that is,

other offers) that can be exchanged in the dialogue-game are the preference statements in

the locution prefer(Pi, S, V,W ), which specify that agent Pi informs audience S that it

prefers every option in V to every option in W . While this may be very useful, the paper

does not specify how this may influence the mental states of the audience. Moreover,

the framework does not have locutions for passing other meta-level information such as

arguments, proofs, persuasive utterances and so on. Nevertheless, the paper provides a

solid first step towards the characterisation of such complex dialogue-games.

2.7 Summary and Discussion

From the discussion it should be clear that there is no universal approach to automated ne-

gotiation that suits every problem domain. Rather, there is a set of approaches, each based

on different assumptions about the environment and the agents involved in the interaction.

Argumentation-based negotiation frameworks are gaining increasing popularity for their

potential ability to enable more flexible dialogues than game-theoretic and heuristic-based

approaches. However, such models are typically more complex than their game-theoretic

and heuristic counterparts. The challenges involved range from defining a clear process

for evaluating, generating and selecting arguments, to specifying rich communication lan-

guages and protocols, to understanding the dynamics of dialogues and the properties of

agent strategies.

In ABN frameworks, argument evaluation depends largely on the object of negotiation

and the way agents represent and update their internal mental states. There seems to be

two main approaches to argument and proposal evaluation in the literature:

– Motivation-based (or Value-based) Approach: In this approach, exemplified by
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frameworks such as those of Ramchurn et al. [2003] and Kraus et al. [1998], ar-

gument evaluation is based solely on the direct comparison of expected utilities.

Agents do not influence each other’s beliefs, but rather exert pressure on each other

by exercising their ability to influence the outcomes (for example, by making a

promise or a threat). In other words, an agent would not voluntarily modify its po-

sition as a result of changes in its beliefs, but rather forcedly concede on its position

as a result of pressure from its counterpart.

– Belief-based Approach: In this approach, exemplified by Parsons et al. [1998] and

Amgoud et al. [2000], agents can argue over their beliefs, and potentially influence

those beliefs, using a formal theory of argumentation. These beliefs could cap-

ture, for example, facts about the environment, the availability of resources, or the

achievability of intentions. Preferences among arguments (e.g. derived from ac-

ceptability classes [Parsons et al., 1998] or a stratification over the knowledge base

[Amgoud et al., 2000]) are then used to help agents evaluate different arguments

and reach a consistent conclusion. Preferences among arguments can intuitively

capture the relative epistemic strength of different arguments (e.g. the degree of

confidence in different believed facts). However, when arguments include motiva-

tional notions such as desires or goals, the meaning of these preferences becomes

unclear. In other words, there is no way of calculating preferences among argu-

ments that contain both epistemic and motivational notions within the same con-

struction.

Opportunities exist for combining the epistemic (belief-based) and motivational (value-

based) approaches to argument evaluation and generation in a negotiation framework.

This would result in a framework in which agents are able to influence each others’ beliefs

and preferences, while making a clear distinction between epistemic and motivational

aspects of decision-making.28 In Chapter 3 I present a framework that combines the

logical (epistemic) form of an argument with a subjective evaluation of its consequences

based on utilities, in a single ABN framework.

28In the context of deliberation, Fox and Parsons [1998] distinguish between belief arguments and value

arguments, and provide a qualitative probabilistic model for combining the two in order to infer the expected

value of the situation(s) resulting from executing an action.





Chapter 3

A Framework for Interest-based

Negotiation

“Maybe we could take a step back

and discover what leads us to attack.”

Chuck Schuldiner, Musician (1968 – 2001)

In this chapter, I present a semantic framework for interest-based negotiation and a dia-

logue game protocol that enables agents to conduct interest-based negotiation dialogues.

3.1 Introduction

In the previous chapter, I argued for the need for flexible negotiation mechanisms whereby

agents can exchange arguments in order to compensate for their bounded knowledge dur-

ing negotiation. I showed that existing frameworks for argument-based negotiation have

failed to provide a coherent way of combining the “epistemic” argumentation over beliefs

with the “motivational” reasoning about one’s own goals or desires. In this chapter, I

present a semantic framework for interest-based negotiation and a dialogue game proto-

col that enables agents to conduct interest-based negotiation dialogues. In this framework,

epistemic and motivational reasoning are catered for by introducing three separate argu-

mentation theories supporting goals and by making an explicit distinction between (i) the

way an agent subjectively evaluates its plans and desires and (ii) the way it objectively
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evaluates new arguments from its negotiation counterpart.

The central aim of this chapter is to define basic data structures and computational

modules needed in order to enable negotiation dialogues in which participants can in-

fluence each others’ preferences by exchanging additional information. To this end, I

present a framework that specifies (i) a reasoning model, grounded in a formal theory of

argumentation, whereby agents can update their intentions as a result of receiving new

arguments relating to their interests; (ii) a suitable communication language and protocol

that enables agents to exchange such arguments; and consequently (iii) a clear account

of how communication influences preferences by influencing the agent’s mental state.

Through an illustrative example dialogue, I show that the framework can allow agents to

improve the outcome of negotiation.

The chapter makes two main contributions to the automated negotiation literature.

First, the framework allows agents to explicitly influence each others’ preferences during

negotiation, thus dealing with fundamental limitations of bargaining and auction proto-

cols. Second, the framework extends current emerging efforts on argumentation-based

negotiation by separating epistemic argumentation of facts from value-based evaluation

of outcomes based on preferences and desires.1

The chapter is organised as follows. The next section motivates the need for interest-

based negotiation and discusses the structures and features needed in order to enable its

automation. Section 3.3 presents a conceptual framework for interest-based negotiation,

which is followed by a formal framework in Section 3.4. The formal framework is then

used in Section 3.5 to characterises various types of conflicts among agents and how these

conflicts may be resolved. A protocol for interest-based negotiation is presented in Sec-

tion 3.6. In section 3.7, I discuss how the formal framework and protocol are combined,

and demonstrate a comprehensive example which puts the various parts together. The

chapter concludes in section 3.8.

1Refer to discussion in Sections 2.5.4 and 2.7.
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3.2 Motivation

In this section, I motivate the need for interest-based negotiation and discuss the structures

and features needed in order to enable its automation.

3.2.1 Drawbacks of Positional Negotiation

A negotiation position of an agent may be informally defined in terms of the resource(s)

that agent wants to acquire from its negotiation counterpart. For example, a customer

might approach a travel agent because he wants to hire a car, subject to specific budget

constraints. On the other hand, an agent’s negotiation interests reflect the underlying

goals it wants to achieve using these resources. For example, the customer might need

the car in order to drive from Melbourne to Sydney.

Positional negotiation refers to a negotiation process in which the dialogue between

participants is focused on their negotiation positions. Examples of positional negotiations

include bargaining, where participants alternately exchange potential agreements.

Consider the following dialogue between potential buyer B and seller S. Suppose that

B wants to pay no more than $200 and that S wants to charge no less than $400.

Example 4. Positional negotiation leading to no deal.

B: I would like to rent a car for 4 days please.

S: I offer you one for $400.

B: I reject! How about $200?

S: I reject!

This dialogue ended with no deal because the negotiation positions of participants did

not overlap, i.e., there was no agreement possible that would simultaneously satisfy the

positions of both negotiators.

Let us consider a variant of the above example. Suppose, this time, that the buyer

might concede and pay $300, but would be less satisfied. Suppose also that the seller

could concede to $300.

Example 5. Positional negotiation leading to sub-optimal deal.

B: I would like to rent a car for 4 days please.
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S: I offer you one for $400.

B: I reject! How about $200?

S: I reject! How about we meet in the middle with $300?

B: I guess that’s the best I can do! I accept!

In this case, the negotiation ended with a sub-optimal outcome from the points of view of

each participant. This happened because each agent had to concede into a different, less

satisfactory position in order to enable an agreement.

The deficiencies of positional negotiation lie mainly in the underlying assumptions

about agents’ preferences over possible agreements. In particular, positional negotiation

assumes each participant’s preferences are complete in the sense that the negotiator is able

to compare any two offers (which implicitly also means that the negotiator knows the set

of all possible offers) and that these preferences are proper in the sense that they reflect

the actual benefit the negotiator obtains by satisfying them.

However, there are many situations in which agents’ preferences are incomplete and

improper. An agent’s preferences may be incomplete for a number of reasons. A con-

sumer, for example, may not have preferences over new products, or products he is not

familiar with. During negotiation with potential sellers, the buyer may acquire the infor-

mation necessary to establish such preferences. An agent’s preferences may be improper

if they are based on inaccurate beliefs.2 For example, a car buyer might prefer a car of

make VOLV over a car of make BM based on false perception about the safety records

of VOLVs. Suppose that BMs are in fact safer according to the latest accident statis-

tics. By purchasing a VOLV, the buyer’s actual gain (in terms of satisfying his/her safety

requirement) is not optimal.

3.2.2 A Solution: Interest-Based Negotiation

Consider the following alternative to the dialogues presented in examples 4 and 5. Let us

assume that the seller makes as much money by renting out cars for $400 as she3 would

make by selling Melbourne to Sydney airline tickets for $200.

Example 6. Interest-based negotiation leading to optimal deal.
2By “inaccurate,” I mean that the agent’s belief is not consistent with the actual state of the world.
3For clarity, I shall use she/her to refer to sellers and he/his to refer to buyers.
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B: I would like to rent a car for 4 days please.

S: I offer you one for $400.

B: I reject! How about $200?

S: I reject! Why do you need the car?

B: Because I want to get to Sydney.

S: You can also go to Sydney by flying there! I can book you a ticket with

Qanta airlines for $200.

B: Great, I didn’t know flights were so cheap! I accept!

In this example, it was possible to reach an agreement that satisfies both the buyer and

seller. This happened because participants discussed the underlying interests (the buyer’s

interests in this particular case). The interest-based approach to negotiation is advocated

extensively in the literature on human negotiation, as illustrated in the following excerpts

from Fisher et al. [1991, pp. 40–42]:

“The basic problem in a negotiation lies not in conflicting positions, but in the

conflict between each side’s . . . interests. Interests motivate people; . . . Your

position is something you have decided upon. Your interests are what caused

you to decide. . . .

Behind opposed positions lie shared and compatible interests, as well as con-

flicting ones. . . . In many negotiations, however, a close examination of the

underlying interests will reveal the existence of many more interests that are

shared or compatible than ones that are opposed.”

It is argued by Fisher et al that by discussing the reasons behind positions, negotiators

can:

1. discover the true sources of conflict, whether these are genuine conflicts between

their basic desires, resolvable conflicts between their plans, or simply a result of

incorrect choices caused by ignorance; and

2. find appropriate means to resolve conflicts;
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My aim is to enable computational agents to conduct interest-based negotiation dialogues.

Broadly speaking, I assume that agents are rational in two senses of the word: (i) in

the economic-theoretic sense that they attempt to maximise some value (e.g. by choosing

the most preferred option among a set of alternative outcomes, or the option that max-

imises expected utility) [Mas-Colell et al., 1995]; and (ii) in the argumentation-theoretic

sense that they are able to base their decisions on the “giving and receiving of reasons”

[Johnson, 2000]. An agent ranks outcomes as to “maximise” the value it expects to re-

ceive from those outcomes, but at the same time is willing to engage in “argumentation”

that could alter those expectations.4

I view interest-based negotiation (IBN) as a sub-class of argumentation-based nego-

tiation (ABN). While ABN encompasses any negotiation framework where agents can

exchange arguments to influence each others’ mental states, IBN refers to those frame-

works where the arguments involved pertain particularly to agents’ interests. By “inter-

ests” I refer to the agent’s underlying desires and the goals adopted to fulfil those desires.

IBN, therefore, excludes non-interest-based arguments, such as those pertaining purely to

authority [Sierra et al., 1998], or resorting to threats [Kraus et al., 1998].

3.3 A Conceptual Framework for IBN

In this section, I define a conceptual framework for interest-based negotiation among

autonomous agents. The framework pins down the essential “features” required to enable

IBN. I first identify the different types of conflicts among agents and various ways of

resolving them. Then I discuss the dialogue abilities required to enable such resolution.

This conceptual framework lays the ground for the specific computational framework I

present in subsequent sections.

Recall from section 2.5.4 that agents capable of conducting argument-based negoti-

ation must be able to: (i) evaluate incoming arguments, (ii) generate candidate outgoing

arguments and (iii) select a particular candidate argument to use. IBN focuses on these

processes in light of arguments pertaining to agents’ interests. Therefore, a crucial first

4One way to see this in terms of classical decision theory is that “argumentation” is a rational process

of altering the probability distributions over lotteries upon which the agent calculates the expected utility of

alternative allocations [Mas-Colell et al., 1995].
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step is to identify what an interest-based argument is, and how it may be useful in the

context of negotiation. This would then enable the formalisation of the mechanism by

which goals and preferences are updated in light of interest-based arguments. Argument

generation and selection can then follow, though I leave their discussion until Chapter 5.

3.3.1 Identifying and Resolving Conflict in IBN

To enable agents to discuss their interests and discover the underlying conflicts and com-

patibilities between these interests, it is essential to have an explicit representation of

these interests. This will then enable us to understand how conflict over resources can

be resolved by exploring and manipulating these interests through dialogue. In this sub-

section, I discuss these requirements in detail.

The precise meaning of “interests” can be highly domain specific. But in general, we

can view interests as the underlying reasons for choice. Choices are usually fundamen-

tally motivated by one’s intrinsic desire.5 To simplify the analysis, I assume (see Figure

3.1) that an agent requires resources because they are needed in order to achieve certain

goals. And these goals are adopted because they contribute to achieving the agent’s fun-

damental desires.6 Desires themselves are adopted because the agent believes it is in a

particular state that justifies these desires. These concepts will become more precise in

the discussion below.

The following example clarifies the abstract view of agent reasoning that I adopt.7

Example 7. A customer requires a car hire (a resource) in order to go to Sydney (a goal),

which in turn achieves the agent’s wish to attend an Artificial Intelligence conference (a

desire). The customer desires to attend the AI conference because he believes it includes

a workshop related to his research (a belief that justifies the desire).

5E.g. to maximise one’s expected utility [Horvitz et al., 1988].
6There is no standard denotation of the terms “desire” and “goal” in the agent literature. For example,

some use the term “goal” to describe “consistent desires,” while others use the term “sub-desires” instead of

“goals.” My choice of terms is driven solely by convenience.
7It may be possible to ground the discussion in a richer theory of practical reasoning. However, I need

to scope the discussion somewhat in order to avoid the explosion of formalism complexity.
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Figure 3.1: Abstract view of relationship between desires, beliefs, goals and resources

Addressing Resource Conflict by Discovering and Manipulating Goals

The most fundamental form of conflict we are dealing with is that over resources. Exam-

ples of resources include time, fuel, money, communication bandwidth, physical ability

etc. Conflict arises because the resources available are not sufficient for all agents to

achieve their individual desires. For simplicity, I assume that resources are described in

terms of capabilities. Each agent is endowed with a set of resources: actions the agent

can execute. For example, a customer may be capable of making a payment of $200 to a

travel agent, who in turn is capable of making a travel booking. In the rest of the chapter,

I use the terms “action” and “resource” interchangeably. This raises the question of how

external or shared resources are represented. For example, if two agents are splitting a

cake, then the cake belongs to neither of them. We can capture these by denoting a sepa-

rate set of actions denoting shared resources. These actions are not part of any individual

agent’s capabilities and can only be executed by both agents (e.g. by cutting the cake in

half, giving the first half to one agent and the second half to the other).

The direct way of resolving resource conflicts is by each agent individually exploring

alternative resource allocations until a mutually acceptable allocation (i.e. deal) is found.

This is often referred to as bargaining,8 which may require concessions on behalf of the

participants until a deal is reached or negotiation fails. This was shown in example 5,

where each agent started by presenting his/her most preferred deal and then conceded

by accepting an alternative, less preferable deal (exchanging the car rental with $300).

8Bargaining over resources has been studied extensively in game theory [Osborne and Rubinstein, 1994]

and multi-agent systems [Faratin, 2000, Fatima et al., 2002, Larson and Sandholm, 2002].
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Figure 3.2: Resolving resource conflict by modifying resource demands or offers, either

arbitrarily, or guided by knowledge of their and each others’ goals

This method for conflict resolution is depicted in Figure 3.2, which shows how an agent

accepts an alternative allocation of resources that achieve its (fixed) goals.

In example 6 above, the buyer states that he made a decision to hire a car because it

enables him to go to Sydney. After informing the seller of that goal, the seller could pro-

pose alternative means for achieving the same goal. The buyer was not initially aware of

this alternative and so would not have proposed it. Without knowing the underlying goal,

the seller would not have proposed the flight option either, because it would have seemed

irrelevant. So, essentially, after exploring the immediate underlying goal, an agent can

propose novel alternative deals to its negotiation counterpart. This is an example of the

situation described in Figure 3.2. The difference between this and a normal concession,

however, is that the buyer did not initially know of the flight alternative.

Note that according to example 7 above, the choice to hire a car is fundamentally

motivated by the desire to attend a conference. However, in example 6, it was sufficient

for the buyer to inform the seller of the immediate goal, namely to get to Sydney. Whether

the trip to Sydney is for leisure or academic conferences was an irrelevant detail.

More generally, however, agents can explore each others’ goals in more detail. They

can also attempt to influence each others’ goals themselves in order to resolve conflicts.

Consider the following dialogue, in which the buyer reveals more information about his

goals:

Example 8. Influencing goals.

B: I would like to rent a car for 4 days please.
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Figure 3.3: Resolving resource conflict by one or both agents adopting alternative goals

that achieve the same desires

S: I offer you one for $400.

B: I reject! How about $200?

S: I reject! Why do you need the car?

B: Because I want to drive to Sydney.

S: Why do you need to go to Sydney?

B: Because I want to attend the next AI conference.

S: There is another AI conference in Adelaide; and we have a special offer on

tickets to Adelaide now. Would you consider that?

B: I didn’t know about this conference! Do you have more details?

In this example, the buyer reveals even more information about his goals, which enables

yet another way of resolving the conflict. In this case, the seller influences the buyer’s

decision by presenting a new means for attending an AI conference, which involves an

alternative goal (going to Adelaide instead of Sydney), which, in turn, can be achieved

using different resources. The buyer now considers a reasonable deal that involves a ticket

to Adelaide acceptable. This conflict resolution method is depicted in Figure 3.3. It shows

how influencing an agent’s goals offers another way of resolving conflicts over goals.

I summarise the above discussion in the following remark:

Remark 1. (IBN Requirement 1) Negotiators can benefit from the ability to reveal their

underlying goals and influence each others’ underlying goals (or plans) by providing

each other with new means for achieving their desires. This lifting of conflict from the
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resource level to the goal level can lead agents’ to alter their preferences (and possibly

demands) themselves and enable deals otherwise impossible.

Addressing Desire Conflict via Beliefs

A natural question to ask now is: what if after exchanging information about their goals,

agents discover that it is not possible to resolve conflicts by modifying the underlying

goals? If desires are fixed and there is no conceivable state of the world in which the

desires of all agents are fully satisfied, then the only way to resolve the conflict over

resources is for some or all agents to concede on some (or all) of their desires. The good

news, however, is that if desires themselves can be influenced during dialogue, then there

is still room for conflict resolution! Consider the following example:

Example 9. Influencing desires (variant on example 8).

S: Why do you desire to attend the AI conference in Sydney?

B: Because there is an associated workshop relevant to my research.

S: But the workshop has been relocated in conjunction with the Logic confer-

ence in Brisbane.

B: Well in this case, do you have any bookings to Brisbane?

In this example, the buyer explains the inference that lead to the desire to attend the

conference in the first place. The seller attacks the premises of that inference, thus causing

the buyer to change his desire itself; the buyer now desires to attend the Logic conference

rather than the AI conference. To achieve that desire, the buyer must adopt an alternative

goal to go to Brisbane, which then leads to accepting Brisbane deals. This type of conflict

resolution is informally depicted in Figure 3.4, where agent B changes his desire as a

result of changing his beliefs. As above, I summarise this in the following remark.

Remark 2. (IBN Requirement 2) Negotiators can benefit from the ability to find the

underlying reasons for generating agents’ desires. Hence, if it is not possible to satisfy

all agents’ goals, influencing the underlying desires can alter these goals and enable

agreement.
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Figure 3.4: Resolving resource conflict by one or both agents changing their beliefs,

resulting in different desires altogether

Table 3.1 summarises the different types of conflict discussed above and how they

may be resolved through rational dialogue. We added conflicts among beliefs since re-

solving such conflicts may be required to influence desires and goals.

It is worth clarifying a point about agent beliefs. Recall that I assume agents exhibit a

form of argumentation-theoretic rationality. As a consequence, I assume that agents try to

maintain beliefs for “good reasons.” These beliefs may be incorrect and hence cannot be

considered knowledge. By receiving new arguments from other agents, an agent may alter

its beliefs, but this still does not guarantee that these beliefs are true; they are only well-

supported by arguments. The precise semantics of these beliefs is based on the particular

argumentation theory I use, as will be seen later in the chapter.

3.3.2 Dialogue Types for Resolving Conflicts

It is clear from the above discussion that enabling interest-based negotiation (IBN) among

computational agents requires a non-trivial form of communication. Agents need to bar-

gain with one another over possible deals, seek information from one another about their

underlying beliefs, goals, desires and preferences (I shall refer to these as “mental atti-

tudes”) and persuade one another to change these mental attitudes. Hence, they need to

conduct information-seeking dialogues and persuasion dialogues as part of negotiation
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Conflict

Type

Explanation Resolution Method

Resource

conflict

Insufficient resources to achieve all

individual goals

Explore alternative offers, possibly

make concessions, or resolve un-

derlying goals/desires conflicts

Goal

conflict

Goals interfering with one another Explore alternative goals, make

concessions, or resolve higher-

level goals/desires conflicts

Desire

conflict

Agents fundamentally desire con-

flicting things

Make concessions, or influence de-

sires themselves by influencing be-

liefs

Belief

conflict

Agents have different and/or con-

flicting beliefs about the world

Persuasion

Table 3.1: Types of conflicts and their resolution methods

[Walton and Krabbe, 1995].9 More specifically, agents need the following main commu-

nicative abilities:

• Bargaining over Deals:

- Propose a deal: An agent must be able to communicate proposed contracts it

is willing to accept as deals.

- Accept or reject a proposed deal

- Retract a proposed deal: An agent must be able to retract a proposal it has

made previously. This is important since changes in an agent’s preferences

may make one of its own earlier proposals no longer acceptable to itself. For

example, a buyer who offers to purchase a car for $10K may retract that offer

after finding out a defect in the car.

9Argumentation theorists Walton and Krabbe [1995] also allow embedding inquiry dialogues in nego-

tiation. This is beyond the scope of this study. It is worth noting, however, that embedding of Walton and

Krabbe’s dialogues was first formalised by Reed [1998].
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• Seeking and Providing Information:

- Request information: An agent must be able to ask another agent to commu-

nicate its beliefs, desires, preferences and goals.

- Make assertions: An agent must be able to make assertions (and answer

questions) about its mental attitudes including its beliefs about the plans for

achieving goals and desires.

- Decline to answer a question: Since agents are autonomous, they should not

be forced to answer questions, or even participate in the dialogue.

• Persuasion over Beliefs:

- Challenge assertions: An agent must be able to ask another agent for reasons

behind an assertion made by the latter.

- Provide justification for an assertion or assert counter arguments to attack

an assertion: This, combined with the ability to challenge assertions, enables

agents to persuade one another to change their beliefs.

3.3.3 Abstract Agent Architecture

Based on the above conceptual analysis, I now provide an abstract description of an agent

architecture that has the essential features required for interest-based negotiation.

The architecture is described in Figure 3.5, and is a particular instantiation of the

generic ABN agent described in figure 2.2. I briefly discuss some of the architecture

features below.

Desire Generation: The agent must be able to generate a set of desires based on its

beliefs about the state of the world. And these desires must be “defeasible” in the sense

that they can change as a result of receiving new information. One possible approach

for implementing this capability, based on default logic, has been proposed by Thomason

[2000]. Dastani et al. [2002] proposed another semantic framework, based on dynamic

logic, for updating desires based on changes in context.

Plan Generation: Not all desires may be achieved together. This is because there

may be sets of desires for which no plan exists (e.g. one may not be able to both write
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Figure 3.5: Interaction among different agent modules
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a paper and enjoy the weekend). Hence, this procedure generates different candidate

plans, each of which achieves a particular set of desires. There is a wealth of literature

on planning in Artificial Intelligence which can be used to encode this capability. One

candidate approach is hierarchical-task-network planning [Erol et al., 1994] because it

requires explicit representations of abstract goals and hence is suitable for the types of

dialogues I presented earlier.

Plan Ranking: This procedure uses some assessment criteria in order to produce a

preference ordering over candidate plans. One way to implement this capability is using

the notion of utility which assigns a number to each plan based on the desires it achieves

and the costs of the actions it requires.

Argument Evaluation (or Interpretation): This procedure processes meta-information

received from the counterpart. In particular, it decides whether to add or delete beliefs

from the belief base and whether to modify its planning knowledge. These changes in

beliefs and planning knowledge must then be propagated (through the desire generation

and planning processes) in order to update the ranking of plans. In order to address this

requirement, we must enable agents to influence each other’s beliefs via rational means.

Computational models of argument are ideal candidates and they have been already used

to enable rich multi-agent dialogues [Amgoud et al., 1998, Maudet and Chaib-draa, 2003,

McBurney, 2002]. Some operational frameworks for updating plans in light of new infor-

mation exist in the literature. A notable framework has been proposed by Pollock [1998]

and is grounded in argumentation theory. A more recent attempt to view plan generation

in terms of argumentation has been presented by Amgoud [2003].

Argument Generation and Selection: This procedure constitutes the negotiation

strategy of the agent. It decides what utterance to make based on the agent’s current

mental state as well as the state of the dialogue. This response may be a proposal, a

challenge, a question, an assertion etc. Argument selection is also performed as part of

response generation.

The reasoning cycle is abstractly presented in figure 3.6. The agent first generates its

desires based on its beliefs and individual internal motivations. Then it generates candi-

date plans for achieving its desires. It selects the best plan (based on some appropriate

criteria), which becomes an intention. If the agent can execute its intention on its own,



3.3. A CONCEPTUAL FRAMEWORK FOR IBN 75

Generate

Desires


Generate

Candidate Plans


Select

Intention


Need to

Negotiate?


No

Execute

Intention


Negotiation

Dialogue


Yes


Deal?


Start


Update Beliefs &

Planning Knowledge


Yes


No


Generate

Arguments


Figure 3.6: Abstract reasoning cycle for IBN Agent

then it would do so. Otherwise, if the agent needs to negotiate with another agent in order

to contract out parts of its intention, it would initiate a negotiation dialogue with a partic-

ular counterpart. If negotiation results in a deal, the agent can now execute its intention.

The agent exits the negotiation dialogue if it decides that no deal is attainable. Until then,

during the process of negotiation, the agent may update its beliefs and planning knowl-

edge (as a result of receiving arguments), which could result in updating its desires and

intentions. Moreover, the agent may generate arguments to attempt to influence its coun-

terpart. The dialogue should be controlled by some appropriate communication protocol.

The abstract reasoning cycle defined above does not indicate precisely how the agent’s

beliefs and planning knowledge are updated as a result of receiving arguments. It only

indicates that they do change and that this change affects the agent’s choices and pref-

erences somehow. In the next section, I present a more precise framework, grounded in

argumentation theory, that (i) constitutes a particular formalisation of the abstract con-

cepts described above and (ii) gives precise semantics for the changes in beliefs, desires
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and intentions as a result of argument exchange. Based on this semantics, I specify a

communication protocol that facilitates interest-based negotiation.

3.4 Argumentation Frameworks for IBN Reasoning

Having motivated the need for interest-based negotiation and provided a conceptual frame-

work which contains an informal description of the dialogue features needed, I now

present a formal framework for IBN grounded in a specific theory of argumentation.

Broadly speaking, an argument can be seen as “a reason that supports a particular

conclusion.” The nature of the reason and the conclusion can vary. For example, the con-

clusion may be a statement to believe, or an action to execute, or a desire to try to achieve.

Similarly, the reason may be an observation, an empirical evidence, or past experience.

Given this abstract description, it is possible to use computational models of argumenta-

tion to capture various forms of reasoning, by varying the precise meaning and structure

of arguments and conclusions, as well as the meaning of the relationships among different

arguments. That said, it is worth noting that the use of argumentation to describe non-

epistemic (i.e. non-belief-related) reasoning patterns is a recent phenomenon in Artificial

Intelligence [Amgoud, 2003, Gordon and Karacapilidis, 1997, Hulstijn and van der Torre,

2004, Kakas and Moraitis, 2003].

It is essential to distinguish between arguing over beliefs and arguing over goals or

desires. In argumentation theory, a proposition is believed because it is acceptable and

relevant. Desires, on the other hand, are adopted because they are justifiable. A desire

is justifiable because the world is in a particular state that warrants its adoption. For

example, one might desire to go for a walk because she believes it is a sunny day and

may drop that desire if it started raining. Finally, a desire is achievable if the agent has

an achievable plan that achieves that desire. As a consequence of the different nature of

arguments for beliefs and desires, we need to treat them differently, taking into account

the different way these arguments relate to one another. For example, a belief argument

can be attacked by arguing that it is not consistent with observation, or because there

is a reason to believe the contrary. Arguments for desires, on the other hand, could be

attacked by demonstrating that the justification of that desire does not hold, or that the
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plan intended for achieving it is itself not achievable.

To deal with the different nature of the arguments involved, I present three distinct ar-

gumentation frameworks: one for reasoning about beliefs, another for arguing about what

desires should be pursued, and a third for arguing about the best plan to intend in order to

achieve these desires. The first framework is based on existing literature on argumenta-

tion over beliefs, originally proposed by Dung [1995] and later extended by Amgoud and

Cayrol [2002]. For arguing about desires and plans, I draw on and extend preliminary

work on argumentation-based desire generation and planning [Amgoud and Kaci, 2004,

Hulstijn and van der Torre, 2004]. I chose this approach as a starting point because, being

grounded in argumentation theory, it seems to fit naturally with the dialogical nature of

negotiation and hence would provide a natural semantics for dialogues.10

3.4.1 Argumentation for Deducing Beliefs

In this section, I present a framework for arguing about beliefs based on the work of

Amgoud and Cayrol [2002]. Let L be a propositional language with ∧ for conjunction,

→ for implication and ¬ for negation. Let ` denote classical inference and ≡ logical

equivalence.

Definition 3. (Basic Beliefs) An agent’s basic beliefs is a set Bb = {(βi, bi), i = 1, . . . , n},

where βi is a consistent propositional formula of L and bi its degree of certainty.11

Using beliefs, an agent can construct belief arguments, which are defined as follows.

Definition 4. (Belief Argument) [Amgoud et al., 2000]

A belief argument is a pair 〈H,h〉 such that:

– H ⊆ Bb and h ∈ L;

– H ` h;

10Non-argumentation based frameworks for reasoning about and resolving conflicts among beliefs, de-

sires and intentions have also received considerable attention in the agent research community [Dastani et al.,

2002, Boutilier, 1994].
11This notion of “certainty” was presented in the original framework by Amgoud and Kaci [2004]. It is

required in order to generate an ordering over arguments, which is required by the underlying argumentation

theory. Therefore, it does not have an (explicit) probabilistic interpretation.
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– H is consistent and minimal (for set inclusion).

H is often referred to as the support of the argument, and h its conclusion. I denote by

Ab the set of all possible belief arguments that can be generated from a belief knowledge

base Bb.

Definition 5. (Preference among belief arguments) [Amgoud et al., 2000]

Let A = 〈H,h〉 ∈ Ab.

– The strength level of A is Level(A) = min{ai : (ϕi, ai) ∈ H}. If H = ∅ then

Level(A) = 1;

– Argument A1 is preferred to A2, denoted A1 � A2 if and only if Level(A1) ≥

Level(A2).

The notion of preference between belief arguments is used to resolve conflicts that may

arise among them. Conflicts are captured in the notion of attack.

Definition 6. (Attack and Defence among Belief Arguments) [Amgoud et al., 2000]

Let A1 = 〈H1, h1〉, A2 = 〈H2, h2〉 ∈ Ab.

– A1 undercuts A2 if ∃h′2 ∈ H2 such that h1 ≡ ¬h′2

– A1 rebuts A2 if h1 ≡ ¬h2.

– A1 attacks A2 if:

1. A1 undercuts A2 and A2 � A1; or

2. A1 rebuts A2 and A2 � A1.

– Let S ⊆ Ab. S defends A1 if for every argument A2 ∈ Ab where A2 attacks A1,

there is some argument A3 in S which attacks A2.

Having defined the basic concepts, the complete process of generating new beliefs can be

described using a fixed-point characterisation of argumentation, due to Dung [1995].

Definition 7. (Belief Argumentation) [Amgoud et al., 2000]

Let Ab be the set of all belief arguments generated from a set of basic beliefs Bb. Let �

be a preference relation over Ab induced by the certainty degrees associated with Bb. We

have:
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– The set Acc(Ab) of acceptable belief arguments is defined as:

Acc(Ab) = Fi≥0(∅) where F(S) = {A ∈ Ab : A is defended by S}

– A proposition is believed if it is a member of the set of acceptable belief arguments.

The argumentation framework I have just described enables us to specify how an agent’s

beliefs can be updated as a result of receiving such new arguments. As new arguments

are received, the set of acceptable arguments is re-evaluated and the new set reflects the

updated beliefs.12

3.4.2 Argumentation for Generating Desires

Amgoud and Kaci [2004] introduced explanatory arguments as a means for generating

desires from beliefs. I extend their framework in this section and refine it in order to

resolve some problematic features caused by the fact that they combine belief argumen-

tation with desire argumentation in a single framework.13

I begin by presenting the concept of a desire generation rule. I extend the framework

of Amgoud and Kaci [2004] by introducing the modality d, where d(ϕ) means that the

agent desires the literal ϕ. A conflict between desires occurs when the agent has two

desires d(ϕ) and d(¬ϕ).14

Definition 8. (Desire Generation Rules) A desire generation rule (or a desire rule) is an

expression of the form C ⇒ d(ϕ) where ϕ is a literal of L and either:

– C = φ; or

– C = ϕ1 ∧ · · · ∧ ϕn ∧ d(ψ1) ∧ · · · ∧ d(ψm) where each ϕi and ψi is a literal of L.

A desire generation rule (C ⇒ d(ϕ)) expresses that ϕ is desired in context C. If C = φ,

then the desire d(ϕ) is unconditional. Otherwise, the distinction between belief expres-

sions and desire expressions enables us to express desires that follow from one another.
12A proof-theory based on a two-agent dialogues, and faithful to the fixed-point semantics, has been

presented by Amgoud and Cayrol [2002].
13Note that in my work, as well as much other work on agent logics, desires are denoted by propositions,

i.e. they have truth-functional denotations. Whatever problems this may pose are philosophical and beyond

the scope of this thesis.
14For simplicity, I do not allow for expressions of the form ¬d(ϕ) for “the agent does not desire ϕ.”
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Therefore, the meaning of the rule is: if the agent believes the literals ϕ1, . . . , ϕn and

desires the literals ψ1, . . . , ψm, then the agent will desire ϕ as well.

Each agent has a set of desire generation rules which comprise its “desire generation

knowledge-base.”

Definition 9. (Desire Generation Knowledge Base) A desire generation knowledge-

base is a set Bd = {(C ⇒ d(ϕi), wi), i = 1, . . . , n}, where (C ⇒ d(ϕi)) is a desire

generation rule and wi is the worth (or degree of desirability) of ϕi. I will sometimes use

Worth(ϕi) to denote wi.

Using desire generation rules, we can characterise potential desires.15

Definition 10. (Potential Desire) Suppose an agent is equipped with a desire generation

knowledge base Bd. The set of potential desires is: PD = {ϕ : ∃(C ⇒ d(ϕ)) ∈ Bd}

These are “potential” desires because the agent does not know yet whether the antecedents

(i.e. bodies) of the corresponding rules are true. To reason about the truth of these

antecedents, the agent constructs explanatory arguments, arguments that justify desires.

These arguments make use of an extended logical implication symbol `d which makes

use of both classical inference as well as forward inference using desire generation rules

to infer tentative desires T D. More formally, given desire generation rule (ϕ1 ∧ · · · ∧

ϕn∧d(ψ1)∧· · ·∧d(ψm) ⇒ d(ϕ)), then if the agent believes ϕ1, . . . , ϕn and has desires

d(ψ1), . . . ,d(ψm) ∈ T D, then d(ϕ) will be added to T D.

Definition 11. (Explanatory Argument)

An explanatory argument is a pair 〈H,h〉 such that:

– H ⊆ Bb ∪ Bd;

– H `d h;

– H is consistent16 and minimal (for set inclusion).

Note that in my treatment, I do not provide a systematic axiomatisation of conditions

over modalities. For example, the language I offer does not allow expressions such as

15Amgoud and Kaci [2004] refer to these as “potential initial goals.”
16I.e. there is no p and ¬p, and there is no d(ϕ) and d(¬ϕ) in H .
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d(¬x) → ¬d(x). Similarly, the language does not have a belief modality b and hence

cannot express statements such as d(x) → b(d(x)) (for “if the agent desires x then it must

believe that it desires x”). While these widely explored issues [Wooldridge, 2000] are

indeed relevant to negotiation (e.g. in strategic reasoning), investigating them is outside

the scope of this thesis. I do attempt, however, to overcome some of the limitations of the

original framework by Amgoud and Kaci [2004]. Note that in the above definition, we

have h ∈ PD, and hence h is of the form d(x). This contrasts with Amgoud and Kaci

[2004], who do not distinguish between desires and beliefs in their desire generation rules

(since there is no desire modality). This is problematic as it leads to incorrect inferences

where an agent may conclude beliefs on the basis of its yet-unachieved desires, hence

exhibiting a form of wishful thinking. To overcome this problem, I do not allow beliefs

to follow from desires.

When there is an explanatory argument for some desire, we say that the desire is

justified by that argument. Ad denotes the set of all explanatory arguments that can be

generated from a given knowledge base. We have that A = Ad ∪ Ab.

The following example shows how an agent constructs a desire using a desire gener-

ation rule.

Example 10. Let:

waic = “there is a relevant workshop at the Sydney AI conference”;

aic = “attend the Sydney AI conference”;

Suppose we have the following belief bases:

1. Bb = {(waic, 1)}

2. Bd = {(waic ⇒ d(aic), 0.6)}

The agent can construct an explanatory argument in favour of the desire to attend the

Sydney AI conference: 〈{waic,waic ⇒ d(aic)},d(aic)〉

Note that the above example involves a desire generation rule that contains beliefs only in

its body. The following extended example shows how a desire can follow from another,

already generated tentative desire.

Example 11. Extending example 10, let:



82 AN INTEREST-BASED NEGOTIATION FRAMEWORK

keynote = “interesting key note speech”;

attendkey = “attend the key note speech”;

Suppose we have the following additional desire generation rule, which states that if there

is an interesting keynote speech at a conference I already desire to attend, then I would

also desire to attend that speech:

3. (keynote ∧ d(aic) ⇒ d(attendkey), 0.8)

The agent can construct an explanatory argument for the desire to attend the keynote

speech: 〈{waic,waic ⇒ d(aic), keynote, keynote∧d(aic) ⇒ d(attendkey)},d(attendkey)〉

As with belief arguments, explanatory arguments may conflict. Therefore, we also re-

quire preferences to help resolve such conflicts. The notion of strength of an explanatory

arguments is used (see below) when there are conflicts among arguments for different de-

sires. Strength provides a criteria for selecting what to desire when there are conflicting

reasons to desire different things. Moreover, strength enables an explanatory argument to

defend itself against an attacking belief argument, as I shall explain subsequently.

Definition 12. (Preference among explanatory and belief arguments) [Amgoud and

Kaci, 2004]

Let A = 〈H,h〉 ∈ A be an explanatory argument or a belief argument.

– The strength level of A is Level(A) = min{ai : (ϕi, ai) ∈ H ∩Bb}. If H ∩Bb = ∅

then Level(A) = 1;

– Argument A1 is preferred to A2, denoted A1 � A2 if and only if Level(A1) ≥

Level(A2).

Note that the worth of desires in the argument premise is not taken into account when

calculating the strength of the argument. Only the certainty of underlying beliefs is con-

sidered (i.e. strength is calculated exactly as with belief argumentation). The intuition

is that, in case of conflict between two desires, the agent should adopt the desire with

the stronger objective supporting beliefs. Once a desire is justified this way, it would be

adopted with the given subjective worth. In other words, in order to avoid wishful think-

ing, an agent should not prefer the desire with higher worth if it is justified by weaker be-

liefs. Note that this handling is different from that of decision-theoretic expected utility,
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whereby the probabilistic likelihood of an outcome is combined with the utility received

from that outcome. In the current focus on desire generation, we are not dealing with

the likelihood of outcomes, but rather with the strength of beliefs about the current state

of the world, and how this may affect desires. How this may relate to expected-utility is

beyond the scope of this work.

Attacks against explanatory arguments have a different interpretation from those among

belief arguments. An explanatory argument for some desire can be undercut either by a

belief argument (which undermines the truth of the underlying belief justification), or

by another explanatory argument (which undermines one of the existing desires the new

desire is based on). A rebutter, on the other hand, can only be another explanatory argu-

ment, which provides a reason to desire the opposite. These intuitions are clarified in the

definition below and subsequent example.

Definition 13. (Attack and Defence among Explanatory and Belief Arguments)

Let A1 = 〈H1, h1〉, A2 = 〈H2, h2〉, A3 = 〈H3, h3〉. Suppose that A1, A2 ∈ Ad and that

A3 ∈ Ab.

– A3 b-undercuts A2 if ∃h′2 ∈ H2 ∩ Bb such that h3 ≡ ¬h′2;

– A1 d-undercuts A2 if ∃h′2 ∈ H2 ∩ PD such that h1 = d(p) and h′2 = d(¬p);17

– A1 d-rebuts A2 if h1 = d(p) and h2 = d(¬p).

– An argument A′ ∈ A attacks A2 ∈ Ad if:

1. A′ b-undercuts or d-undercuts A2 and A2 � A′; or

2. A′ d-rebuts A2 and A2 � A′.

– Let S ⊆ A. S defends A1 if for every argument A′ ∈ Ab ∪ Ad where A′ attacks

A1, there is some argument A′′ in S which attacks A′.

Note that the notion of defence described in definition 13 also uses attacks among belief

arguments. This enables belief arguments to defend explanatory arguments against other
17The reader may have noticed that ¬d(p) is not a well formed formula, hence it is not possible to express

“not-desiring p” or, for that matter, complex nesting of various BDI modalities. Such important distinctions

are worthy of separate treatment, such as that based on modal logic [Wooldridge, 2000].
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belief arguments. Moreover, the above notion of argument advances that presented by

Amgoud and Kaci [2004] to resolve a problematic issue. Since Amgoud and Kaci do not

have an explicit desire modality, a belief argument for “I am not at the beach” can rebut

an explanatory argument for “I desire to be at the beach.” This is inappropriate since we

want to allow an agent to desire things that are not believed to be true.

The following example illustrates the above concepts.

Example 12. (Builds on example 10) Recall that:

waic = “there is a relevant workshop at the Sydney AI conference”;

aic = “attend the Sydney AI conference”;

〈{waic,waic ⇒ d(aic)},d(aic)〉

The argument for going to the Sydney AI conference can be undercut by arguing that

the workshop has been cancelled: 〈{wcancel,wcancel → ¬waic},¬waic〉. It can be

rebutted by arguing that one should not desire to attend the conference because it is not

of international standing: 〈{¬intl,¬intl ⇒ d(¬aic)},d(¬aic)〉.

The argument for desire “aic” can also be defended. It can be defended against the

undercutter by, for example, arguing that the workshop website is still on and therefore it

was not cancelled: 〈{webinfo,webinfo → ¬wcancel},¬wcancel〉. The argument above

can also be defended against its rebutter by rebutting the rebutter itself, e.g. by presenting

another (explanatory) argument which states that the conference is still worth attending

because it has a doctoral symposium: 〈{symp, symp ⇒ d(aic)},d(aic)〉. It can also

be defended against the rebutter by undercutting the rebutter, e.g. by arguing that the

conference is in fact an international conference since it was held in the UK last year:

〈{aicUK, aicUK → intl}, intl〉. This undercutter can then be counter-attacked and so on.

Figure 3.7 summarises the notions of attack described so far. Belief arguments attack one

another by the common undercuts and rebuts. Explanatory arguments can be undercut by

belief or explanatory arguments, but can only be rebutted by explanatory arguments.

Having defined the basic concepts, the complete process of generating desires can be

described using a fixed-point characterisation of argumentation.

Definition 14. (Desires) Let A be the set of all belief arguments and explanatory ar-

guments generated from a set of basic beliefs Bb and desire generation knowledge-based
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d-rebut:
 Provide a reason to desire the opposite


Figure 3.7: Summary of attacks involving belief and explanatory arguments

Bd. Let � be a preference relation over A induced by the certainty degrees associated

with Bb.

– The set Acc(A) of acceptable explanatory and belief arguments is defined as:18

Acc(A) = Fi≥0(∅) where F(S) = {A ∈ A : A is defended by S}

– The set Acc(Ad) of acceptable explanatory arguments is defined as: Acc(Ad) =

Acc(A) − Acc(Ab)

– The agent’s desires, denoted D, are the set of potential desires which are sup-

ported by acceptable explanatory arguments. Formally, D ⊆ PD such that ∀d ∈

D, ∃〈H, d〉 ∈ Acc(A).

Desires supported by acceptable explanatory arguments are justified and hence the agent

will pursue them (if they are achievable).

3.4.3 Argumentation for Planning

In the previous subsection, I presented a framework for arguing about desires and pro-

ducing a consistent set of desires. I now present an argumentation-based framework for

generating non-conflicting plans for achieving a (sub)set of such desires.

18Note that this includes all acceptable belief arguments.
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Let RES be a set of resources available in the system. I denote by Ri ⊆ RES the set

of all resources agent i possesses. Agent i can use another agent j’s resource r ∈ Rj in

order to achieve its desires. But to do so, j must agree to commit resource r to agent i.

Finally, I denote by Ri,j the set of shared resources between agents i and j. No single

agent can unilaterally access shared resources and hence both agents must agree on their

allocation. Finally, we have a function Cost : RES → R which returns the cost of using a

particular resource.

I now define the notion of planning rule, which is the basic building block for speci-

fying plans.

Definition 15. (Planning Rules) A planning rule is an expression of the form (ϕ1 ∧ · · · ∧

ϕn � ϕ) where each ϕi ∈ L ∪ RES and ϕ ∈ L.

A planning rule expresses that if ϕ1 ∧ · · · ∧ ϕn (the plan “body”) is achieved, then ϕ (the

plan “head”) is achieved.19 If ϕi is a literal in L, it can be achieved by applying another

planning rule of the form (ϕ1
i ∧ · · · ∧ ϕm

i � ϕi) and achieving each of ϕ1
i , . . . ϕ

m
i . If,

on the other hand, ϕi ∈ RES (e.g. money), then ϕi can be achieved by consuming the

resource (e.g. spending the money). Each agent has a set of planning rules it is aware of,

which constitute its “planning knowledge base.”

Definition 16. (Planning Knowledge Base) A planning knowledge-base is a set Bp =

{PRi, i = 1, . . . , n}, where PRi is a planning rule.

The basic building block of a plan is the notion of “partial plan,” which corresponds to a

planning rule.

Definition 17. (Partial Plan) A partial plan is a pair [H,h] such that either:

– h ∈ L and H = {ϕ1, . . . , ϕn} such that ∃(ϕ1 ∧ · · · ∧ ϕn � h) ∈ Bp; or

– h ∈ RES and H = ∅

A partial plan of the form [∅, ϕ] is called an elementary partial plan or (equivalently) an

atomic action, since it can be achieved directly using a resource. I sometimes add the

19Note that the implications defined in desire generation rules and planning rules are not material. So for

example, from ¬y and x � y, we cannot deduce ¬x.
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syntactic predicate do(.) to distinguish elementary partial plans, which are then written

[∅,do(ϕ)].

Definition 18. (Instrumental Argument, or Complete Plan) An instrumental argument

is a pair 〈G, d〉 such that d ∈ L, and G is a finite tree such that:

– the root of the tree is a partial plan [H, d];

– each node [{ϕ1∧· · ·∧ϕn}, h
′] has exactly n children [H ′

1, ϕ1], . . . [H
′
n, ϕn], where

each [H ′
i, ϕi] is a partial plan for ϕi;

– the leaves of the tree are elementary partial plans.

I define a function Nodes(G), which returns the set of all partial plans of tree G, and a

function Resources(G), which returns the set of all resources needed to executeG (i.e. the

union of single resources needed for each leaf nodes in G). We can now encode example

7 presented informally above.

Example 13. (Formalises example 7)

Let:

waic = “there is a relevant workshop at the Sydney AI conference”;

aic = “attend the Sydney AI conference”;

syd = “go to Sydney”;

reg = “pay conference registration”;

rent = “rent a car”;

ford = “get a particular car of make Ford”;

pay$100 = “pay $100”;

pay$200 = “pay $200”;20

We can now specify the following, for the buyer agent B and seller agent S:

1. BB
b = {(waic, 1)}

2. BB
d = {(waic ⇒ d(aic), 0.6)}

20Realistically, one requires a more elaborate treatment of actions, e.g. the agent must also be able to pay

$300, or pay $50 six times. For simplicity, I suffice with these illustrative unique actions.
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[{
syd
,
reg
},
aic
]


[{rent},
 syd
]
 [{pay$100},
 reg
]


[{ford, pay$200},  rent]


[
Ø
,
do
(B, pay$100)]
[
Ø
,
do
(S, ford)]
 [
Ø
,
do
(B, pay$200)]


Figure 3.8: Complete plan for example 13

3. BB
p =











































syd ∧ reg � aic

rent � syd

ford ∧ pay$200 � rent

pay$100 � reg

4. RES = {pay$100, pay$200, ford}

5. RB = {pay$100, pay$200}

6. RS = {ford}

Figure 3.8 shows an instrumental argument, for attending the Sydney AI conference,

that agent B can construct using the above information. Note that this plan involves

the execution of action ford by agent S, because B does not have “ford” as one of its

resources. Without getting the car from S, B cannot make it to Sydney using this plan.

A qualification regarding my use of the term “plan” is necessary here. Planning

is a substantial and well-developed area in AI [Erol et al., 1994, Kambhampati, 1995,

Georgeff, 1987]. My aim here is not to propose a novel planning framework and it is

clear that the notion of “plan” described above does not handle temporal order or com-

plex interactions among actions. Instead, the notion of “instrumental argument” is in-

tended to capture dependencies of interest between low-level actions/goals and higher-

level goals/desires for the sake of enabling dialogue about these.

As with belief and explanatory arguments, I now present the notion of an accept-

able set of instrumental arguments. I adopt a different definition from those presented by

Amgoud [2003] and Hulstijn and van der Torre [2004], as will be clarified below. My
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definition requires a syntactic distinction of the part of beliefs that denotes material im-

plication rules. Hence, I use the symbol B→
b to refer to the part of the agent’s beliefs that

includes material implication rules (e.g. p → q) and does not include propositional facts

about the world (e.g. p, q ∧ r etc.). Let `p denote an extended logical implication which

makes use of both classical inference as well as forward inference using planning rules.

Definition 19. (Acceptable Set of Instrumental Arguments) Let S = {〈Gi, di〉i =

1, . . . , n} ⊆ Ap. S is acceptable if:

–
⋃

〈G,d〉∈S [
⋃

[H,h]∈Nodes(G)(H ∪ {h})] ∪ B→
b ∪ Bp 0p⊥.

– ∀〈Gk, dk〉, 〈Gl, dl〉 ∈ S, we have that dk = dl implies Gk = Gl.

–
⋃

〈G,d〉∈S Resources(Gi) ⊆ Ri ∪Rj ∪Ri,j where j is another agent in the system.

In words: (i) I first require that all plan nodes are logically consistent with one another

and that the agent believes their consequences are consistent. By “consequences” I mean

both their logical consequences, as derived by material implication rules, as well as their

physical consequences, as derived by applying additional planning rules. This differs

from the definition presented by Amgoud [2003] which requires that plans are consistent

with all of the agent’s beliefs Bb. Amgoud’s definition implies that agents cannot intend

to achieve things they believe are now untrue. Nevertheless, my definition of conflict

suffers from the lack of temporality, which is also a limitation in the original framework

by Amgoud [2003]. It assumes that the order of executing actions is not significant and

hence does not allow conflict avoidance by reordering actions. I stick to this, however, to

avoid non-trivial temporal issues.

(ii) Second, definition 19 excludes redundant alternative plans for the same desire.

This ensures that each set of acceptable instrumental arguments contains at most one plan

per desire.

(iii) Finally, in definition 19 I require that there are sufficient resources in the system to

execute all plans. If Resources(Gi) ⊆ Ri, we say that agent i can individually executeGi.

If, on the other hand, we have Resources(Gi) ( Ri but at the same time Resources(Gi) ⊆

Ri∪Rj ∪Ri,j , then the agent can try to secure the required resources through agreement

with j. If such agreement is not reached, the set of plans is no longer acceptable. Here
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is an example to illustrate this point. In example 13, if the agent’s resources are RB =

{pay$200, pay$100, ford}, then it would be able to execute the plan individually. But

since RB = {pay$200, pay$100}, the buyer needs some other agent that possesses the

resource “ford” (e.g. a travel agent) in order to execute its plan.

The different acceptable sets of instrumental arguments denote possible intentions

the agent might adopt. We are interested in acceptable sets of instrumental arguments

that are “maximal” in some sense. To deal with this, I define a notion of optimal sets of

instrumental arguments, taking into account the utilities of the plans involved, as defined

below.

Definition 20. (Weight –or Utility– of Instrumental Argument) Let A = 〈G, g〉 be

a complete plan. And let Des(A,D) be the set of desires from the set D that plan A

achieves. The utility of A to agent i is Utilityi(A) =
∑n

k=1 Worth(dk) −
∑m

l=1 Cost(rl),

where {d1, . . . , dn} = Des(A,Di) and {r1, . . . , rm} = Resources(G).

In other words, the utility of an instrumental argument for some agent is the difference

between the worths of agent i’s desires that the plan achieves and the cost of the resources

needed to execute the plan.21 From the utilities of instrumental arguments, we can con-

struct a complete partial ordering �p over Ap (the set of all plans). Based on this ordering,

we can select optimal sets as candidate intentions.22

Definition 21. (Candidate Intention)

Let Ap be the set of all possible instrumental arguments that can be generated from a

planning knowledge base Bp and supporting elements of a desire set D. And let S ⊆ Ap

be an acceptable set of instrumental arguments. We say that S is a candidate intention if

21Amgoud and Kaci [2004] describe the weight of an instrumental argument (i.e. complete plan) in terms

of the worth of the desire it achieves. Their definition does not account for the cost of executing the plan.
22Amgoud [2003] uses the notion of “preferred extensions” in order to identify the preferred set of in-

strumental arguments. This approach not suitable to capture planning dependencies since it gathers the

extensions with the maximum number of arguments, not the maximum number of desires. Hulstijn and

van der Torre [2004] deal with this problem by excluding alternative plans for the same desire, but still aim

at a maximal number of desires, with no regard to their priority or the cost of different plans. The framework

presented here considers priority and cost and hence allows for cases where a single desire/plan pair can be

more preferred –in terms of utility– to two or more desire/plan pairs. More on this can be found in Appendix

A.
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Figure 3.9: Plans for example 14

S is maximal with respect to the sum of plan utilities.

If there is more than one candidate intention, a single one must be selected (e.g. at ran-

dom) to become the agent’s intention. The chosen intention is denoted by I. The agent’s

intended desires ID ⊆ D are those desires achievable through the intention; i.e. de-

sires that are both justifiable (via acceptable explanatory arguments) and achievable (via

an acceptable set of instrumental arguments). Finally, the intended resources, denoted

IR ⊆ RES denote the resources needed by plans in I.

I now give an example, depicted in Figure 3.9, to put the above concepts together.

Example 14. (Extends example 7)

Suppose the buyer also would like to go on holiday to New Zealand and must reason with

a limited budget. Let:

nz = “take a holiday in New Zealand”;

flynz = “fly to New Zealand”;

hotel = “book a hotel accommodation”;

friend = “stay at a friend’s place”;

call = “call a friend”;

Suppose the agent has the following new desire generation knowledge base: BB
d =

{(waic ⇒ aic, 0.6),⇒ nz, 0.5)} and that both desires are justified. Finally, suppose costs
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are assigned as follows: Cost(pay$200) = 0.2, Cost(pay$100) = 0.1, Cost(pay$200) =

0.2, Cost(call) = 0, Cost(ford) = 0).23

Suppose the buyer has two instrumental arguments for going to New Zealand: one

requires booking a hotel (and paying $150), while the other involves calling a friend to

arrange a stay at his place. There are no conflicts between arguments A1 and A2, or

between A1 and A3. However, arguments A2 and A3 attack each other because they are

alternatives for the same desire. Hence, we have two candidate intentions: {A1, A2} and

{A1, A3}. But we have:

– Utility(A1) = 0.6 − (0.2 + 0.1) = 0.3,

– Utility(A2) = 0.5 − (0.2 + 0.2) = 0.1,

– Utility(A3) = 0.5 − (0.2) = 0.3,

The agent’s intention will be {A1, A3} because it is the only candidate intention that

maximises the total utility of plans involved, achieving a total utility of 0.3 + 0.3 = 0.6.

3.5 Conflict among Agents: Revisited

So far, I used argumentation to specify single-agent reasoning about desires and plans.

In this section, I use the argumentation frameworks presented above in order to give a

precise account of the types of conflicts discussed in section 3.3.1.

Suppose we have two agents x and y, each endowed with a set of beliefs and resources

denoted by Bi
b, Bi

d, Bi
p and Ri, where i ∈ {x, y}. Suppose each agent has generated a set

of desires Di among which it has intended desires IDi ⊆ Di to be achieved using inten-

tion Ii = {Ai
p,1, . . . , A

i
p,n} where each Ai

p,k is a complete plan. Finally, let Goals(Ai
p,k)

denote the goals of plan Ai
p,k, i.e. the set of nodes of instrumental argument Ai

p,k for

which the conclusion is not in Di or RES. We can distinguish the following types of

conflicts between agents.

23The cost of “ford” to the buyer is zero because this resource is possessed by the seller and hence would

only incur a cost to the seller. It may only indirectly cost the buyer if he provides a resource in return.
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Desire-Desire Conflict: This conflict occurs when agents’ intended desires are contra-

dictory.24

DDConflict(i, j) ≡ ∃hi ∈ IDi and ∃hj ∈ IDj such that {hi, hj} ∪ Bi→
b `⊥ (3.1)

Desire-desire conflicts are situations where agents ultimately want contradictory things.

For example, a pregnant woman may desire to bear a boy while her husband desires a

daughter. There is no way that both their desires can be achieved simultaneously. Only

one agent can achieve his/her desire and the other must concede or be persuaded to change

his/her desire.

Goal-Goal Conflict: This occurs if the agents’ intentions conflict but their desires do

not. In other words, the agents’ desires are consistent, but the means for achieving these

desires are in conflict.

PPConflict(i, j) ≡ ∃[H i, hi] ∈ Goals(Ai
p,1) where Ai

p,1 ∈ Ii and

∃[Hj , hj ] ∈ Goals(Aj
p,1) where Aj

p,1 ∈ Ij such that

{hi, hj} ∪H i ∪Hj ∪ Bi→
b ∪ Bi

p `p⊥; (3.2)

An example of a goal-goal conflict is a situation in which an academic wants to attend a

conference, and a student desires to get some feedback on his thesis and wants to achieve

that by holding a meeting with the academic. Even though no desire-desire conflicts or

physical resource-resource conflicts exist, by attending the conference, the academic can

no longer hold a supervision meeting with his student. That is, the goals of the student

and supervisor conflict.

Agents may resolve goal-goal conflicts either by finding alternative plans to avoid the

conflict (e.g. the academic provides feedback by email), or, as above, by influencing each

other’s desires themselves such that no conflicting plans are needed (e.g. the academic no

longer desires to attend the conference).

24Note that conflicts here are defined from the perspective of the first agent i.
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Goal-Desire Conflict: This happens if one agent’s plan conflicts with another agent’s

desire.

PDConflict(i, j) ≡ ∃[H i, hi] ∈ Goals(Ai
p,1) where

Ai
p,1 ∈ Ii and ∃hj ∈ IDj such that

H i ∪ {hi} ∪ {hj} ∪ Bi→
b ∪ Bi

p `p⊥ (3.3)

An example of this sort of conflict is a situation where the academic (described above)

simply does not desire to meet with the student, say because he does not like the student.

This desire conflicts with the student’s goal to meet the supervisor.

Resolving this conflict requires the agent whose plan causes conflict to find another

alternative plan, or the agent whose desire causes conflict to change his desire (as in

desire-desire conflicts).

Resource-Resource Conflict: Two sub-types are distinguished:

– shared-resource conflict: This conflict takes place when both agents are competing

on the same shared resource.

RRConflict1(i, j) ≡ ∃r ∈ Ri,j and

∃Ai
p,1 ∈ Ii, Aj

p,1 ∈ Ij such that

r ∈ Resources(Ai
p,1) ∪ and

r ∈ Resources(Aj
p,1) (3.4)

– private-resource conflict: This takes place when one agent needs a resource that is

in another agent’s possession.

RRConflict2(i, j) ≡ ∃r ∈ Rj and

∃Ai
p,1 ∈ Ii, such that

r ∈ Resources(Ai
p,1) (3.5)

An example of a resource conflict is example 13, in which agent B requires resource

“ford” from agent S, leading to a private resource conflict.
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As mentioned in section 3.3.1, resource conflicts may be resolved by many ways: bar-

gaining over the exchange of private resources (e.g. exchanging “ford” for some money),

bargaining over the allocation of shared resources, finding alternative plans (e.g. B gets a

lift with a friend), or influencing underlying intended goals and desires (e.g. B no longer

desires to attend the conference).

Belief-Belief Conflict: This is the conflict addressed in classical argumentation theory,

where different agents have conflicting beliefs about the world. They can resolve these

conflicts by exchanging arguments over their basic beliefs, through persuasion dialogues.

BBConflict(i, j) ≡ ∃p ∈ Bi
b and ¬p ∈ Bj

b (3.6)

In the context of this thesis, a belief-belief conflict only matters if it leads to other nego-

tiation conflicts. Note that in some definitions above, I included the logical consequences

(according to beliefs) of desires and/or plans in the definition of conflicts. This was done

by adding Bb to the condition. Conflicts caused by these logical consequences may be re-

solved through persuasion dialogues over beliefs. Such persuasion could influence what

the agents’ believe as being consequences of their desires or plans. For example, suppose

one agent desires that the car is empty. Suppose also that another agent has a plan that

involves putting a box in the car. If the first agent believes that having the box in the car

has the consequence of making the car full, then there will be a conflict between the first

agent’s desire and the consequence of the second agent’s plan. This conflict may be re-

solved, for example, by persuading the first agent that the car will not be full, say because

the box is small.

3.6 A Protocol for IBN

In the previous section, I articulated the types of conflicts among negotiating agents within

a precise formal framework. The next step is to provide a communication language and

protocol that enable agents to negotiate and exchange the information necessary to resolve

their conflicts.
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3.6.1 Contracts

An agent negotiates with others in order to access external resources that help it better

achieve its desires. Conflict over resources exists because agents are assumed not to have

default access to resources other than their own. Through negotiation, agents can attempt

to reach agreement on the division of the shared resources or on a mutually useful ex-

change of their own resources. Such agreements are specified in terms of “contracts.” A

contract can be seen as a specification of different actions each party must perform for

one another.25 For example, a TV purchasing contract usually involves a buyer making

payment in some form to a seller, who in turn provides the TV to the buyer and possi-

bly performs other actions, such as delivering the TV to a designated address, making

appropriate installations and so on. A contract Ω is an expression of the form:

do(x1, α1) ∧ · · · ∧ do(xn, αn)

where xi denotes the agent that executes the action αi. Abusing notation, I use do(i, α) ∈

Ω to denote that action do(i, α) is part of contract Ω. I assume that the cost of shared

resources is zero. Executing shared resource r is denoted by do(All, r) since all agents

need to agree on it.

A proposal is a contract that has been suggested by some participant(s) but has not

yet been accepted by all the parties that are mentioned in the contract. After all relevant

parties accept a proposal, it becomes a deal. The agent that makes a proposed deal is said

to need the action(s) he is asking others to perform for him. So for example, if a buyer

agent B makes the following proposal to a seller agent S:

do(S, rent) ∧ do(B, pay$200 )

then we say that the buyer agent b has announced that he intends that the other agent

perform the action “rent” and hence we also say that the buyer needs action “rent .”

25Elaborate axiomatic treatments of complex interaction towards agreements has been presented through

the joint intention theory in agent cooperation [Cohen and Levesque, 1991, Grosz and Kraus, 1996, Jen-

nings, 1995]. It would be interesting to explore how joint intention theory can be applied to non-cooperative

negotiations of the form explored in this thesis.
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3.6.2 Commitments

During an IBN dialogue, an agent may assert information about its private intentions,

beliefs and other mental attitudes. Such assertions must, in a sense, influence the way the

dialogue unfolds. For example, when an agent Λ1 asserts a particular intended desire d,

its negotiation counterpart Λ2 should be able to ask for the justification of that desire, or

enquire about how Λ1 intends to achieve that desire and so on. Similarly, if Λ2 makes an

offer Ω to Λ1, this offer should incur a commitment on Λ2 to follow through if Λ1 were

to accept Ω. Hence, we need to capture and store the commitments agents make during

the dialogue and to specify how these commitments influence the subsequent unfolding

of the dialogue.

Following the tradition of argumentation theory [Hamblin, 1970], I make use of so-

called commitment stores. A commitment store CS(i) is a public-read information store

that contains the information that an agent i has publicly committed to. For example,

when an agent asserts a proposition p, it is committed to believe that p holds and, addi-

tionally, this may imply that it is committed to defend that p (if challenged), not to deny

that p, give evidence that p and so on [Walton and Krabbe, 1995]. I do not consider

the intricate semantics of commitments themselves, as they pose non-trivial challenges

in their own right [Maudet and Chaib-draa, 2003]. I only consider rules of the dialogue

that specify when and how commitments are inserted to and removed from commitment

stores as a result of making utterances and how this affects agents’ subsequent utterances.

Entries in commitment stores are of the form t(X) where X is the information the

agent is committed to and “t” denotes the modality of the information. The modality

of a statement indicates which mental attitude applies to it. It can be a belief “bel”, a

desire “des”, or an intention “int.” We also have a separate modality “prule” for asserting

planning rules agents believe to hold. Commitment stores may also have expressions of

the form ¬t(X); however these have a nonstandard interpretation. A statement of the

form ¬des(ψ) in an agent’s commitment store does not mean that the agent has ¬d(ψ) in

its knowledge base (in fact, such expressions are not part of the syntax). Instead, ¬des(ψ)

means that d(ψ) is not in the knowledge base.

Commitments also enable us to specify the consequences of making an offer precisely.

Recall the following example offer by agent B:
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do(S, rent) ∧ do(B, pay$200 )

This results in the statement int(do(S, rent)) being added to the commitment store CS(b).

I.e. agent B intends that agent S performs the action “rent”. The above offer also in-

curs a (special kind of) conditional intention statement on agent b’s commitment store:

int(do(B, pay$200) | intS(do(S, rent))). This means that B is committed to executing

“pay$200” if S makes a public commitment to execute “rent.”

Note that an agent is said to need a set of actions in a deal only if the agent is the

proposer of that deal. Hence, we cannot say that the seller agent above necessarily needs

the buyer to perform action “pay$200 .” This follows only after the seller has accepted

the proposal.

Finally, we have a special predicate “instr” for denoting “instrumentality relations”

in plans. By asserting instr(X,Y ), an agent denotes that it adopts a set of goals X be-

cause they belong to a plan or set of plans that achieve the higher-level goals or desires

Y . The usefulness of this predicate lies in that it allows an agent to reveal information

about higher level goals without revealing all intermediate nodes or other planning rules.

Consider, for example, a travel agent asking our customer of example 13 why he wants

to hire a car. The customer may wish to disclose that this is part of a plan to go to a

conference, but may not want to disclose that the conference is in Sydney, or that he also

needs to pay registration. Such lack of disclosure may be required for the sake of privacy

or be part of the agent’s dialogue strategy.

3.6.3 Locutions

I now present the locutions of a formal dialogue game which enable interest-based ne-

gotiation. A dialogue game is an interaction among two or more participants who make

“moves” by uttering locutions, according to certain rules. Dialogue games have been

studied since the times of Aristotle [1928] and have been used by philosophers to study

fallacious arguments [Walton and Krabbe, 1995]. More recently, they have been used in

computer science, for example to build models for human computer interaction [Hulstijn,

2000] and to specify interaction protocols among autonomous software agents [Bench-

Capon et al., 1991, Parsons and Jennings, 1996, McBurney and Parsons, 2003].

Dialogue game rules are specified in terms of a dialogue game protocol. The protocol
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is defined in terms of a set of locutions, as well as a number of different rules: commence-

ment rules, combination rules, commitment rules and termination rules [McBurney and

Parsons, 2003]. Commencement and termination rules specify when a dialogue com-

mences and how it terminates. Commitment rules specify how the contents of commit-

ment stores change as a result of different locutions. Finally, combination rules specify

the legal sequences of dialogue moves.

Locutions may be used by agents to construct dialogue moves or utterances, which

are particular instantiations of the locutions within a dialogue. A dialogue move is of the

form

SPEECH ACT(i, j,Γ),

where SPEECH ACT denotes the type of message, i is the sender, j is the recipient and

Γ the content part of the utterance. For simplicity, we assume that negotiation takes place

between two participants, however the protocol may be extended to deal with multi-party

negotiations, as long as commitments are managed in the same way.

In the following I describe for each locution the syntax of the speech act implementing

it. I give a short intuitive description. Then I list the formal preconditions that should hold

before the locution can be used. The postconditions consist of two parts. The first part

includes the constraints that are posed on the locutions that can follow (i.e., the legal

responses). The second part describes the effects of the locution on the commitment

stores.26.

Table 3.2 shows the main locutions used for bargaining. After agent i makes a proposal

using locution L1, it is committed to intend that the other agent perform its part in the

contract. It also incurs a conditional intentions to execute certain actions in return.

After acceptance using locution L2, the agents that proposed and accepted the con-

tract are both conditionally committed to keep their part of the contract. They also intend

the other parties to perform their part of the contract. In order to get unconditional com-

mitments we need a confirmation from the proposing party (using the OK locution L3).

This makes the commitments already present unconditional. Therefore i will intend its

26This approach to specifying locutions, with semi-formal semantics, shares limitations with similar ap-

proaches (e.g. FIPA ACL [FIPA, 2001] based on KQML [Mayfield et al., 1996]). More elaborate semantics

can be explored in the future.
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L1. PROPOSE(i, j,Ω) where Ω is a con-
tract.

Description: Agent i proposes a contract
Ω = do(i, α1) ∧ · · · ∧ do(i, αn) ∧
do(j, β1)∧ · · · ∧ do(j, βm) to agent j.

Preconditions: No specific preconditions.

Response: Agent j can either accept or re-
ject the proposal, make a (counter-
)proposal, or initiate an information-
seeking or persuasion dialogue.

Commitment Store: We add to CS(i) the
conditional intention: int(do(i, α1) ∧
· · ·∧do(i, αn) | intj(do(j, β1)∧ · · ·∧
do(j, βm)))

L2. ACCEPT(i, j,Ω) where Ω is a contract.

Description: Agent i accepts contract Ω =
do(j, α1)∧· · ·∧do(j, αn)∧do(i, β1)∧
· · ·∧do(i, βm) previously proposed by
agent j.

Preconditions: Another agent j 6= i
must have previously uttered
PROPOSE(j, i,Ω) and has not
subsequently retracted this proposal.

Response: An OK by agent j should fol-
low activate the contract (i.e., make it
a “deal”).

Commitment Store: We add to CS(i)
the unconditional intention:
int(do(i, β1) ∧ · · · ∧ do(i, βm))

L3. OK(i, j,Ω) where Ω is a contract.

Description: Agent i acknowledges Ω pre-
viously proposed and accepted.

Preconditions: Another agent j 6= i
must have previously uttered
ACCEPT(j, i,Ω).

Response: No response is needed.

Commitment Store: Replace the condi-
tional intention in CS(i) resulting
from Ω with an unconditional inten-
tion int(do(i, α1) ∧ · · · ∧ do(i, αn))

L4. REJECT(i, j,Ω) where Ω is a contract.

Description: Agent i states that contract Ω
is not acceptable to it.

Preconditions: Another agent j 6= i
must have previously uttered
PROPOSE(j, i,Ω) and has not
subsequently retracted this proposal.

Response: No response required.

Commitment Store: No effects.

Table 3.2: Basic Bargaining Locutions

own part of the contract (which now becomes a “deal”). Because this is in its commitment

store it is visible for the other agents. They can in principle derive their own belief that i

will do its part and thus make their own commitments unconditional as well.

Although there are no immediate effects on the commitment stores after a rejection

(locution L4), the receiving agent can retract its own (conditional) commitments that were

based on the proposed contract, using locution L8 discussed below.

Table 3.3 shows the locutions used for basic information-seeking and persuasion. Agents

make assertions using locution L5, and can ask one another questions using locution L6.

The challenge locution L7 allows an agent to request justification for beliefs, desires and
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L5. ASSERT(i, j,X) where X is either a
belief or explanatory argument of the form
〈H,h〉 or is an expression of the form t(Y ),
where t is either bel, des, int, prule, or instr.

Description: Agent i states that X is be-
lieved to be true.

Preconditions: No specific preconditions.

Response: No response required.

Commitment Store: Statement X is added
to CS(i). If the statement is of the
form instr(S, S′) then int(p) is added
for each p ∈ S′.

L6. QUESTION(i, j,X) where X is of the
form t(Y ).

Description: Agent i asks agent j whether it
believes X .

Preconditions: No specific preconditions.

Response: Agent j must assert either X ,
¬X , or declare undecidedness, in
which case it asserts U .

Commitment Store: No effects.

L7. CHALLENGE(i, j,X) where X is of
the form: bel(Y ), des(Y ).

Description: Agent i asks agent j to provide
a justification for formula X .

Preconditions: X ∈ CS(j).

Response: If X is of the form bel(p), then
agent j must assert a belief argument
〈H, p〉; whereas if X is of the form
des(p), then agent j must assert an ex-
planatory argument 〈H,d(p)〉. Other-
wise, j must retract formula X .

Commitment Store: No effects.

L8. RETRACT(i, j,X).

Description: Agent i retracts formula X
that it has previously asserted.

Preconditions: X ∈ CS(i).

Response: No response required.

Commitment Store: X is removed from
CS(i).

Table 3.3: Basic information-seeking and persuasion locutions

planning rules. However, the type of justification given (using locution L5) is different

for each modality. A justification for a belief will be a set of other beliefs that imply the

asserted belief. The justification for a desire will be an instrumental argument (or part

thereof) that specifies the context in which this desire holds. Agents can then argue, in

accordance with the argumentation framework I presented earlier, about these desires and

beliefs.

Note that the challenge locution cannot be used to request for justifications of in-

tentions int(Y ), or instrumentality statements instr(Y,Z). For the case of intentions,

an agent adopts an intention because this intention is instrumental towards achieving a

higher-level intention and because it is achievable by achieving some other set of (sub-
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)intentions. To allow for exploration of both directions, I provide two separate locutions

L9 and L10 defined in table 3.4 below. For statements of the form instr(Y,Z), no chal-

lenges are allowed either. This is because such statements are made because the utterer

wishes to withhold some information about its plans. To challenge this statement is to ask

for the full plans, which the utterer, obviously, is not willing to provide at this stage.

Locution L8 allows agents to retract their commitments, including those incurred by

making proposals. Note that in addition to retracting X , i may also be required to retract

all things that depend in some way onX . Thus ifX is a belief that is necessary to derive a

previously asserted belief Y , then Y has also to be retracted. An extensive relevant study

on managing commitment in dialogue can be found in the seminal book by Walton and

Krabbe [1995].

L9. REQ-PURPOSE(i, j, x) where x ∈
ACTS ∪ PROPS .

Description: Agent i asks agent j to assert
one of the super-goals of the action or
goal denoted by x.

Preconditions: int(x) ∈ CS(i).

Response: Agent j must either assert a state-
ment of the form instr({x},Sup), or
assert that x is a desire.

Commitment Store: No effects.

L10. REQ-ACHIEVE(i, j, x) where x ∈
PROPS .

Description: Agent i asks agent j to explain
how it intends to achieve the goal or
desire denoted by x.

Preconditions: Either int(x) ∈ CS(i) or
des(x) ∈ CS(i).

Response: Agent j must either assert a plan-
ning rule of the form (ϕ1 ∧ · · · ∧
ϕn � x), or assert a statement
instr({ψ1, . . . , ψm}, {x}).

Commitment Store: No effects.

Table 3.4: Locutions for seeking information about plan structure

Note that it does not make sense for an agent to ask another agent how it would

achieve a primitive action (i.e. a resource), since actions can only be executed directly.

Therefore, the REQ-ACHIEVE(i, j, x) locution is only allowed if x is a goal or a desire

of agent i, not an intended action. This condition is imposed by the locution syntax.

Finally, table 3.5 defines a locution for leaving the dialogue and a locution PASS(i)

which allows an agent to stay silent and see what else the other has to say, hence avoiding

strict turn taking in the dialogue.
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L11. QUIT(i).

Description: Agent i announces its with-
drawal from the negotiation dialogue.

Preconditions: No specific preconditions.

Response: None required.

Commitment Store: No effects.

L12. PASS(i) allows agent i to pass a turn
by saying nothing.

Table 3.5: Additional locutions

3.6.4 Protocol

In the previous section, I listed locutions that can be used to conduct interest-based nego-

tiation dialogues. In this section, I present a set of structured protocols which demonstrate

how the locutions can be used for interest-based negotiation. Protocols are specified in

a similar fashion to the way information-seeking, inquiry and persuasion protocols are

presented by Parsons et al. [2002].

Information Seeking

Parsons et al. [2002] define a basic information-seeking dialogue in which an agent seeks

an answer to some question from another and may challenge the answer given until it is

satisfied with the reasons supporting that answer. In this section, I define a number of

protocols for information-seeking to cater for IBN dialogues. The most basic form of

information-seeking is a yes/no question.

InfoSeek1[A,B]:

1. A questions statement X .

2. B asserts X , ¬X or U .

Information-seeking can also be done by “challenging” statements. When an agent chal-

lenges a belief, the challenged agent must provide a belief argument to support that belief.

When an agent challenges a desire, the challenged agent must provide an explanatory ar-

gument to support that desire. These two schemas are captured in the following protocol.
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InfoSeek2[A,B]:
Precondition: B has a statement bel(p) or des(p) –call it X– in its commitment store.

1. A challenges a belief or desire of B.

2. B asserts
{

S such that S ` p if X = bel(p)
S such that S `d d(p) if X = des(p)

3. A either
{

passes its turn if it has received enough information
For each s ∈ S, go to 1 otherwise

Having defined protocols for seeking information about beliefs and desires and their

justifications, what remains are protocols for seeking information about intentions. Given

an intention, we require two protocols: one for seeking information (upwards) about the

purpose of that intention, and another for seeking information (downwards) about how

this intention is to be achieved. The following two protocols enable this.

InfoSeek3[A,B]:
Precondition: B has a statement int(p) in its commitment store.

1. A asks B for the purpose of p –using locution L9.

2. B asserts
{

des(p), and the protocol terminates if p is a desire of B
instr({p}, Sup) for some Sup otherwise

3. A either
{

passes its turn if it has received enough information
For each s ∈ Sup, go to 1 otherwise

InfoSeek4[A,B]:
Precondition: B has a statement int(p) in its commitment store, such that p /∈ ACTS (i.e. p
is not a resource/primitive action).

1. A asks B about how it intends to achieve p –using locution L10.

2. B asserts a planning rule prule(ϕ1 ∧ · · · ∧ ϕn � p) or an instrumental statement
instr({ϕ1, . . . , ϕm}, {p})

3. A either
{

passes its turn if it has received enough information
For each ϕi /∈ ACTS, go to 1 otherwise

Persuasion

Persuasion dialogues start with one agent believing p or ¬p and another agent intending to

change that belief. I list a slightly modified version of the protocol presented by Parsons

et al. [2003].
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Persuade1[A,B]:

1. A asserts p.

2. B either







accepts by reasserting p, the protocol terminates if it agrees,
asserts ¬p if it disagrees,
challenges the assertion otherwise

3. If B has just asserted ¬p, then go to 2 with the roles reversed and ¬p in place of p.

4. If B has challenged p, then:

(a) A asserts S, the support of p;

(b) Go to 2 for each s ∈ S in turn.

5. B accepts p or the protocol terminates

It would be expected that similar protocols should be presented to enable an agent to

persuade another agent to adopt a desire or an intention. However, unlike beliefs, which

are based on objective facts that both agents can jointly assess, desires and intentions are

more subjective and agent-dependent. An agent A may not desire ψ but believe that there

are sufficient conditions for another agent B to desire ψ. This is because A appeals to

desire-generation rules that apply to B but not A.

Suppose the desire-generation rule ϕ1 ∧ · · · ∧ ϕn ∧ d(ψ1) ∧ · · · ∧ d(ψm) ⇒ d(ϕ)

is in agent B’s knowledge base. Agent A may try to persuade B to adopt desire d(ψ)

even though A itself does not have such desire. This may be because (i) A does not have

such rule in its own knowledge base; or (ii) although A has such a rule, A does not desire

d(ψ1) ∧ · · · ∧ d(ψm) and so the rule would not apply to A, but may apply to B if it has

such desires.

Persuade2[A,B]:
Precondition: [ϕ1 ∧ · · · ∧ ϕn ∧ d(ψ1) ∧ · · · ∧ d(ψm) ⇒ d(ϕ)] ∈ CS(B), and ¬des(ψ) ∈
CS(B).27

1. A attempts Persuade1[A,B] for each ϕ1 ∧ · · · ∧ϕn. If any fails, the protocol termi-
nates.

2. A attempts Persuade2[A,B] for each d(ψ1)∧ · · · ∧d(ψm). If any fails, the protocol
terminates.

3. If protocol has not terminated earlier, B asserts des(ψ).

27The first condition means that B agrees on the plan generation rule, either because it already has it

before the dialogue commenced, or because it has agreed on it upon receiving it during the dialogue. The
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A slight variant of the above protocol can be used to allow agent A to attempt to per-

suade agentB to drop an existing desire ψ. The only difference is that the commencement

condition would be that des(ψ) ∈ CS(B) and that A would instead attempt to disqualify

the condition of the rule rather than establish it.

Finally, we require a means to enable an agent to persuade another agent to adopt an

intention. This is basically done by presenting new planning rules to enable the persuadee

to construct a new plan for a given desire.

Negotiation

The most basic form of negotiation is based on a simple request protocol.

RequestDialogue[A,B]:

1. A proposes deal Ω.

2. B either accepts of rejects.

A bargaining dialogue is a series of request dialogues that terminate once an agent accepts

a proposal. An interest-based negotiation dialogue is a mix of bargaining, information-

seeking and persuasion dialogues.

Additional Rules

I now present some additional rules to control the dialogue. One of the most commonly

used rules is that arguments cannot be repeated. This rule is not suitable for IBN. Suppose

an agent proposes a contract Ω, then retracts Ω after being persuaded that it is not useful.

If the agent is somehow persuaded again of the usefulness of Ω, then it should be allowed

to propose it again. Therefore, I require instead that agents do not make utterances that

have effects already present in the commitment stores.28

As a second rule I require that an agent can never challenge an assertion of another

agent if that assertion is already part of its own commitment store. Note that this does not

mean that an agent cannot, for example, challenge a belief of a counterpart while believing

second condition means that B was asked whether it desires ψ and replied negatively.
28This rule does not apply to utterances that have no effect on the commitment store, such as rejections.
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it himself (privately). An agent man believe something but doubt whether another agent

has enough information to also believe it.

I use the following rules for the commencement and termination of the dialogue:

Definition 22. (Commencement Condition) A negotiation dialogue commences when an

agent utters the PROPOSE(.) locution.

Definition 23. (Termination Conditions) A negotiation dialogue may terminate either

successfully or unsuccessfully, as follows:

– A dialogue terminates unsuccessfully when some participant i utters the locution

QUIT(i).

– A dialogue terminates successfully with deal Ω if and only if each agent announces

an unconditional intention to perform its part of the deal. Note that this takes place

after some agent utters the final OK(.) locution.

A dialogue can now be defined as follows:

Definition 24. (Dialogue) A dialogue is a finite sequence of dialogue moves, constructed

using the locutions L1 to L12, made by participants according to the rules specified in

the locution specifications, protocols and dialogue rules above and conforming to the

commencement and termination conditions.

3.7 Putting the Pieces Together

Up to this point, the discussion of different components has been rather scattered. In this

section, I put all the pieces of the framework together, making clear what modules have

and have not been formalised.

Let Λ be the set of agents participating in the dialogue. Let UTTR be the set of all

possible utterances that can be generated according to the protocol. And let a negotia-

tion thread TH be the set of all possible sequences of utterances that can be generated

according to the IBN protocol. An agent can then be defined as follows:

Definition 25. (Agent) An agent is a tuple 〈Bb,Bd,Bp,D, ID, I,R,Θ〉 such that:

1. Bb is a set of basic beliefs;
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2. Bd is a set of desire generation rules;

3. Bp is a set of planning rules;

4. D is a set of desires initialised to ∅;

5. ID is a set of intended desires initialised to ∅;

6. I is a set of intentions initialised to ∅;

7. R ⊆ RES is a set of resources the agent owns;

8. Θ : TH ×
⋃

i∈Λ CS(i) → UTTR is a dialogue strategy;

It is worth redescribing the abstract reasoning cycle presented in figure 3.6 in terms of the

formal framework. The reasoning cycle for agent i goes as follows. Using its basic beliefs

Bi
b and desire generation knowledge-base Bi

d, the agent generates its desires Di using the

formal framework presented in section 3.4. Then using planning rules in Bi
p, the agent

produces an intention I i (i.e. plan) for achieving a subset of its desires IDi called its

intended desires. If the agent can achieve its intention on its own (because it possesses

all the resource required), then it does so. Otherwise, if the agent requires resources that

other agents possess, or resources that are shared with other agents, then a negotiation

dialogue is initiated. The function Θi specifies the negotiation strategy of agent i. Based

on the history of utterances exchanged so far and the contents of participants’ commitment

stores, the strategy function generates an utterance to make according to the rules of the

protocol. Of course, Θi also implicitly takes into account the state of the agent itself.

The main contribution of this chapter is the specification of an argumentation-theoretic

account of the argument interpretation component of the agent architecture presented in

figure 3.5. In other words, my focus thus far was on providing a formal framework that

specifies the effect of arguments on agents’ preferences, rather than on the strategies used

to generate these arguments (i.e. the details of Θi). I therefore did not specify how ar-

gument interpretation and argument selection modules may be implemented. I explore

strategic issues using a less formal perspective in chapter 5. Nevertheless, I present an

example that uses simple ad hoc strategies in the following subsection.



3.7. PUTTING THE PIECES TOGETHER 109

A Complete Example

I now present an illustrative example, which builds on examples 13 and 14 discussed

earlier, to show how the argumentation frameworks and protocol can be used to specify

agents capable of conducting interest-based negotiation dialogues. I shall present the

various stages of the scenario progressively, beginning with an agent inferring a desire.

Recall that:

aic = “attend the Sydney AI conference”;

syd = “go to Sydney”;

reg = “pay conference registration”;

rent = “rent a car”;

ford = “get a particular car of make Ford”;

call = “call a friend”;

friend = “stay at a friend’s place”;

Inferring Desires: Recall from earlier examples above that buyer agent B generated

two intended desires IDB = {aic, nz}. Now, suppose a seller S has an unconditional

desire to conduct business, denoted biz. Hence IDS = {biz}.

Intention Formation: After inferring a set of desires from the contextual beliefs, an

agent uses planning rules to construct a consistent set of plans that achieve (a sub-set of)

his desires. The agent, therefore, intends each of these desires, along with all the goals

and actions that constitute the selected plans. Recall that agent B intended instrumental

argument (or plan) A1 to achieve aic and plan A3 to achieve nz. Suppose S has the

following knowledge base:

1. BS
b = ∅

2. BS
d = {⇒ biz, 1)}
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[{hire}, biz]


[{ford, pay$400}, hire]


[{friend,
 flynz
},
nz
]


[
Ø
,
do
(B, call)]
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do
(B, pay$200)]


[{pay$200},
 flynz
]
[{call}, friend]


A'1


A3


[{
syd
,
reg
},
aic
]


[{rent},
 syd
]
 [{pay$100},
 reg
]


[{ford, pay$200},  rent]


[
Ø
,
do
(B, pay$100)]
[
Ø
,
do
(S, ford)]
 [
Ø
,
do
(B, pay$200)]


A1


[{ticket}, biz]


[
Ø
,
do
(B, book)]
 [
Ø
,
do
(S, pay$200)]


[{book, pay$200}, ticket]


A'2


[
Ø
,
do
(S, ford)]
 [
Ø
,
do
(B, pay$400)]


Figure 3.10: Intentions of two agents
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hire � biz

ticket � biz

ford ∧ pay$400 � hire

book ∧ pay$200 � ticket

flysyd � syd

book ∧ pay$200 � flysyd

where:

biz = “conduct a profitable business transaction”;

hire = “hire a car”;

ticket = “provide a ticket to Sydney”;

book = “book a ticket”;

Figure 3.10 depicts the resulting intentions of both agents.

Need for Negotiation: Suppose agent S has resource set RS = {ford, book} and sup-

pose that agent B’s resources are RB = {pay$200, pay$100, pay$400}. In this case, we

have a private resource conflict. Agent B needs S to execute action ford. On the other

hand, agent S needs B to execute action pay$400.
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Proposal Exchange: After one or more agents indicate certain needs (i.e., intentions

to receive resources or services from each other), they may start a negotiation dialogue

by exchanging proposed contracts that (more or less) fulfil these needs. Proposals may

be accepted, rejected, or simply ignored. The following dialogue fragment shows two

proposals exchanged between S and B, both rejected.

Suppose the buyer starts the negotiation by making the following proposal:

1. Buyer: PROPOSE(B,S,do(S, ford))

This adds int(do(S, rentCar) to CS(B). Of course, S would not accept this proposal

because it would only incur a cost without any benefit in return. Suppose agents make the

following two counterproposals, both rejected.

2. Seller: PROPOSE(S,B,do(S, ford) ∧ do(B, pay$400 ))

3. Buyer: REJECT(B,S,do(S, ford) ∧ do(B, pay$400 ))

4. Seller: PASS(S)

5. Buyer: PROPOSE(B,S,do(S, ford)∧ do(B, pay$200 ))

6. Seller: REJECT(S,B,do(S, ford) ∧ do(B, pay$200 ))

7. Buyer: PASS(b)

Each of the above proposals creates a conditional commitment in the proposer’s commit-

ment store. It might be that both buyer (academic) and seller (travel agent) have alterna-

tive plans to satisfy their needs. For example, the academic started with his most preferred

plan, but may later change to a less preferred plan where he pays $250. The same holds

for the travel agent. This will lead to the traditional bargaining game which results in a

deal if the parties reach a price that is acceptable for both of them.

Information and Argument Exchange: I now illustrate how the IBN protocol allows

agents to influence the negotiation outcome by influencing each other’s plans. The seller

could ask the buyer for the goal that motivates the need for hiring a car. The buyer asserts

that he wants the car in order to travel to Sydney.

8. Seller: REQ-PURPOSE(S,B, ford)
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[{
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reg
},
aic
]
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flysyd
 },
syd
]
 [{pay$100},
 reg
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,
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(B, pay$100)]
[
Ø
,
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 [
Ø
,
do
(B, pay$200)]


A4


Figure 3.11: Agent B’s new plan for attending the Sydney AI Conference

9. Buyer: ASSERT(B,S, instr({ford}, syd))

By revealing this information, the buyer gives the opportunity to the seller to present,

through a set of planning rules, an alternative means for travelling to Sydney via flight.

10. Seller: ASSERT(S,B, prule(flysyd � syd))

11. Buyer: PASS(B)

12. Seller: ASSERT(S,B, prule(book ∧ pay$200 � flysyd))

13. Buyer: PASS(B)

The buyer can now construct a new plan for getting to Sydney and ultimately for achieving

the desire to attend a conference. The plan involves two actions: booking a ticket and

going to the airport. This plan, call it A4, is depicted in Figure 3.11. Because this plan

also involves only one action pay$200 on behalf of B, it has the same cost and hence

utility, as the earlier plan A1. Because A1 could not be achieved because S rejected the

associated plan, B will intend A4.

Now the seller offers to book the ticket for $200, cheaper than the car-renting contract

she was willing to accept.

14. Seller: PROPOSE(S,B,do(S, book) ∧ do(B, pay$200 ))

15. Buyer: ACCEPT(B,S,do(S, book) ∧ do(B, pay$200 ))

It is clear how the protocol allows agents to request information about each other’s plans,

then exploit the public information available in the commitment stores in order to present
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persuasive arguments that may influence each other’s needs. In the example above, the

seller succeeded in making the buyer adopt a new intention (to get a ticket booked), which

enabled an alternative deal.

3.8 Discussion and Conclusion

The main contribution of this chapter is the definition of a comprehensive framework for

interest-based negotiation dialogues among autonomous computational agents. A con-

ceptual framework is first presented, on which a particular formal framework was then

based. The formal framework includes (i) a set of primitives and argumentation-theoretic

mechanisms for allowing agents to generate desires and plans, and to modify these as a

result of receiving new information; and (ii) a communication protocol that enables ne-

gotiation dialogues in which agents exploit the underlying argumentation theory in order

to reach better agreements. The protocol allows agents to make proposals and requests,

accept or reject proposals, challenge assertions and seek information about each others’

plans during negotiation in a structured way. The argumentation theory describes how

agents’ desires, plans, and (consequently) preferences can change as a result of receiv-

ing new information from their negotiation counterparts. Therefore, the argumentation

frameworks provide a kind of semantics of the dialogue protocol. By giving such se-

mantics for IBN, the formalisation presented in this chapter lays the ground for further

formal analysis of IBN dialogues and the properties of different strategies. This analysis

provides fertile ground for further work beyond this thesis.

The notion of conflict I discussed is not exhaustive. Other types of conflicts may arise

in multi-agent systems, such as those relating to temporal aspects of planning. To identify

such conflicts, the planning language must capture temporal notions explicitly. Resolving

these conflicts could then be achieved, for example, by reordering actions in different

plan. The framework presented here provides building blocks and concepts that may be

extended in that direction.

The IBN framework presented here also has limitations in relation to what agents

can argue about. For example, while an agent can assert new planning rules to another

agent, it cannot ask the other agent for the reason behind a planning rule. This means that
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if an agent believes he can go to Sydney by driving, there is no way for its counterpart

to ask “why do you believe driving takes you to Sydney?” and possibly persuade him

otherwise. This limitation is a consequence of the argumentation theory used. To enable

such dialogue, we require a theory that enables agents to construct proofs for which the

conclusions are planning rules. In this vein,

The PERSUADER [Sycara, 1992] is a negotiation system that relies on exploring

goal structures. It relies on a trusted third-party –a mediator– which attempts to find

compromise between two disputants. My framework differs from the PERSUADER since

it enables agents to resolve conflicts in a distributed fashion through direct interaction.

Other centralised approaches for merging multiple plans through a trusted mediator have

been proposed by Barber et al. [1999] and by Clement and Durfee [1999].

IBN is not an isolated effort towards flexible negotiation dialogues. Various frame-

works for argumentation-based negotiation have been explored in the literature [Rahwan

et al., 2003b]. The framework presented in this chapter differs from those presented by

Parsons et al. [1998] and Amgoud et al. [2000] in that it makes a clear distinction between

preferences used in evaluating arguments over beliefs (reflecting objective truth) and pref-

erences over negotiation outcomes (reflecting subjective gain). Both Parsons et al. and

Amgoud et al. incorporate the latter implicitly within the former, since such preferences

are required in order for the underlying argumentation logic to work. Since argumenta-

tion over beliefs is distinct from internal reasoning about plans and utilities, it becomes

possible for agents to discuss objective truth (e.g. whether a conference has been can-

celled, or whether there are flights to Sydney) separately from their subjective evaluation

of outcomes (e.g. whether an agent prefers to fly or drive).

The framework presented by Sadri et al. [2002] bears some similarity to IBN. How-

ever, in Sadri’s framework, the protocol is defined implicitly as part of the agents pro-

grams, whereas our protocol is externally defined as a dialogue game.29 More impor-

tantly, Sadri’s framework only allows agents to exchange a limited number of argument

types. When a request is challenged, the challenged agent provides all relevant informa-

29Of course, in order to program agent strategies, one may also encode the protocol rules inside the

individual agents. However, having an external representation of the protocol makes it easier to verify,

modify and analyse.
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tion: the complete plan for which the requested resource is needed and the goal which this

plan is intended to achieve. IBN is more flexible since it allows agents to progressively

reveal such information –or even withhold it– as part of their dialogue strategies.

Finally, a notable related work, developed more-or-less in parallel with this thesis,

is that of Atkinson et al. [2004, 2005] on formalising dialogues for practical reasoning.

One difference between my framework and theirs is that they aim at supporting persua-

sion over action, where one agent supports one action and the other may argue about

the former’s position. They also construct their framework around a different reasoning

schema, founded on a theory of argumentation over action, that makes use of beliefs,

actions, goals and values promoted by these goals. Their framework treats the relation-

ship between actions, goals and values more abstractly than I do, which is sufficient for

their purpose of identifying a comprehensive set of attacks that can be made against a

position. In my framework, however, I encode justification and causal relationships us-

ing desire generation rules and planning rules and allow agents to argue about these on a

more “micro-level.” It would be interesting to further investigate how the two frameworks

relate, and investigate how Atkinson et al’s framework can be extended for negotiation in

the sense described in this thesis.

Having specified an IBN framework, the rest of the thesis contains various elabo-

rations on IBN. In the following chapter, I provide a simplified formalisation of IBN

which enables me to draw some comparisons between IBN and bargaining. In Chapter

5 I present a generic methodology for designing negotiation strategies and show how it

can be used to build strategies for agents participating in an IBN dialogue according to

the protocol presented here. Finally, in Chapter 6 I discuss an implementation of a pilot

application that makes use of IBN.





Chapter 4

On Interest-based Negotiation and

Bargaining

“With, without;

and who’ll deny,

it’s what the fighting is all about.”

Pink Floyd, ‘Dark Side of the Moon’

In this chapter, I draw some comparisons between argumentation-based negotiation and

bargaining.

4.1 Introduction

The interest-based negotiation framework I presented in Chapter 3 was motivated by an

informal demonstration of the potential benefit of “argumentation” in improving negoti-

ation when agents have incomplete and/or improper preferences. Such informal demon-

stration, which appeals more or less to intuition, has also been the driving force behind

other framework of argumentation-based negotiation (ABN) surveyed in Chapter 2. A

reasonable question to ask is:

Is argument-based negotiation really better than bargaining-based negotia-

tion mechanisms?

117
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This chapter begins an investigation towards answering this question.

Recall that the majority of automated negotiation frameworks in the literature are

focused on bargaining and auctions. I shall concentrate my analysis on bargaining, by

which I refer to the family of protocols where the main form of interaction is the exchange

of potential deals, i.e. potential allocations of the resources in question. Despite the ad-

vances made to date, the relationship between argument-based negotiation and bargaining

frameworks has been rather informal [Jennings et al., 1998a]. This chapter presents a pre-

liminary investigation into understanding this relationship.

A comparison between bargaining and argument-based negotiation framework can

take a variety of forms. For example, one may analytically compare the complexities of

dialogues generated using specific bargaining and argument-based negotiation protocols.

Very little research has been done in this area, though Wooldridge and Parsons [2000]

provide a starting point by studying the computational complexity of simple bargain-

ing protocols, and (separately) present some complexity results for specific information-

seeking, inquiry and persuasion dialogues [Parsons et al., 2003]. Another way to com-

pare bargaining and ABN is through empirical investigation into performance issues (e.g.

in terms of average outcome quality, dialogue length etc.) in different dialogues. Pre-

liminary results of this kind have been presented by Karunatillake and Jennings [2004].

While these types of analyses are essential to enable us to understand specific argumen-

tation frameworks, my aim in this chapter is more general; it is to understand when and

whether argumentation can lead to better outcomes. In particular, I present a set of nego-

tiation concepts through which I analytically study both bargaining and argument-based

methods. I demonstrate that if agents have false beliefs, then they may make decisions

during negotiation that lead them to suboptimal deals. I then describe a number of ways

in which argument-based communication can cause changes in an agent’s beliefs and,

consequently, its preferences over contracts. This enables me to demonstrate how the

argument-based approach can improve the likelihood and quality of deals, but might also

lead to worse deals.

The chapter advances the state of the art in argumentation-based negotiation in two

ways. First, it provides a step towards a more systematic comparison of argument-based

and bargaining-based negotiation frameworks. Second, by making the link between belief
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change and preference change more explicit, the chapter paves the way for the study of

negotiation strategies within argument-based frameworks.

This chapter is organised as follows. In the next section, I provide a conceptual frame-

work which enables us to capture key negotiation concepts. I use these concepts in Section

4.3 to show how bargaining works and demonstrate how it can lead to suboptimal out-

comes. In Section 4.4, I present an abstraction of a class of argument-based negotiation

frameworks. Also, I show different ways in which preferences can change due to changes

in beliefs, and draw some comparisons with bargaining. The chapter concludes in Section

4.5.

4.2 A Conceptual Framework for Negotiation

In this section, I set up the scene for the rest of the chapter by providing a particular

formalisation of concepts involved in negotiation.

4.2.1 Agents and Plans

I will confine my discussion to two autonomous agents A and B sharing the same world,

which is in some initial state s ∈ S , where S is the set of all possible world states. Each

agent might, however, believe it is in a different state from s, which can influence its

decisions.

To get from one state, s1 to another, s2, agents execute actions. An action α ∈ A,

where A is the set of all possible actions, moves the world from one state to another;

hence it is a function α : S → S . I assume that actions are deterministic, and that the

world changes only as a result of agents executing actions.1

Definition 26. (Plan) A one-agent plan or simply plan P to move the world from state s1

to s2 is a finite list [α1, . . . , αn] of actions such that s2 = αn(αn−1(. . . α1(s1) . . . ))

I denote by P the set of all possible plans. And I denote by s1 |= [P ]s2 that if the

world is in state s1, then executing plan P moves the world to state s2.

1Though this treatment of actions is rather naive, I made this choice deliberately in order to simplify the

analysis.
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What I have just defined is the objective action operators specification, i.e., how the

world actually changes as a result of executing actions. Agents, however, might have pos-

sibly incomplete or incorrect beliefs about how the world changes as a result of executing

actions. I therefore assume each agent i has its own mapping αi : S ∪ {?} → S ∪{?} for

each action, such that always αi(?) =?. If αi
x(s1) =?, then we say that agent i does not

know what state action αx results in if executed in state s1. The expression s1 |=i [P ]s2

means that agent i believes executing plan P in state s1 results in state s2.2 Moreover, the

expression s1 |=i [P ]? means that agent i does not know what state results from executing

plan P in state s1.

Agents can evaluate actions and plans based on their costs.

Definition 27. (Cost of Action) The cost of action α for agent i ∈ {A,B} is defined

using an action cost function Cost : {A,B}×A → R+, which assigns a number to each

action.

Definition 28. (Cost of Plan) The cost of plan P ∈ P to agent i is defined using a plan

cost function

Cost : {A,B} × P → R+ such that Cost(i, P ) =
∑

α∈P

Cost(i, α)

Unlike the case with action operators, where agents can have incorrect beliefs about

the results of actions, I assume each agent has accurate knowledge about how much each

action costs him/her. However, an agent may not know how much an action would cost

another agent (i.e., I only assume each agent i knows accurately what Cost(i, α) is for

each α).

Each agent i ∈ {A,B} has a set of desires Di ⊆ D, where D is the set of all possible

desires. These desires are formulae in propositional logic or closed formulae in first-order

logic (i.e., with no free variables). We say that a world state s satisfies a desire d if s |= d,

where |= is an appropriate semantic entailment relation.

Definition 29. (Worth of Desire) The worth of desire d for agent i is defined using a

desire worth function Worth : {A,B} × D → R+, which assigns a number to each

desire.
2Note that |=i is not a new “semantic operator.” It is merely a syntactic abbreviation for distinguishing

different agents’ beliefs.
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Definition 30. (Worth of State) The worth of state s ∈ S to agent i is defined using a

state worth function

Worth : {A,B} × S → R+ such that Worth(i, s) =
∑

s|=d

Worth(i, d)

As with costs, each agent knows precisely what each desire is worth to him/her. Also,

an agent may not know how much a desire is worth to another agent (i.e., I only assume

each agent i knows accurately what Worth(i, s) is).

I can now define the utility of a plan for an agent given it is in a particular state. I

distinguish between the objective and perceived utility. The objective utility denotes the

actual gain achieved by the agent based on the actual resulting state (i.e., according to

the objective action operators definition). The perceived utility, on the other hand, is the

utility the agent thinks it would achieve from that plan, based on what it believes the

resulting state is.3

Definition 31. (Utility of Plan) The utility of plan P for agent i from state s1 is defined

as:

Utility(i, P, s1) = Worth(i, s2) − Cost(i, P ) where s1 |= [P ]s2

Definition 32. (Perceived Utility of Plan) The perceived utility of plan P for agent i

from state s1 is defined as:

Utility i(i, P, s1) = Worth(i, s2) − Cost(i, P ) where s1 |=i [P ]s2

Definition 33. (Best Plan) The best plan for agent i from state s1 is a planP = BestP(i, s1)

such that Utility(i, P, s1) ≥ Utility(i, P ′, s1) for all P ′ 6= P

Definition 34. (Perceived Best Plan) The perceived best plan for agent i from state s1 is

a plan P = BestP i(i, s1) such that Utility i(i, P, s1) ≥ Utility i(i, P ′, s1) for all P ′ 6= P

4.2.2 Contracts and Deals

So far, I have outlined how an agent can individually achieve its desires through the

execution of plans. An agent might also be able to achieve its desires by contracting
3The reader may argue that the notions of objective and perceived utilities are special cases of objective

and subjective expected utilities in the decision-theoretic sense [von Neuman and Morgenstern, 1944]. I

deliberately use the more simplistic notion because it makes the link to argumentation more trivial.
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certain actions to other agents. Since agents are self-interested, they would only perform

actions for one another if they receive something in return (i.e., if they get actions done

for them, resulting in achieving their own desires). A specification of the terms of such

exchange of services is a contract.

Definition 35. (Contract) A contract Ω between agents A and B is a pair (PA, PB) of

plans, and a schedule, such that Pi, i ∈ {A,B} is the part of the contract to be executed

by agent i according to the schedule.

A schedule is a total order over the union of actions in the two one-agent plans. As

with one-agent plans, I denote by s1 |= [Ω]s2 that if the world is in state s1, then executing

the contract Ω moves the world to state s2. Similarly, the perceived result of the contract

by agent i is denoted by s1 |=i [Ω]s2. I denote by C the set of all possible contracts. I

now define the cost of a contract to an agent.

Definition 36. (Cost of Contract) The cost of contract Ω = (PA, PB) for agent i ∈

{A,B} is the cost of i’s part in that contract; i.e., Cost(i,Ω) = Cost(i, Pi)

I define the contract’s objective and perceived utilities, denoted Utility(i,Ω, s1) and

Utility i(i,Ω, s1), and the best contract and best perceived contract, denoted BestC (i, s1)

and BestC i(i, s1), analogously to plans above.

I can now define the set of contracts acceptable to an agent.

Definition 37. (Individual Rational Contract) A contract Ω = (PA, PB) is individual

rational, or simply acceptable, for agent i in state s if and only if Utility(i,Ω, s) ≥

Utility(i,BestP(i, s), s)

A perceived individual rational contracts is defined similarly using perceived utilities.

A rational agent4 should only accept contracts that are individual rational. I denote

by IRC (i) the set of individual rational contracts for agent i, and by IRC i(i) the set of

perceived individual rational contracts. On this basis, each agent can classify each pos-

sible contract into three sets: acceptable, unacceptable, and suspended contracts. Sus-

pended contracts are contracts for which the agent does not know the result (i.e., for which

4I.e., rational in the economic sense, attempting to maximise expected utility.
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Figure 4.1: Possible and impossible deals

s1 |=i [Ω]?), and is hence unable to assess the utilities. If IRC (i) = ∅, then it makes no

sense for agent i to negotiate; i.e., the agent would be better-off doing things individually.

If agents do not change their beliefs, then the set IRC i(i)∩ IRC j(j) is the set of pos-

sible deals: contracts that are individual rational from the points of view of both agents.

Possible deals are those contracts that make both agents (as far as they know) better off

than they would be working individually. If IRC i(i) ∩ IRC j(j) = ∅, then agents will

never reach a deal unless they change their preferences. Figure 4.1 exemplifies two cases.

Each oval shows the set of individual rational contracts for an agent. If these sets intersect,

then a deal is possible.

4.3 Searching for Deals Through Bargaining

In the previous section, I outlined the main concepts involved in the stage prior to nego-

tiation. The questions that raises itself now is the following: given two agents, each with

a set of individual rational contracts, how can agents decide on a particular deal, if such

deal is possible? One way is to search for a deal by suggesting contracts to one another.

4.3.1 Elements of Bargaining

Negotiation can be seen as a process of joint search through the space of all contracts

(i.e., through the set C), in an attempt to find a mutually acceptable contract (i.e., one

that belongs to IRC i(i) ∩ IRC j(j)). Furthermore, agents may wish to find a contract

that also satisfies some kind of “optimality” criteria. For example, agents may attempt to

find a contract that is Pareto optimal, or one that maximises the sum or product of their
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individual utilities.5

One of the most widely studied mechanisms for searching for a deal is bargaining

[Larson and Sandholm, 2002]. In bargaining, agents exchange offers – or proposals:

contracts that represent potential deals. Of course, it would only make sense for each

agent to propose contracts that are acceptable to itself.

Definition 38. (Offer) An offer is a tuple 〈i,Ω〉, where i ∈ {A,B} and Ω ∈ C, and

represents an announcement by agent i that Ω ∈ IRC i(i).

During negotiation, each agent may make multiple offers until agreement is reached.

At any particular point in time, the offers made constitute the negotiation position of the

agent: those contracts the agent has announced it is willing to accept as deals. I denote

by O the set of all possible offers (by all agents).6

Definition 39. (Position) The position of agent i, denoted Position(i), is a set of con-

tracts i has offered so far, such that at any time, we have Position(i) ⊆ IRC i(i)

Note that while the set IRC i(i) is static during bargaining, the set Position(i) is

dynamic, since it expands, within the confines of IRC (i), as the agent makes new offers.

A question that raises itself now is: how does an agent expand its position? In other

words, given a set of offers made so far, what should an agent offer next? The answer to

this question is what constitutes the agent’s bargaining strategy.

Definition 40. (Bargaining Strategy) A bargaining strategy for agent i, denoted ∆i is

a function that takes the history of all proposals made so far, and returns a proposal to

make next. Formally: ∆i : 2O → O, where 2O is the power set of the set of all possible

offers O.

One of the key factors in influencing an agent’s negotiation strategy is its preferences

over contracts. It would make sense for an agent to begin by offering contracts most

preferable to itself, then progressively “concede” to less preferred contracts if needed.7

5For more on outcome evaluation, refer to the book by Rosenschein and Zlotkin [Rosenschein and

Zlotkin, 1994].
6Note that O is different from C. While the latter denotes the set of all possible contracts, the former

denotes the set of all possible agent/contract pairs.
7This is commonly known as the monotonic concession bargaining strategy.
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Preference, however, is not the only factor that guides strategy. For example, an agent

might have time constraints, making it wish to reach agreement quickly even if such

agreement is not optimal. To reach a deal faster, the agent might make bigger conces-

sions than it would otherwise. This issue becomes particularly relevant if the number of

possible contracts is very large.

A variety of bargaining strategies have been studied in the literature. Such strategies

might be specified in terms of a preprogrammed, fixed sequence of offers [Chavez and

Maes, 1996] or be dependent on factors observed during negotiation itself, such as the

offers made by the counterpart [Axelrod, 1984, Faratin et al., 2002, Zeuthen, 1930], or

changes in the availability of resources [Faratin, 2000]. A thorough examination of these

strategies is outside the scope of this study. Note, however, that strategies are highly

dependent on the interaction protocol and on the information agents have. For exam-

ple, following a risk-dependent strategy under the Monotonic Concession Protocol when

agents have complete information can be guaranteed to lead to a Pareto-optimal agree-

ment [Harsanyi, 1956]. Such a result could not be guaranteed if agents do not know each

other’s preferences.

4.3.2 Limitations of Bargaining

One of the main limitations of bargaining frameworks is that they usually assume agents

have complete and accurate information about the current world state and the results of

actions, and are consequently capable of providing a complete and accurate ranking of

all possible contracts. If these assumptions are not satisfied, significant problems start to

arise. In particular, bargaining could not be guaranteed to lead to agreements that truly

maximise the participants’ utilities.

To clarify the above point, consider the following example. Suppose a customer in-

tending to purchase a car assigns a higher preference to Volv than Toyot because of their

perceived safety of Volvs. Suppose also that this holds despite the customer’s belief that

Toyots have cheaper spare parts, because safety is more important to them. If this infor-

mation is false (for example, if Toyots actually perform as good as Volvs on safety tests),

then the actual utility received by purchasing a Volv is not maximised. This example is

formalised below.
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Example 15. Suppose buyer agent B trying to purchase a car from seller A, such that:

- B believes they are in s1

- DB = {safety , cheapParts}

- Worth(B, safety) = 18, Worth(B, cheapParts) = 12

- s1 |=B [doA(giveVolv), doB(pay$10K )]s2 where s2 |= safety

- s1 |=B [doA(giveToyot), doB(pay$10K )]s′2 where s′2 |= cheapParts

- Cost(B, pay$10K ) = 10

Then B will assign the following utilities:

- UtilityB(B, [doA(giveVolv), doB(pay$10K )], s1) = 18 − 10 = 8

- UtilityB(B, [doA(giveToyot), doB(pay$10K )], s1) = 12 − 10 = 2

Consequently, B will attempt to purchase a Volv. However, suppose that the truth is that:

- s1 |= [doA(giveToyot), doB(pay$10K )]s′′2 where s′′2 |= cheapParts ∧ safety

In this case, the actual utility of the Toyot contract would be:

- Utility(B, [doA(giveToyot), doB(pay$10K )], s1) = 12 + 18 − 10 = 20

Hence, this lack in B’s knowledge can lead to negotiation towards a suboptimal deal.

Another case based on the example above is when B does not know about the safety

features of cars of make Honda. In this case, B would assign value “?” to Honda con-

tracts, and would be unable to relate it preferentially to Toyots and Volvs. If Honda’s

were indeed cheaper, and offer both safety and good spare part prices, agent B would be

missing out, again.

What I have just demonstrated is that if agent preferences remain fixed during nego-

tiation and their beliefs are inaccurate, then they may fail to reach deals that maximise

their utility. This can be generalised to the following trivial result.

Proposition 1. In bargaining between agents i and j, the actual best reachable deal is

the best deal acceptable to both agents according to their perceived preferences.
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Proof. Let us denote the actual best deal by BEST(i, j). This deal lies in the set IRC (i)∩

IRC (j). But since agents make their decisions based on their perceived contract utilities,

each contract Ω /∈ IRC i(i) ∩ IRC j(j) is unacceptable for at least one agent, and hence

will never be selected as a deal. This means that the actual best reachable deal through

bargaining is in the set:

IRC i(i) ∩ IRC j(j) ∩ IRC (i) ∩ IRC (j)

Now, if

BEST(i, j) ∈ ((IRC (i) ∩ IRC (j))\(IRC i(i) ∩ IRC j(j)))

then the agents will never reach BEST(i, j). The same thing may apply for the actual

second best deal, and so on, until a deal within IRC i(i) ∩ IRC j(j) is reached.

This straightforward result demonstrates clearly that as long as agent preferences are

inaccurate, they might miss out on better deals. Note, however, that this does not give us

an indication of how good or bad the best perceived deal is.

4.4 Argument-based Negotiation

In the previous section, I explored how bargaining can be used to search for a deal on the

basis of fixed agents’ preferences over contracts. I showed that there are circumstances in

which bargaining fails to achieve a deal, or leads to a suboptimal deal. In this section, I

explore argument-based approaches to negotiation and relate it to bargaining.

As mentioned earlier, if IRC i(i) ∩ IRC j(j) = ∅, then agents will never reach a deal

unless at least one of them changes its perceived set of individually rational contracts.

Figure 4.2 shows two cases where initially no deal was possible because the agents’ in-

dividual rational contract sets did not intersect, but a deal is enabled by changes in the

set of individual rational contracts. In Figure 4.2(a), a deal is enabled when agent B’s

perceived IRC set changes such that contract X∗ becomes acceptable. In Figure 4.2(b),

both agents IRCs change, making deal X∗∗ (which initially was not acceptable to either

agents) mutually acceptable. Changing IRC i(i) requires changing agent i’s preferences,

which in fact requires change in i’s beliefs. Argumentation is a way to enable agents to

rationally influence such beliefs through rational dialogues.
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Figure 4.2: Changes in perceived individual rational contracts

The benefit of argumentation is apparent in human negotiations. Humans form their

preferences based on information available to them. As a result, they acquire and mod-

ify their preferences as a result of interaction with the environment and other consumers

[Lilien et al., 1992]. Advertising capitalises on this idea, and can be seen a process of

argumentation in which marketers attempt to persuade consumers to change their prefer-

ences over products [Slade, 2002]. In negotiation, participants are encouraged to argue

with one another and discuss each other’s interests. This enables them to jointly discover

new possibilities and correct misconceptions, which increases both the likelihood and

quality of agreement [Fisher et al., 1991]. Computational agents may realise a similar

benefit if they are able to conduct dialogues over interests during negotiation.

4.4.1 Elements of Argument-Based Negotiation

Argument-based negotiation (ABN) extends bargaining-based protocols. Therefore, con-

cepts such as offers and positions are also part of ABN. In addition, agents can exchange

information in order to influence each others’ beliefs. As a result, they influence each oth-

ers’ negotiation positions and set of acceptable contracts. Therefore, the first step towards

understanding how preferences over contracts change is to understand the different ways

influence on beliefs may take place, and how such influence affects the utility an agent

assigns to a contract.

Recall that the utility of contracts and plans are calculated by agent i based on the

following definition, which merges the definitions of plan and contract utility.

Definition 41. (Utility of Plan or Contract) The utility of contract or plan X for agent

i from state s1 is defined as: Utility i(i,X, s1) = Worth(i, s2) − Cost(i,X) where
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s1 |=i [X]s2

From the definition, it is clear that the utility of a contract or plan (a) increases as the

the perceived worth of the resulting state increases, and (b) decreases as the perceived

cost of carrying out that contract or plan increases. Since I assume that perceived costs

are accurate, I concentrate on how changes in perceived worth of state s2 affect the utility.

According to definition 30, the worth of state s2 depends on the set of desires from Di

that are satisfied in s2.

Based on this understanding, I can now enumerate how changes in beliefs can influ-

ence the perceived utility of a contract or plan. I dub these changes C1, C2 etc.

C1 Learn that in s1, X results in a state other than s2:

Description: Agent i learns that s1 |=i [P ]s′2 where s′2 6= s2.

Effect: This may trigger a change in the worth ofX’s result, which then influences

the utility of X , as follows:

1. If Worth(i, s′2) = Worthi(s2), then the utility of X remains the same;

2. If Worth(i, s′2) ≥ Worth(i, s2), then the utility of X increases;

3. If Worth(i, s′2) ≤ Worth(i, s2), then the utility of X decreases;

Example: A traveller who knew it was possible to travel to Sydney by train learns

that by doing so, he also gets free accommodation with the booking. As a

result, his preference for train travel increases. Hence, this is an example of

the second effect described above.

C2 Learn that it is in a different state:

Description: The agent learns that it is not in state s1 as initially thought, but rather

in state s′1, where s′1 6= s1.

Effect: Two things might happen:

1. If the agent believes that in this new state, X has the same result, i.e. that

s′1 |=i [X]s′2, then the perceived utility of X remains the same.

2. If the agent believes X now results in a different state, i.e. that s′1 |=i

[X]s2 where s′2 6= s2, then the utility of X changes as in the three cases

described in C1 above.
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Example: A traveller who was planning a conference trip learns that the confer-

ence has been cancelled. Now, flying to Sydney will no longer achieve his

desire to present a research paper.

C3 Learn a new plan:

Description: Agent i, which did not know what planX results in, i.e., s1 |=i [X]?,

now learns that s1 |=i [X]s2.

Effect: X moves from being suspended to having a precise utility. If X is a con-

tract, it gets classified as either acceptable or unacceptable.

Example: A car buyer did not know whether a car of make Honda has airbags.

After learning that they do, he can now calculate the utility of this car.

C4 Unlearn an existing plan:

Description: Agent i discovers that someX actually does not achieve the expected

resulting state, i.e., that s1 |=i [X]?.

Effect: The utility of X becomes undefined, and X becomes suspended.

Example: A traveller might find out that merely booking a ticket does not achieve

the state of being in Sydney.

As a result of a perceived utility change, the relative preferences among various plans

and contracts may change. A change in preference change may not take place if the

agent’s perceived utilities of contracts does not change at all, or if utilities do not change

sufficiently to cause a reordering of preferences.

Note that what I described above is the effect of a belief change on the utility of a

single contract. In fact, each belief change may trigger changes in the utilities of a large

number of contracts, resulting in quite complex changes in the agent’s preference relation.

This adds another complication to strategic reasoning in ABN, since agents must reason

about such unexpected changes in preferences.

4.4.2 Embedded Dialogues as Means for Utility Change

One might ask: how does argument-based negotiation enable the above changes in be-

lief and perceived utilities during negotiation? The interest-based negotiation protocol I
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presented in Chapter 3 aimed to provide an answer to this question. However, it is worth

providing a more abstract informal discussion. Since a rational agent should only change

its preferences in light of new information, there must be a way to exchange other infor-

mation during negotiation. This exchange of information can be seen as an embedding of

other types of dialogues within bargaining. The idea of embedding has been discussed by

philosophers of argumentation. For example, Walton and Krabbe [Walton and Krabbe,

1995, pages 66] provide a classification of main dialogue types, namely: persuasion, ne-

gotiation, inquiry, deliberation, information seeking, and eristic dialogues. Embedding

is a type of dialogical shift where interacting agents move from one dialogue to another

[Walton and Krabbe, 1995, pages 100–102]. During negotiation between two participants,

the following shifts to embedded dialogues may take place:

- Information seeking in negotiation: one participant seeks information from its

counterpart in order to find out more (e.g., a customer asks a car seller about the

safety record of a particular vehicle make);

- Persuasion in negotiation: one participant enters a persuasion dialogue in an at-

tempt to change the counterpart’s beliefs (e.g., a car salesperson tries to persuade a

customer of the value of airbags for safety);

- Inquiry in negotiation: both participants initiate an inquiry dialogue in order to

find out whether a particular statement is true, or in order to establish the utility

of a particular contract; a precondition to enquiry is that neither agent knows the

answer a priori (e.g., a customer and car seller jointly attempt to establish whether

a particular car meets the customer’s safety criteria);

- Deliberation in negotiation: both participants enter a deliberation dialogue in order

to establish the best course of individual or joint action (i.e., the best plan or joint

plan), potentially changing their initial preferences (e.g., a customer and car seller

jointly attempt to find out the best way to achieve the customer’s safety and budget

requirements).

In computer science, formal frameworks for dialogue embedding have been presented by

Reed [1998] and McBurney and Parsons [2002], and they could be applied to embed the



132 INTEREST-BASED NEGOTIATION & BARGAINING

above types of dialogues within negotiation dialogues. In the context of interest-based

negotiation, the protocol I presented in Chapter 3 enables agents to “express” the above

dialogue embeddings, but more work is required to integrate this protocol with a full-

fledged dialogue embedding framework such as that of McBurney and Parsons [2002].

4.4.3 Some ABN Examples

I now list a number of examples, building on example 15, which demonstrate some ways

in which preference can change as a result of belief change.

Example 16. Car selling agent A initiates the following persuasion dialogue in order to

get the buyer B to choose the Toyot:

A: Don’t you know that Toyots actually perform as good as Volvs on major

road safety tests?

B: Oh really? And it costs the same right?

A: True.

B: Well, I would rather purchase the Toyot then!

As a result of argumentation, B now believes that

s1 |=B [doA(giveToyot), doB(pay$10K )]s′′2 where s′′2 |= cheapParts ∧ safety

As discussed in example 15, this leads to a more accurate preference. Note that this

example involves a belief change of type C1, where B changes his expectation about the

result of the Toyot contract.

Example 17. Suppose B did not initially know about the safety features of cars of make

Honda. In this case, B would have the following belief:

s1 |=B [doA(giveHonda), doB(pay$10K )]?

As a result, B would be unable to relate it preferentially to Toyots and Volvs. Suppose B

then initiates the information seeking dialogue:

B: How about that Honda over there?

A: Actually Hondas satisfy both your criteria. They are safe, and also have

cheap parts. In fact, this one is available for $8K.
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A: Seems better than both. I’ll go for the Honda then!

In this example, if we have Cost(B, pay$8K ) = 8, then as a result of the above dia-

logue, B can now give a utility valuation for contract [doA(giveHonda), doB(pay$8K )].

This will be 12 + 18 − 8 = 22, which will rank the Honda higher than both Toyots and

Volvs. Note that this example involves a belief change of type C3 for the Honda contract.

Example 18. Suppose that the seller would still rather sell the Toyot than the Honda,

because she wants to get rid of the old Toyot stock. Consider the following dialogue:

B: From what you said, I like this Honda. It offers the same features as the

Toyot, but is cheaper.

A: But did you consider its registration cost?

B: It’s the same for all cars, so I think it’s irrelevant.

A: Actually, the government recently introduced a new tax cut of $3K for pur-

chasing locally manufactured cars. This is aimed at encouraging the national

car industry.

B: Wow! This would indirectly reduce the cost of Toyots because they are

manufactured in Australia. I presume this does not apply to the imported

Hondas.

A: That’s correct.

B: Aha! Toyot is definitely the way to go then.

Before the dialogue, B knew that if there was a tax cut for local cars, i.e., if it is in

s′1 |=i localTaxCut, then purchasing a Toyot results in an additional worth of 3, i.e., that:

s′1 |=i [doA(giveToyot), doB(pay$10K )]cheapParts ∧ safety ∧ get$3K

But because B initially thought that there is no such tax cut, i.e., that it is in s1 |=i

¬localTaxCut, the resulting state was not thought to contain get$3K . During the dialogue

B finds out that it is in s′1 rather than s1. As a result, the utility of the Toyot contract

becomes 12+18+3−10 = 23, whereas the utility of the Honda remains 12+18−8 = 22.

Note that this dialogue involves a belief change of type C2.
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4.4.4 Position and Negotiation Set Dynamics

The examples presented in the previous subsection demonstrate how preferences can

change during negotiation as a result of belief and utility changes. Now, the question

is: how can such preference change influence the likelihood and quality of agreement?

Proposition 2. Argumentation can influence a negotiator i’s set of individually rational

contracts.

This is because changes in utilities may cause existing contracts to leave the set

IRCi(i), or new contracts to enter this set.

Recall from Proposition 1 that the quality of reachable deals depends on the contents

of the sets IRCi(i) (or more specifically, on their intersection) and how they differ from

their actual counterparts IRC(i). Hence, changes to IRCi(i) caused by argumentation

could influence the quality of reachable deals. Moreover, argumentation can enable a

deal in an otherwise failed negotiation. This happens when the sets of individual rational

contracts did not initially intersect.

Proposition 3. Argumentation can improve the actual quality of the deal reached.

Proof. Let A and B be two agents negotiating over two mutually acceptable contracts,

Ω and Ω′. And suppose that for each agent i ∈ {A,B}, the perceived utilities are

such that Utility i(i,Ω, si
1) ≥ Utility i(i,Ω′, si

1) whereas actual utilities are such that

Utility(i,Ω, si
1) ≤ Utility(i,Ω′, si

1). This means that contract Ω Pareto dominates8 Ω′

from the point of view of both agents, whereas based on the actual objective utilities, Ω′

Pareto dominates Ω. If the agents were bargaining, they would choose Ω. Through ar-

gumentation, the beliefs of participants may change such that the perceived utility of Ω′

becomes higher than that of Ω for both agents. In this case, Ω′ would be chosen, resulting

in an objectively better outcome.

A popular example that demonstrates the above proposition has been presented by

Parsons et al. [1998]. The example concerns two home-improvement agents – one trying

to hang a mirror, the other trying to hang a painting. They each have some but not all of

the resources needed. Even though a deal was possible, the agents could not reach a deal

8i.e., makes one agent better off without making the other worse off.
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because one agent knew only one way to achieve his goals. By engaging in argument,

that agent was able to learn that he could achieve his goals in a different way, by using a

different set of resources. Thus, the information exchanged in the course of the interaction

resulted in the agent learning a new way to achieve his goal (i.e., learning some new

beliefs), and so changed his preferences across the set of possible contracts. As much as

the above result seems promising, there is a potential downside.

Proposition 4. Agents can be worse off as a result of argumentation.

Proof. Similar to Proposition 3 above, except that the agents begin correctly preferring

Ω′, and end up preferring Ω.

The above proposition states that argumentation can lead to worse outcomes. This

may happen if an agent’s preference ordering after receiving an argument becomes less

accurate. For example, an agent may initially prefer Volv’s to Toyot’s because he believe

Volv’s are safer cars. After receiving an argument from the seller about the safety of

Toyot’s, he changes his mind and prefers Toyot’s. However, the seller may be wrong

(e.g. she used outdated crash statistics, or did not consider other safety aspects) or may

deliberately lie to the buyer. In such case, choosing the Toyot does not lead to the best

outcome. Argument-based negotiation does not guarantee that arguments will lead to

“better” preferences. Whether arguments are useful would depend on the efficiency of

the agents’ argumentative abilities, their reasoning capabilities, any time constraints, and

whether or not they attempt to deceive each other.

4.5 Conclusions

In this chapter, I initiated an investigation into understanding the relationship between

bargaining and argumentation-based negotiation frameworks. I described both types of

frameworks using a uniform “vocabulary”, and made some intuitions about their differ-

ences more precise. In particular, I provided a precise account of how certain types of

arguments can influence preferences over contracts. I then showed how the ability to ex-

change such arguments can help overcome some problems with bargaining. In particular,

I have demonstrated that:
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- Rational agents may change their preferences in the light of new information;

- Rational agents should only change their preferences in the light of new informa-

tion;

- Negotiation involving the exchange of arguments provides the capability for agents

to change their preferences;

- Such negotiations could increase the likelihood and quality of a deal, compared to

bargaining, particularly in situations where agents have incomplete and/or inaccu-

rate beliefs;

- Such negotiations could also lead to worse outcomes compared to bargaining.

This study paves the way for a more systematic study of strategies in argument-based

negotiation. Understanding the possible effects of different types of embedded dialogues

can help an agent make decisions about how to argue during negotiation. This also enables

studying more complex strategies that result in multiple interrelated changes in utility.

For example, a car seller may first attempt to persuade a customer of adopting a new

desire towards safety, then attempt to convince him that his current preferred contract

does not achieve this desire. Indeed, I capitalise on this compositional nature of strategies

(informed by the understanding of argument effects) when I present a methodology for

designing negotiation strategies in the next chapter.



Chapter 5

A Methodology for Designing

Negotiation Strategies

“Strategy without tactics is the slowest route to victory . . .

Tactics without strategy is the noise before defeat.”

Sun Tzu, Chinese Military General (544-496 B.C.)

In this chapter, I introduce STRATUM, an informal methodology for designing strategies

for negotiating agents. Then I apply the methodology to characterise some strategies for

interest-based negotiation and the Trading Agent Competition.

5.1 Introduction

A central feature of all negotiation mechanisms, be they game-theoretic, heuristic, or

argument-based, is that agents have some choice of what they may utter, and possi-

bly when they may make these utterances. Open-cry auction participants, for example,

choose both the content of their utterances (within the constraints of the particular auction

protocol) and the timing of their utterances; participants in a sealed-bid, single-round auc-

tion may only choose the content. In argumentation-based approaches, participants have

greater freedom in their choice of the content and timing of utterances. A participant in a

negotiation framework therefore faces an important question:

137
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What should an agent say, and when to say it, in a particular negotiation interaction?

A negotiation strategy may be defined as a rule or algorithm which provides an answer to

this question.

It has been consistently argued that game-theoretic approaches are insufficient for

designing strategies in complex domains [Jennings et al., 2001]. To this end, I present a

methodology which could guide the design and selection of strategies for agents engaged

in negotiation interactions in which game-theoretic approaches cannot be applied.

The rest of the chapter is organised as follows. In the next section, I motivate the need

for a strategy design methodology. In Section 5.3, I present the STRATUM methodology

for strategy design. Then, in Section 5.4, I demonstrate how the methodology can be

applied in the context of interest-based negotiation and the Trading Agent Competition

[Eriksson and Janson, 2002]. I conclude the chapter in Section 5.5.

5.2 Rationale: Why We Need a Methodology?

5.2.1 Insufficiency of the Game-Theoretic Approach

Recall, from Chapter 2, that the analysis of negotiation strategies in the automated ne-

gotiation literature has been conducted using methods based on game-theoretic analysis,

heuristic experimentation and argumentation-based studies.

In game-theoretic analysis, researchers usually attempt to determine the optimal strat-

egy by analyzing the interaction as a game between identical participants and seeking its

equilibrium [Harsanyi, 1956, Rosenschein and Zlotkin, 1994, von Stengel, 2002]. The

strategy determined by these methods is optimal for a participant, given the game rules,

the assumed payoffs and the preferences of participants, and assuming that agents have

common knowledge that they are all rational and that participants have no knowledge

of one another not provided by introspection. On a further assumption that participants

behave according to the assumptions of rational choice theory, then this approach can

guide the design of the interaction mechanism itself, and thus force economically rational

agents to behave in certain ways [Varian, 1995]. Hence, game theory provides mathemat-

ically rigorous ways of analysing strategic encounters under relatively controlled settings,



5.2. RATIONALE: WHY WE NEED A METHODOLOGY? 139

and very specific protocols. The results that game theory produces (e.g. about the optimal

strategies) are only valid under the assumptions of game theory. In the real world, agents

may be resource-constrained, malicious or whimsical, or simply badly-coded, so that par-

ticipant behaviour may not conform to the assumptions of rational choice theory. In such

cases, where the game-theoretic assumptions are not guaranteed, the “methodology” of

game theory cannot be applied.1

In cases where the tools of game theory cannot be applied (because the assumptions

of game theory are not satisfied), heuristics are often devised. Heuristics are rules of

thumb that produce “good enough” outcomes, and are mainly based on empirical testing

and evaluation. In heuristic-based frameworks, strategies have been proposed which are

based on, for example, the underlying utility model, decay functions of factors such as

utility and time [Faratin, 2000, Kraus, 2001], or fuzzy modelling of the environment [He

et al., 2003]. Very specific bargaining strategies have been analyzed, for example, by

investigating their optimality [Fatima et al., 2001], their performance in multiple negoti-

ation rounds [Faratin, 2000], or the resulting social welfare [Harsanyi, 1956]. There has

been little work, to my knowledge, which looks at strategies in negotiation interactions in

a generic way.

Finally, argument-based frameworks are negotiation frameworks that allow agents

to exchange, in addition to proposals and indications of their acceptance or rejection,

meta-information about them, such as the reasons for their proposal, and for accepting

or rejecting them. Strategies have been presented for some of these frameworks also; for

example, Sierra and colleagues [Sierra et al., 1998] consider the execution of an author-

itarian strategy in which an agent makes an appeal to its authority over others in order

to exert pressure on its negotiating counterpart. Similarly, Sadri and colleagues [Sadri

et al., 2001b] describe agents negotiating over scarce resources who are always willing

to share resources which are not currently needed for their own goals, a rule which partly

determines the utterances each agent may make in the interaction.

While the game-theoretic approach can produce precise advice to negotiators in con-

trolled settings, there is no “alternative” methodology for guiding designers of strategy

1Research on bounded-rationality in game theory has started to address some of these issues [Rubinstein,

1997].
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in heuristic-based or argumentation-based negotiation encounters. It seems that agent de-

signers have made choices based more or less on their intuition, rather than on a more

systematic methodology. It would be of value, therefore, to provide a methodology that

gives generic guidelines for strategy designers operating under such protocols. To this

end, this chapter takes the first step towards characterising a methodology for designing

strategies under complex protocols and relaxed assumptions.

5.2.2 Insufficiency of AOSE Methodologies

In recent years, there has been an increase in research on Agent-Oriented Software Engi-

neering (AOSE) methodologies. A number of AOSE methodologies have been proposed

for guiding the design and construction of multi-agent systems, such as GAIA [Zam-

bonelli et al., 2003, Wooldridge et al., 2000], ROADMAP [Juan et al., 2002], Prometheus

[Padgham and Winikoff, 2004] and OperA [Dignum, 2004].

One might ask whether AOSE methodologies could provide the answer to the prob-

lem of strategy design for protocols that cannot be studied using game-theoretic tools.

In my opinion, none of the existing AOSE methodologies can do the job. This is be-

cause such methodologies are typically concerned with the process of capturing domain

requirements before the agent system exists, and then transforming these requirements

to multi-agent system specifications. During this process, system designers can follow

the methodology as they describe the environment, agent capabilities, roles, relationship

structures, interaction protocols, and so on. With respect to multi-agent interaction in

self-interested settings, however, users of these methodologies can usually either (i) pro-

duce rigid interaction protocols that prescribe how agents should behave, by building the

system themselves, by assuming that programmers will follow their specification, or by

using mechanism design concepts to make it irrational for programmers to deviate from

the prescribed behaviour; or (ii) provide flexible protocol descriptions but leave the de-

sign of individual agents unguided. In other words, existing AOSE methodologies do not

offer guidance to designers of self-interested agents that can negotiate within an existing

multi-agent system.

There have been some attempts to use or produce AOSE methodologies in engineer

negotiation protocols and/or agents. Fritschi and Dorer [2002] use an AOSE methodology
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to construct an agent that participated in the Tracing Agent Competition. However, the

methodology was used for engineering the overall agent design, while the strategies were

still constructed in an ad-hoc manner. Bartolini et al. [2002] present a modular frame-

work for constructing negotiation protocols using declarative rules. However, this time

the focus is not on the description of agent behaviour, but rather on the rules of the pro-

tocol. Finally, Dumas et al. [2002] propose a formal language for specifying negotiating

agent strategies, which combines State Charts [Harel and Naamad, 1996] and Defeasible

Logic Programs [Billington, 1993]. However, they still do not provide guidance for what

strategies to build using this formal language.

The methodology I present here is complementary to existing AOSE methodologies,

since it assumes a multi-agent system specification is given (implicitly or explicitly) us-

ing some formal language, and provides guidance to an agent designer in programming

strategies which operate within the given specification. Intuitively, though, the method-

ology can only be useful if the MAS specification is reasonably flexible to leave room

for the programmer’s choice of strategy design. This is typical in open multi-agent sys-

tems, such as those involving agents designed by different programmers and operating

in a flexible electronic market, such as that described in the experimental Trading Agent

Competition [TAC, 2003, Greenwald, 2003].

5.2.3 Value Proposition and Scope

A reasonable question to ask now is: Why would a methodology for strategy design be

useful? In addition to potentially providing an understanding of the nature of strategy in

complex domains, a generic methodology for strategy design should provide assistance

to agents (or their designers) in designing new strategies for new domains. Moreover,

the methodology could provide a common framework for comparison of strategies across

negotiation frameworks, hence guiding designers in selecting between strategies based

on the characteristics of a given domain. This is a direct response to the following call

presented in the seminal paper by Jennings et al. [2001]:

“. . . there are also a number of broader issues, which, to date, have received

comparatively little attention. These include . . . the development of a best

practice repository for negotiation techniques. That is, a coherent resource
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that describes which negotiation techniques are best suited to a given type

of problem or domain (much like the way design patterns function in object-

oriented analysis and design).” [Jennings et al., 2001, page 212]

To properly address the above call, agent designers need a framework through which

they can answer questions such as: Why should an agent adopt an exponential decay

function for conceding on its utility rather than a linear concession strategy? Why should

an agent choose to include time, trust, or the history of the interaction in the design

of strategies? Why should an argumentative agent resort to making threats rather than

seeking to learn more about its negotiating counterpart? Should an agent share resources

it does not currently need? It is hoped that a general methodology of strategy design (and,

eventually, assessment and selection) would provide a means to answer these questions.

To precisely define the scope of the methodology presented in this chapter, I require

a characterisation of the various components of a negotiation framework. A negotiation

framework can be seen to involve the following [Bartolini et al., 2002]:

1. a negotiation locale, which is a communication platform through which agents

interact;

2. a host (or monitor) that manages the negotiation locale and facilitates the nego-

tiation, making sure participants abide by the protocol rules, pay violation fines

etc.;

3. a negotiation template, which is essentially a language for describing deals;

4. a set of negotiation rules, which include:

(a) rules for participant admission;

(b) rules for checking proposal validity;

(c) rules for protocol enforcement, which include rules that specify when agents

can make proposals, accept proposals, make other utterances etc.;

(d) rules for updating status and informing participants, which specify what

agents have access to what information and how the overall state of the nego-

tiation (e.g. current highest bid) is updated;
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Figure 5.1: Scope of the STRATUM methodology

(e) rules for agreement formation specify when an agreement is reached (e.g. an

English auction ends with agreement if an acceptable bid is not topped by

another bidder for a certain amount of time);

(f) termination rules specify under what conditions the negotiation terminates;

5. a number of participants, with their internal decision-making components (e.g.

their architectures, proposal evaluation logic etc.) and their negotiation strategies;

This chapter is specifically concerned with the design of the participants in a negotiation

framework, and in particular with their strategies. Figure 5.1 depicts the scope of our

methodology, which has the specific purpose of helping designers of participating agents

specify their agents’ negotiation strategies. I am hence not concerned with guiding soft-

ware engineers in designing the rules of negotiation or specifying languages for describ-

ing agreements etc. In fact, I assume a negotiation framework or mechanisms is given

and specified, formally or informally, in some form. However, since the effectiveness

of strategies is highly dependant on the nature of the underlying negotiation framework

(rules, templates etc.), the methodology also guides agent strategy designers in distilling

framework characteristics that are relevant and useful for strategy design.
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Figure 5.2: Stages of the methodology

5.3 A Methodology for Strategy Design

In this section, I introduce the methodology STRATUM (for STRATegy via Unorthodox

Methodology)2 for designing negotiation strategies.

The main function of the STRATUM methodology is to guide the designer of nego-

tiation strategies through the process of acquiring domain information, through to pro-

ducing modular specifications of tactics and strategies. These specifications should be

generic enough to provide flexibility in the underlying implementation details and spe-

cific enough to provide thorough and useful guidance for programming these strategies.

STRATUM consists of a number of stages, described in Figure 5.2. In the next sub-

sections, I discuss each of these stages in more detail.

5.3.1 Stage I: Specify Objectives Model

The Objectives Model (OM) model specifies the objectives of the agent. This may be as

simple as “maximise own expected utility,” or involve a more complex specification of

the types of goals the agent needs to achieve in the world (e.g. to win a battle), the safety

conditions it has to maintain (e.g. maintain minimum casualties of one’s own army), the

constraints imposed on these objectives (e.g. if there are civilians, then avoid attack) and

so on.

Since we are dealing only with purposeful agents, then each party to a negotiation may

be assumed to have some objectives which lead it to enter into the negotiation interaction

itself. These objectives may be at the highest level of an agent’s stack of goals or they

may not be, in which case they may support some other, even higher, goals. Entering

2The name illustrates that this methodology does not follow the traditional game-theoretic approach.

The word stratum is the singular of strata (a set of layers) and refers to the compositional construction of

strategies from simple tactics and capabilities.
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into a particular negotiation interaction over certain resources with particular agents at a

particular time, will, the agent believes, assist it in seeking to achieve these goals.

An agent’s negotiation objectives may be a particular agreement to divide the scarce

resources under discussion. Such an outcome, however, is not the only objective an agent

may have. Indeed, an agent may enter into an interaction with no intention of seeking a

division of the resources in question, but merely to confuse, distract, or otherwise delude

the other participants, or even non-participants. An agent may also engage in a negotiation

interaction to acquire information about a new domain, as when potential house-buyers

participate in auctions in order, not to purchase a house, but to learn about prevailing

house prices, or even to learn about the auction process itself. Similarly, an agent may

enter into a particular negotiation interaction in order to establish or maintain a larger

relationship with the other agents concerned, or to gain knowledge about such agents and

their negotiating behaviours. As an example, John Lukacs [Lukacs, 1999] argues that,

during May 1940, Prime Minister Winston Churchill of Britain pretended to entertain

the possibility of a negotiated peace deal with Nazi-led Germany in order to strengthen

his base of political support with key members of his own Conservative Party; Lukacs

argues that Churchill was not serious about these possibilities, but in the early days of his

Premiership he needed political support from people who were.

Agents may even enter into a negotiation interaction with one counterpart in order

to have a stronger negotiation position relative to another counterpart in a separate in-

teraction; business-to-business negotiations often involve such parallel, competitive ne-

gotiations [Lilien et al., 1992, Chapter 3]. These objectives are all valid — and, by any

definition, rational — objectives from a negotiation interaction. I make no judgment,

though, on their wisdom, feasibility, or ethical content.

5.3.2 Stage II: Specify Capabilities Model

A key influence on strategy design will be the interaction capabilities of the agent nego-

tiator — what is the agent capable of doing in the interaction.3 The second stage of the

STRATUM methodology is to distill information about what the agent is capable of doing

within the system. This results in the agent’s Capabilities Model (CM). Two main types

3Here we are not referring to the agent’s internal capabilities, such as its ability to evaluate an offer.
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of capabilities may exist:

1. Dialogic abilities: These specify what the agent is capable of uttering to other

agents. Such capabilities may be specified in terms of the communication language

used and the protocol rules that govern the use of this language. Capabilities may

also be constrained through some system of value, such as a system for tracking

agents’ commitments to check their consistency [Maudet and Chaib-draa, 2003],

or a system of reputation or trust that removes agents that behave in a deceptive or

misleading manner.

2. Relevant physical abilities: An agent may have physical capabilities which may

impact its dialogic abilities. Consider, for example, an agent who wants to promise

another agent to deliver a fuel tank at a certain time. If the mechanism prohibits

agents from lying or decommitting on their promises, then the agent must actually

have access to a fuel tank and be capable of moving it to the specified address at

the specified time. In other words, the agent can only make the promise (a dialogic

ability) if it is capable of following through (a physical ability).

My interest here is in the dialogic abilities, and implicitly in the physical abilities –only

insofar as they contribute to these dialogic abilities.

At the bottom level, an agent engaged in a negotiation interaction must be able to

make utterances which are legal according to the rules of the protocol. Above this level

are some higher-order capabilities, which may, depending on the specific protocol, require

utterance of a sequence of locutions to be effected. Typical types of dialogic capabilities

needed in a negotiation encounter are listed in Table 5.1. A specific protocol may enable

only a subset of these capabilities. Moreover, a specific protocol may enable only certain

sub-types of these capabilities. For example, a protocol may enable an agent to provide

information proactively (capability C4) about its preferences, but not its beliefs. In any

case, the agent designer must have a clear picture of the agent’s dialogic capabilities.

Of course, an agent may be said to also have capabilities which are complex combina-

tions of these. For example, the ability to prevaricate [Dunne, 2003] may be constructed

from abilities to: request irrelevant information; provide irrelevant, misleading or con-

fusing information; or repeat previous questions or statements. Such capabilities may
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Capability Explanation
C1 Make proposals Proposing potential deals to the counterpart
C2 Accept proposals –
C3 Reject proposals –
C4 Present information

proactively
An agent may present information in order to influence a
counterparty’s beliefs, preferences, intentions etc.

C5 Seek information from
a counterpart

Participants may have varying abilities to extract information
from one another, for example, due to differing levels of au-
thority in a social structure.

C6 Provide information re-
actively

Agents may have differing capabilities to provide information
to one another; some agents may not be able to lie, or to an-
swer evasively, for example.

C7 Seek to exert pressure
on counterpart

An agent might be able to threaten or reward other participants
for accepting certain deals [Kraus et al., 1998, Sierra et al.,
1998], e.g. using authority.

C8 Retract Commitments Agents may have ability to retract commitments or proposals
they have made previously. Retraction has been studied, for
example, in argumentation theory [Walton and Krabbe, 1995]
and in bargaining [Sandholm and Lesser, 2002].

C9 Withdraw Truly autonomous agents should have the ability to withdraw
from any interaction at any stage. Agents may also have the
ability to threaten to withdraw.

C10 Re-enter Some auction protocols allow agents to withdraw form auc-
tions and re-enter them at a later stage

C11 Do nothing Be passive and wait until conditions change; E.g. until mar-
ket prices go down, or until counterpart concedes because of
his/her time constraints

Table 5.1: Types of Dialogic Capabilities in a Negotiation Encounter

constitute negotiation tactics and will be discussed in section 5.3.4 below.

When identifying the agent’s capabilities, the designer also needs to take account of

constraints on the exercise of any potential capabilities. Such constraints could include:

1. Interaction Protocol: The rules of the negotiation interaction protocol may preclude

or require certain utterances or certain types of utterances by agents at particular

times in an interaction. The FIPA Agent Communications Language, FIPA ACL,

for example, requires agent sincerity: only statements which are believed by an

agent may be uttered using the inform locution [FIPA, 2001]. In principle, such a

condition must severely limit the use of FIPA ACL for negotiations.

2. Values: As mentioned earlier, the agent’s values may preclude or require certain

behaviours and so constrain the potential capabilities of the agent. Young [2001],

for example, argues that the strategies of human negotiators are significantly influ-
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enced by the value of maintaining their social identity.

3. Resource Constraints: Time, memory or processing limitations on an agent may

limit its capabilities in a negotiation interaction.

5.3.3 Stage III: Construct Environment and Counterpart Model

This stage involves attributing meaningful abstractions to the negotiation environment,

including the negotiation counterparts, for the sake of reasoning about them. The result

constitutes what I shall refer to as the Environment and Counterpart Model (EM) model.

Reasoning about this model, either by the strategy designer at design-time, or by the auto-

mated agent at run-time, would provide indispensable guidance to the choice of strategy.

Examples of environment and counterpart models exist in the automated negotiation

literature. Gal and Pfeffer [2003], for example, present a technique for opponent modeling

in order to aid the selection of strategies in a Rock-Paper-Scissors domain. In the context

of continuous double auction protocols, He et al. [2003] enable agents to model the “state

of the marketplace”4 and adjust their bidding strategies accordingly using a meta-strategy

based on pre-programmed fuzzy rules.

5.3.4 Stage IV: Construct Tactics and Strategies

With the objectives identified, capabilities clarified and environment understood, we can

proceed to designing actual strategies. This process constitutes the Tactic and Strategy

Design Stage.

Composing Capabilities into Tactics

As stated earlier, we assume an agent enters a particular negotiation interaction over par-

ticular resources using a particular interaction protocol with particular counterpart agents

at a particular time, in order to achieve its negotiation objectives. In order to achieve these

objectives, the agent may attempt to achieve some sub-objectives, with the belief that such

sub-objectives assist in realizing the overall negotiation objectives. Sub-objectives them-

selves may be further decomposed into lower-level sub-sub-objectives and so on. We can

4The state of the marketplace is inferred from observations of supply and demand.
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therefore see the process of strategy design in a compositional fashion.5

For example, a potential buyer entering into a negotiation with a car-dealer aiming to

buy a car may seek to achieve this negotiation objective by realizing each of the following

sub-objectives (in sequence):

X. Learning about the alternative models available from the dealer;

Y. Establishing a preference ordering over some or all of these models; and

Z. Getting the cheapest price for the most-preferred model.

The buyer might achieve the first sub-objective by posing a series of questions to the car

dealer. The second sub-objective may be achieved by introspection, perhaps involving a

process of comparison of the expected utilities of different models [Roberts and Lattin,

1991]. To achieve the third sub-objective, the buyer may seek to achieve two lower-level

objectives:

Z.1 Informing the dealer about an offer made by a competing dealer; and

Z.2 Bargaining with the dealer through an exchange of offers.

Each of these sub-sub-objectives may be achieved directly by making a series of utter-

ances, or through decomposition into further sub-objectives and so on.6 This process

guides the design of tactics and strategies. While negotiation objectives are decomposed

in a top-down fashion, capabilities are composed in a bottom-up fashion in order to con-

struct tactics and strategies that achieve these objectives. These two processes are ab-

stractly depicted in Figure 5.3. The arrow between the two processes denotes that ca-

pability description is informed by the reasonable decomposition of objectives and, vice

versa, objectives decomposition is informed by the capabilities available.

5When describing the negotiation objectives and strategies, I use the terms “objective” and “sub-

objective” deliberately in order to distinguish them from “goals” and “sub-goals” described in Chapter 3.
6The hierarchical “objectives structure” I have outlined here has a structural similarity to the landmarks

theory of conversation protocols of Sanjeev Kumar and colleagues [Kumar et al., 2002]. However, my

approach concerns only the objectives of an individual agent and not the joint goals of all participants to an

interaction.
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Figure 5.3: Decomposing objectives top-down; composing capabilities bottom-up

I now list a number of possible low-level tactics (or equivalently, low-level sub-

objectives), which may contribute to an agent’s achievement of its negotiation objectives.

To my knowledge, no comprehensive list of all possible applicable negotiation tactics is

available in the multi-agent literature or in the literature on human negotiation. Therefore,

I list those tactics inspired by my experience with the multi-agent negotiation literature

as well as informal advice to human negotiation participants [Fisher et al., 1991, Young,

2001, Lewicki et al., 2003].

1. Seek to change a counterpart’s mental state. One participant in a negotiation

may judge it to be in its interests to have other participants change their beliefs

(about the environment or about the first participant), or their preferences, goals

etc.

2. Gain a better understanding of a counterpart. Counterparts may be seeking to

mislead a participant about their beliefs, intentions, preferences, constraints etc.,

or about the domain. An agent may then seek to gain a better understanding of

its counterparts’ true mental states or constraints. It has been argued [Fisher et al.,

1991] that agreement is more likely in negotiation interactions when participants

understand each others’ interests (desires, preferences, goals etc.) rather than their

current positions.

3. Seek to discuss a particular issue. By moving the interaction towards particular

issues, a participant may be able to frame the problem in certain ways and thus
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influence the mental states of its counterparts. A seller of a particular make of car,

for example, may seek to turn the topic of discussions with potential buyers towards

attributes on which this make of car scores highly.

4. Seek to avoid discussion. For the same reasons, a participant may wish to steer

discussion away from particular issues.

5. Seek fast termination. An agent with time or processing resource constraints

might seek a fast resolution or termination of the negotiation.

6. Seek to delay. An agent who believes it has greater time or other resources than

other participants may seek to delay resolution of the interaction beyond the per-

ceived resource limits of its counter-party [Dunne, 2003].

7. Resist a counterpart. An agent may resist attempts by a counterpart to achieve

one of the above tactics.

With these main types of low-level tactics in mind, the strategy designer can start speci-

fying specific tactics to be used by the software agent. Specification of these tactics must

take into account the actual capabilities of the agent (as discussed above). Tactic descrip-

tion can also be compositional, so a tactic can make use of other tactics already specified.

The methodology requires that the designer fill in a tactic template, described in Table

5.2, to specify each tactic. A particular instantiation of this template is called a tactic

description.

Tactic Name –
Dialogic Objective –
Method –
Capabilities & Sub-
Tactics Used

–

Rationality
Condition

–

Risk –

Table 5.2: Template for tactic and strategy description

Each tactic description specifies the dialogic objective it is aimed at achieving. The

method cell contains an informal description of the different steps the tactic involves in

order to achieve its dialogic objective. The capabilities and/or sub-tactics used to execute
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these steps are specified in the following cell. Finally, the rationality condition specifies

any constraints on the rational use of the tactic. For example, one may specify that it

is only rational to make an offer to a counterpart if this offer is more preferred to the

counterpart than any previously made offer. Finally, the designer can list the potential

risks of enacting the strategy. This would enable the programmer of the strategy to take

these risks into account and provide suitable solutions or precautions.

Composing Tactics into Strategies

The process of designing strategies using tactics is similar to designing tactics using prim-

itive capabilities. We follow the intuitive distinction between strategies, which govern an

entire interaction or large parts of it, and tactics, which govern just a small number of

utterances in an interaction. Hence, one tactic may support multiple or competing strate-

gies. For example, asking a direct question may implement a strategy to gather informa-

tion from another participant or it may implement a strategy to delay resolution of the

negotiation, or both. The methodology leaves to the designer the decision about whether

to refer to something as a “tactic” or a “strategy.” One might argue that this renders the

distinction between tactics and strategies redundant. I concede that the boundary between

the two is rather vague. Nevertheless, this conceptual distinction may be useful from the

strategy designer’s point of view. This distinction has proved useful, for example, in the

work on natural language generation [McKeown, 1985].

5.3.5 Stage V: Testing and Refinement

The final stage of the methodology is to test the strategy in terms of some appropriate

criteria or metrics. This testing may also lead to an iterative process of refinement, based

on the new findings.

One way to perform testing is through empirical analysis. This would involve running

simulations of different dialogues using a variety of strategies. Simulation parameters

could be varied in a number of ways: among different strategies operating against a fixed

type of counterpart, among different types of low level tactics within a particular generic

strategy, in terms of the types of counterparts faced, the information available to agents,

or the agents’ time constraints. Simulations have been used to analyse bargaining-based
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[Faratin, 2000], auction-based [He et al., 2003] and (to a limited extent) argument-based

strategies [Ramchurn et al., 2003].

Another way to test strategies is through theoretical analysis. In game-theory, this

is normally done using equilibrium analysis, though it is usually aimed at designing the

mechanism, not the strategy. For strategies that cannot be studied using traditional game-

theoretic techniques, it is often hard to analyse strategies theoretically. Hybrid theoreti-

cal/empirical approaches have been used, where the outcomes under different strategies

are first generated empirically, then studied analytically using game-theoretic concepts.

This approach has been used, for example, by Fatima et al. [2004b] to study bargaining

in incomplete information settings.

5.3.6 Summary of the Methodology

The STRATUM methodology is summarised in Figure 5.4. Stages I, II and III first pro-

duce the OM, CM and EM. Then Stage IV involves the simultaneous decomposition of

objectives and composition of capabilities in order to produce tactics that eventually form

sophisticated strategies. Finally, the testing and refinement stage leads to either (i) ad-

justing the mental-models that the agent or the designer has about the environment and

counterparts, or (ii) into repeating Stage IV with different decompositions and composi-

tions.

It is worth noting that the OM, CM and EM can be specified in the system either

explicitly or implicitly. When a model is specified explicitly, there is little work to do by

the designer. This is the case, for example, when the protocol is specified clearly in terms

of declarative rules, or where the counterparts are fully predictable (e.g., in complete

information settings). In case the system is not thoroughly specified, however, the strategy

designer needs to make these implicit models explicit.

5.4 Applying the Methodology

In this section, I demonstrate, through two case studies, how the STRATUM methodology

can be used to aid the design of tactics and strategies in particular negotiation frameworks.

The first case study addresses the interest-based negotiation (IBN) framework I presented
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Figure 5.4: Abstract view of the methodology

in Chapter 3. Devising strategies for such argumentation-based negotiation frameworks

is a non-trivial challenge, which partly explains the limited research in this area. In the

second case study, I explore an existing strategy used in the Trading Agent Competition

[TAC, 2003]. I demonstrate that STRATUM captures notions that the designers seem to

have included in the design of their strategy.

It is worth noting that I do not undertake a thorough and complete application of the

STRATUM methodology in the case studies below. Instead, my aim is to give the reader a

feel for how the different stages of the methodology can be applied in particular, relatively

rich, negotiation scenarios.

5.4.1 Case Study 1: Interest Based Negotiation

Stage I of the STRATUM methodology requires identifying the agent’s objectives in the

negotiation. Objectives are specified explicitly in the IBN framework, making the OM

easy to document. Each agent attempts to achieve a set of desires and tries to reach a deal

that maximises the utility it receives (calculated as the difference between the worth of
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desires achieved and the cost of the actions needed).

Stage II of the methodology requires defining the agent’s capabilities, which consti-

tute the CM. These are also explicitly specified already. In terms of the typology in table

5.1, the IBN protocol presented in Chapter 3 enables, in some form or another, all capabil-

ities except C7 (exerting pressure on a counterpart). Agents can propose, accept and reject

deals; they can also make assertions, retract commitments, ask each other for information

about each others’ beliefs, or ask questions about how they may achieve certain goals, or

what a particular goal is useful for. They can also do nothing by uttering the PASS locu-

tion. Note, however, that the exact type of capability is somewhat restricted. For example,

while an agent can request information about the counterpart’s higher-level and lower-

level goals –through the REQ-PURPOSE(.) and REQ-ACHIEVE(.) locutions– and

about the counterpart’s beliefs –using the QUESTION(.) and CHALLENGE(.) locutions–

it is not able to ask the counterpart about the reason for believing a certain planning rule.

Moving to Stage III (constructing environment and counterpart model EM), we first

know that both agents use the same underlying reasoning mechanisms. This is an im-

portant assumption, since if the counterpart does not have an explicit representation of

underlying goals, for example, then it does not make sense to ask that counterpart of the

purpose of a particular request. In IBN, an explicit model of the counterpart is available at

any time through its commitment stores. One may also attempt to guess other information

about the counterpart by inferring its beliefs, goals etc. from its utterances. This would

benefit from the assumption that all agents have symmetric reasoning abilities. But for

the purpose of this discussion, commitment stores are sufficient. Figure 5.5 summarises

the mapping between the IBN framework and the first three models of the STRATUM

methodology.

Stage IV involves defining tactics and strategies from capabilities, in light of some

decomposition of objectives. I now give an example of the kinds of analysis involved in

Stage IV. Suppose I attempt to design a strategy for my seller agent A1 to negotiate with

another buyer agentA2. As a strategy designer, I would like to design a particular strategy

that contributes to A1’s objective, and I want this strategy to be suitable for a situation

where A2 has already proposed some deal D to my agent, and that D is not acceptable to

A1. One way to achieve A1’s negotiation objective is to get A2 to accept another deal D′
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which is preferred by A1. The most trivial strategy to achieve this is to offer D′ to A2.

This is clarified in the following typical bargaining dialogue:7

A2: PROPOSE(A2, A1, D)

A1: REJECT(A1, A2, D)

A2: PASS(A2)

A1: PROPOSE(A1, A2, D
′)

If the above attempt fails, the only potential solution is to propose other alternative deals

D′′, D′′′ etc. However, IBN enables alternative ways to reach a solution, by providing

agents with a wider set of dialogic abilities. Reasoning about how these dialogic capa-

bilities may influence the outcome must requires an understanding of the effect of these

capabilities on preferences. The analysis presented in Chapter 4 contributes to this by

making the link between belief change and preference change more explicit, and hence

gives guidance for the design of IBN strategies. Knowing that in IBN, both agents are as-

sumed to have identical reasoning models, we can make the following observations about

the counterpart:

– A2 might have rejected D′ because it has some goal g and it believes that D′ does

not achieve g;

– If A2 is persuaded that D′ does actually achieve g, then it might accept D′ (subject

to other issues, such as the costs involved);
7Note that this dialogue is expressed using the IBN protocol described in Chapter 3.
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Hence, based on the above understanding of the counterpart, we can construct a strategy

that attempts to persuade A2 that D′ does indeed achieve its goal(s). But first, we need

to explore how the IBN agent capabilities can be composed to achieve such persuasion.

Given that A1 has the ability C5 to seek information about the purpose of a resource

requested by A2, and to present new information about planning rules, we can construct

the following pattern to persuade A2 to accept D′:

– A1 finds out about a goal g that A2 wants to achieve using resource r, which is part

of deal D that A2 requested;

– A1 then argues that D′ can also achieve goal g;

– A1 offers D′ to A2;

This strategy can be described in STRATUM as shown in table 5.3. The following dia-

logue sequence demonstrates how this strategy can be encoded in the IBN protocol:

Strategy Name S1
Dialogic Objective Cause the counterpart to intend a deal that is more prefer-

able to me
Method - Find out what deal the counterpart currently wants, call

this deal D
- Find out what goal D is intended to achieve;
- Assert that D′ also achieves that goal;
- Offer deal D′

Capabilities & Sub-
Tactics Used

- Capability C5 (seek information)
- Capability C4 (present information proactively)
- Capability C1 (make a proposal)

Rationality
Condition

- DealD′ must be acceptable to me, and more preferred to
me than deal D

Risk –

Table 5.3: Description of an example IBN strategy

A2: PROPOSE(A2, A1, D)

this leads to inserting int(r) for each r ∈ Resources(D) to A2’s commitment

store CS(A2)

A1: REJECT(A1, A2, D)

A2: PASS(A2)



158 DESIGNING NEGOTIATION STRATEGIES

A1: REQ-PURPOSE(A1, A2, r)

where r ∈ D

A2: ASSERT(A2, A1, instr(r, g))

this leads to int(g) being inserted to CS(A2)

A1: ASSERT(A1, A2,prule(r1 ∧ · · · ∧ rn � g))

A2: PASS(A2)

A1: PROPOSE(A1, A2, D
′)

where r1, . . . , rn ∈ D′

If the strategy works, the above dialogue will be followed by an acceptance from agent

A2 using the utterance ACCEPT(A2, A1, D
′). The following is a natural language de-

scription of a dialogue that uses the above strategy.

A1: Why do you need the car?

A2: To travel to Sydney.

A1: You can also go to Sydney by flying there.

A2: But this would be even more expensive.

A1: We’re in the low-season, so I can book you a flight for only $250.8

A2: That’s great. Go ahead and book it please.

In the above example, agent A1 simply presents information about an alternative way of

achieving the goal of going to Sydney. Whether A2 accepts this alternative might depend

on other issues, such as whether A2 has petrol vouchers, or whether A2 wishes to visit a

friend who lives on the way to Sydney. Therefore, a more aggressive strategy would be

to try to make the driving alternative itself less appealing. As a result, this might make

the flying option more preferable, hence increasing the likelihood of its acceptance. This

new new approach can be described by the following pattern:

– A1 finds out about a goal g that A2 wants to achieve using resource r, which is part

of deal D that A2 requested;

– A1 then argues that D′ can also achieve goal g;

– A1 persuades A2 that its previous deal D does not achieve goal g;
8Of course, this dialogue assumes that A1 prefers to sell a ticket for $250 than hire out a car for $400.
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– A1 offers D′ to A2;

Note that this strategy is similar to strategy S1, except that it requires A1 to persuade A2

to abandon D. So before we specify the new strategy, we need to specify a tactic for

achieving such persuasion. One way to do so is to show a “side effect” of D that was not

known to A1 before. This tactic is described in table 5.4, and is self explanatory. We can

now describe the new strategy by referring to tactic T1. This strategy is described in table

5.5.

Tactic Name T1
Dialogic Objective Cause counterpart to abandon some intended deal D
Method - Ask the counterpart whether it intends some goal g′;

- Argue that D has the undesirable side-effect of preclud-
ing g′

Capabilities & Sub-
Tactics Used

- Ability to provide information about consequences

Rationality
Condition

–

Risk –

Table 5.4: Tactic description of an IBN tactic

Strategy Name S2
Dialogic Objective Cause the counterpart to intend a deal that is more prefer-

able to me
Method - Find out what deal the counterpart currently wants, call

this deal D;
- Find out what goal D is intended to achieve, call this
goal g;
- Assert that D′ also achieves that goal;
- Cause counterpart to no-longer intend D;
- Offer deal D′

Capabilities & Sub-
Tactics Used

- Capability C5 (seek information)
- Capability C4 (present information proactively)
- Tactic T1 to cause counterpart to abandon D
- Capability C1 (make a proposal)

Rationality
Condition

- DealD′ must be acceptable to me, and more preferred to
me than deal D

Risk - After abandoning deal D, the counterpart may still not
accept deal D′, for some other reason. As a result, if my
agent prefers acceptingD to nothing, and it is not possible
to persuade the counterpart to intend D again, then my
agent is worse off

Table 5.5: Description of an example IBN strategy
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The following is an illustration of how strategy S2 can be encoded in the IBN protocol.

A2: PROPOSE(A2, A1, D)

this leads to inserting int(r) for each r ∈ Resources(D) to A2’s commitment

store CS(A2)

A1: REJECT(A1, A2, D)

A2: PASS(A2)

A1: REQ-PURPOSE(A1, A2, r)

where r ∈ D

A2: ASSERT(A2, A1, instr(r, g))

this leads to int(g) being inserted to CS(A2)

A1: QUESTION(A1, A2, int(g′))

A2: ASSERT(A2, A1, int(g′))

A1: ASSERT(A1, A2,prule(r1 ∧ · · · ∧ rn � ¬g′))

where r1 ∧ · · · ∧ rn ⊆ Resources(D)

A2: PASS(A2)

A1: PROPOSE(A1, A2, D
′)

where r1, . . . , rn ( Resources(D′)

The following follow-up natural language dialogue illustrates the usage of the strategy:

A2: I still prefer to drive to Sydney.

A1: Are you collecting frequent flyer points?

A2: Yes!

A1: Because you are dropping the car in another state, you will not be able to get

frequent flyer points by hiring this car.

A2: Oh! I thought I would. In that case, I prefer to fly and get the points.

The risk associated with strategy S2, as shown in table 5.5, is clarified in the following

variant of the above dialogue:

A2: I still prefer to drive to Sydney.

A1: Are you collecting frequent flyer points?

A2: Yes!
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A1: Because you are dropping the car in another state, you will not be able to get

frequent flyer points by hiring this car.

A2: Oh! I thought I would. In that case, I don’t want to hire a car, and I’d rather

stay in Melbourne for my holiday; I hate flying.

Finally, testing and refinement of the strategies is performed in State V. This stage on

its own may require a separate study, because of the richness of the protocol and the

complexity of possible dialogue sequences. However, I shall briefly discuss some possible

directions.

One option is to perform empirical testing through simulation. In argument-based

negotiation, such types of studies have only been used for very simplistic dialogues [Jung

et al., 2001, Karunatillake and Jennings, 2004, Ramchurn et al., 2003], where variations

in parameters are relatively easy to enumerate (e.g. by varying the strength of threats and

promises based on trust). The lack of extensive research in this area is largely due to the

complexity of the protocol, and the fact that no generic formal theory of argument-based

interaction protocols exists. The STRATUM methodology has the potential to enable

designers of multi-agent systems to follow a more systematic approach when enumerating

variations of strategy within richer protocols.

The other option for analysing IBN strategies is to perform formal analysis by appeal

to the machinerly of the underlying logic. This approach has been used to study simple

strategies in persuasion dialogues [Amgoud and Maudet, 2002], as well as in inquiry and

information seeking dialogues [Parsons et al., 2002], but not in negotiation dialogues as

yet. Torroni [2002] study whether certain strategies lead to dialogue termination. The

formal analysis, in this case, is facilitated by studying the way dialogues control the un-

derlying Abductive Logic Program proof theory [Sadri et al., 2002]. This type of formal

analysis may not be as simple for the IBN framework, since I did not provide a proof

theory for the protocol.9

5.4.2 Case Study 2: Trading Agent Competition

In the previous subsection, I demonstrated the use of the STRATUM methodology to

construct strategies in a particular negotiation framework. In this subsection, I do the

9This may be a subject of future investigation.
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opposite: I deconstruct an existing strategy used by an agent participating in the Trad-

ing Agent Competition (TAC) [TAC, 2003]. Through this rational deconstruction, my

aim is to demonstrate that STRATUM captures notions that the designers of this strategy

seem to have reasoned about as they designed their strategy. I hope that this comple-

mentary deconstructive exercise would provide further support of the feasibility of the

methodology and its consistency with current actual practice. The analysis is based on

SouthamptonTAC [He and Jennings, 2003], a trading agent developed at the University

of Southampton, and one of the most successful agents in TAC2002.

I now start with a brief description of TAC games.10 In a TAC game, there are eight

software agents that compete against each other in a variety of auctions to assemble travel

packages for 64 customers (8 customers each). A package consists of (i) a round trip flight

during a 5-day period between TACtown and Tampa; and (ii) a stay at a particular hotel

for every night between their arrival and departure. Customer satisfaction is measured in

terms of utility, and each agent attempts to maximise its customer’s utility, as measured

against customer preference data that is randomly generated at the start of the game.

Agents can also bid for the optional entertainment package, which can provide additional

utility. There are different types of entertainment options. An individual game lasts 12

minutes and involves 28 auctions. Each component in a package is traded in a different

type of auction:

– Flights are sold in single seller auctions, for which the ask price is updated ran-

domly every 24 to 32 seconds.

– Hotels are traded in 16th price multi-unit English auctions (that is, the winner pays

the 16th highest bid). There are eight hotel auctions that close in random order

at the end of every minute after the 4th minute. When a hotel auction clears, it

allocates 16 rooms to agents that bid the 16th highest prices.

– Entertainment tickets are randomly provided to agents, 12 tickets each, at the be-

ginning of the game. Then agents can trade their tickets in a continuous double

auction (CDA), where agents can buy and sell at any time before the game closes.

Tickets are only useful to a customer if they are for different events, on different

10For the interested reader, Greenwald [2003] provide a comprehensive description.
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dates, and for nights when the customer is in town.

Designing bidding strategies for TAC auctions has proved to be a challenging problem.

There are many interdependencies between different kinds of auctions (e.g. flights will be

useless if the hotel rooms are not available) and within the same auction (e.g. having an

extra ticket for the same entertainment is useless). This means that agents have to solve

combinatorial optimisation problems in a very short time [Eriksson and Janson, 2002].

Moreover, there is an inherent uncertainty in the domain (e.g. since flight prices change

randomly) and there is no way to predict precisely how other agents will behave.

Let us deconstruct SouthamptonTAC-02 based on STRATUM. Stage I (specifying

objectives) is straightforward, since the objectives are explicitly stated in the form of the

utility formula. Each agent attempts to maximise the overall utility based on the given

customers preferences.

Stage II (specifying capabilities) is significantly simpler than that of the IBN frame-

work presented earlier. This is because the protocol allows fewer dialogic capabilities.

Agents have the ability C1 of making proposals in the form of bids according to the

different auction protocol rules, the ability C2 to accept proposals in the entertainment

CDAs, and the ability C5 to seek information from counterparts indirectly by observing

their bidding behaviour. Finally, agents have the ability C11 (do nothing) by simply not

making any bids. Agents are not allowed to leave the game before it is over, nor enter

the game after it starts. Moreover, agents have no external physical abilities which may

influence their dialogic abilities.

The authors of SouthamptonTAC-02 invested a significant effort into Stage III (con-

structing environment and counterpart model). In the authors own words:

“Our post hoc analysis of the TAC2001 competition shows that an agent’s

performance depends heavily on the risk attitude of its opponents.” [He and

Jennings, 2003, page 221]

This marks an explicit recognition by the authors of the importance of modeling the nego-

tiation environment. To this end, the authors identify three types of environments, based

on the prices of hotels: (i) competitive environments where the prices of the hotels are

very high, (ii) noncompetitive environments where agents can get cheap hotel rooms, and
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(iii) semicompetitive environments. Environment type recognition is performed by moni-

toring the hotel prices during the game. Recognition is based on fuzzy pattern recognition

techniques, which classify the environment based on the degrees of membership of the

asking price in the fuzzy sets representing the three environment types mentioned above.

It is unclear why the authors did not use the prices of entertainment tickets or flight

tickets as a measure of competition. It may be that the authors believe, perhaps based on

experience, that hotel bidding behaviour gives a good estimate of the overall sentiment in

the environment. Alternatively, the authors may be assuming that hotel closing prices has

the most significant effect on the outcome of the game, and so there is no need to worry

much about bidding behaviour in the travel and entertainment auctions.

Let us now move to Stage IV (constructing tactics and strategies). Given the limited

number of dialogic abilities, tactics are mainly characterised by the following two fam-

ilies: seeking to delay and seeking fast termination. In other words, tactics are mainly

time-dependent. The precise way in which agents delay or speed up their buying and

selling is what constitutes TAC strategies.

The authors characterise a risk-averse (RA) strategy as one where the agent buys a

small number of flight tickets at the beginning of the game and bids for hotels according

to the situation as the game progresses. A risk-seeking (RS) strategy, on the other hand, is

one where the agent buys a large number of flight tickets at the beginning of the game, and

therefore does not change its customers’ travel plans often during the game. The authors

state the following observation about the risk-averse strategy, based on their experience

in TAC2001:

“a risk-averse agent . . . is highly flexible and copes well when there is a

significant degree of competition and the hotel prices are high . . . In this

way, it avoids buying extra hotels which cost extra money. Also, the agent

can receive optimal utility by not shortening the stay of its customers.” [He

and Jennings, 2003, pages 221, 226]

The authors also make the following observation about the risk-seeking strategy:

“a risk-seeking agent . . . does well in environments in which hotels are cheap.

For example, when a hotel price goes up sharply, a risk-averse agent would
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stop bidding on that hotel (changing the stay to a counterpart hotel or reduc-

ing the trip period). In contrast, a risk-seeking agent will insist on bidding

for that hotel, although the price is very high. In so doing, it hopes that the

price will eventually stabilise (hence the risk) . . . (It) is highly effective in

noncompetitive environments . . . because there is little competition in hotel

bidding and the agent can always obtain what it wants.” [He and Jennings,

2003, page 222, 226]

It is possible to characterise the above observations, which guided the design of the

SouthamptonTAC-02 strategy, using STRATUM tactic templates. The risk-averse and

risk-seeking tactics are encoded in tables 5.6 and 5.7 respectively.

Tactic Name Risk-Averse Tactic (RA)
Dialogic Objective - Avoid buying extra expensive hotel bookings

- Optimise utility by not shortening customers’ visits
Method - Buy small number of flight tickets at the beginning

- Bid on hotels as the game progresses
Capabilities & Sub-
Tactics Used

- Ability C1 (making proposals/bids)
- ability C5 (seek information) by observing other agents’
bidding behaviour
- ability C11 (do nothing)

Rationality
Condition

Environment is competitive

Risk If the environment is noncompetitive, the agent misses out
on opportunities to optimise length of trips

Table 5.6: Encoding risk-averse tactic using the STRATUM template

Stage IV of strategy design does not stop here. The authors make the following addi-

tional observation:

“After our experiences in TAC-01, we came to believe that there is no single

best strategy that can deal with all the different types of TAC environment.

For example, a risk-seeking agent . . . is highly effective in noncompetitive

environments. This is because there is little competition in hotel bidding

and the agent can always obtain what it wants. On the other hand, delaying

buying flights and shortening the stay of customers11 works well in competi-

tive games. For this reason, SouthamptonTAC dynamically varies its bidding

11I.e. a risk-averse behaviour
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Tactic Name Risk-Seeking Tactic (RS)
Dialogic Objective Optimise holiday allocation, and take advantage of lack of

competition in order to get the hotels it wants
Method - Buy large number of flight tickets at the start

- Purchase suitable hotels later, without changing flight
bookings

Capabilities & Sub-
Tactics Used

- Ability C1 (making proposals/bids)
- ability C5 (seek information) by observing other agents’
bidding behaviour
- ability C11 (do nothing)

Rationality
Condition

- Environment is noncompetitive
- If hotel prices rise, they eventually stabilise

Risk - If environment gets competitive, hotel prices rise signifi-
cantly; as a result, one must either pay high hotel prices, or
change travel plans and shorten stay, hence wasting travel
tickets already bought

Table 5.7: Encoding risk-seeking tactic using the STRATUM template

strategy according to its assessment of the environment type.” [He and Jen-

nings, 2003, page 226]

Based on this observation, SouthamptonTAC-02 uses a composed strategy which makes

use of the risk-seeking and risk-averse tactics, as well as a medium-risk tactic in semi-

competitive environments.12 This can be characterised in a STRATUM strategy template.

Tactic Name SouthamptonTAC-02 Adaptive Strategy
Dialogic Objective Maximise utility by adapting to changes in the environ-

ment
Method - If environment is competitive, use the risk-averse tactic

- If environment is noncompetitive, use risk-seeking tactic
- If environment is semicompetitive, use medium-risk tac-
tic

Capabilities & Sub-
Tactics Used

- Risk-Averse Tactic
- Risk-Seeking Tactic
- Medium-Risk Tactic

Rationality
Condition

–

Risk –

Table 5.8: Encoding the adaptive strategy of SouthamptonTAC-02 using STRATUM

Finally, the real test in Stage V (testing and refinement) is the empirical result of the

actual TAC2002 competition. TAC2002 results showed that SouthamptonTAC-02 was
12In this tactic, the agent buys most of the flights earlier and will only change travel plans if a significant

improvement can be obtained.
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ranked second, with a difference of 0.8% from the top scoring agents.

Since each game involves a wide variety of agents, it is difficult to draw strong com-

parative results, such as whether the adaptive strategy made a real difference. To get more

precise results, the authors set up a number of more controlled experiments in their lab. In

particular, they simulated games in different combinations of SouthamptonTAC-02, RA

and RS agents played (among the 8 participants). They showed that SouthamptonTAC-02

does best in competitive games, where the number of RS agents is big. The agent also

does well in noncompetitive environments, where there are many RA-agents. It turns out

that the worst situation for SouthamptonTAC-02 is when all players are like itself, i.e.

they are all adaptive. This is due to the fact that all agents switch their strategies (i.e.

adapt) at the same time, causing competition to be instantaneously shifted, or for prices

to fluctuate constantly.

The authors provide no discussion of their strategy refinement part of Stage IV. Pre-

sumably, the authors strategically withheld information about their future strategy refine-

ment plans from their competitors. A possible refinement could be to attempt to deal with

the problem that arises when multiple identical adaptive agents populate the game. In

such cases, adding some randomness to the timing of agents’ adaptation (e.g. by allow-

ing an agent to switch its strategy before others do) might enable an agent to overcome

the problem mentioned above. Another refinement suggestion is to include other factors

when modeling the environment. For example, instead of considering hotel prices as the

only measure of environment competitiveness, the strategy designers may take account of

competitors’ bidding behaviour in entertainment and travel auctions.

5.4.3 Discussion

The two exercises above demonstrate how STRATUM can provide guidance to the process

of strategy design in reasonably complex negotiation environments. The examples pro-

vide a hands-on feel for how the methodology can be applied, and shows that it is consis-

tent with current practice.

It is worth noting that it may be possible to exploit the hierarchical structure of ob-

jectives and strategies in order enable agents to compose strategies at run-time. In fact,

this is exactly what SouthamptonTAC-02 does, since it varies its underlying tactic based
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on observations of the environment. In more complex dialogues, this would require the

dependencies between objectives and tactics on different levels to be represented formally

in a way that can be processed by a computer program. Then the reasoning required may

be made possible using a hierarchical task planner [Erol et al., 1994]. This would enable

agents to modify their strategies, or even their objectives, during negotiation. For exam-

ple, an agent might abandon an objective or a tactic if the agent perceives that this objec-

tive or tactic is not currently achievable or is counterproductive because the negotiation

counterpart is resistant to it. As with any other intentions, the defeasibility of objectives

in a computational agent requires some mechanism for intention-reconsideration [Schut

and Wooldridge, 2001].

5.5 Conclusions

In this chapter, I presented the STRATUM methodology for guiding the design of negoti-

ation strategy. STRATUM addresses domains where the nature of the interaction protocol

and the (limited) information available to agents makes it impossible to deduce optimal

strategies using game-theoretic techniques. To my knowledge, STRATUM is the first

attempt to structure the process of strategy construction in non-game-theoretic domains.

I demonstrated how the methodology can be used through a case study of strategy de-

sign for interest-based negotiation. I also illustrated that the strategy is consistent with a

reconstruction of a strategy used in the Trading Agent Competition.

I have only attempted to use STRATUM in two particular negotiation domains. There-

fore, it is not yet clear whether the methodology is suitable for any negotiation domain

under a variety of protocols. Certainly, a number of additional attempts must be per-

formed before it is possible to reach a confident assessment of STRATUM’s applicability.

And it is no doubt that these attempts will provide insights that help refine the method-

ology and found it in both negotiation theory and practice. Eventually, a theoretically

well-founded and empirically well-tested methodology for studying negotiation strategies

would provide clues similar to Ariel’s Rubinstein’s view of the usefulness of modeling

to economics: “Models of economic theory are meant to establish “linkages” between

the concepts and statements that appear in our daily thinking on economic situations”
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[Rubinstein, 1997, page 191].

Finally, it is also unclear whether STRATUM would integrate easily with AOSE

methodologies such as OPERA [Dignum, 2004] or ROADMAP [Juan et al., 2002]. If

this is possible, then STRATUM may provide a complementary layer to these method-

ologies.





Chapter 6

Negotiation for Mobile

Collaboration Support1

“Take time to deliberate;

but when the time for action has arrived,

stop thinking and go in.”

Napoleon Bonaparte, 1769-1821

In this chapter, I present an application of automated interest-based negotiation to mobile

user coordination.

6.1 INTRODUCTION

In Chapter 3, I presented a framework for interest-based negotiation (IBN), and then elab-

orated on this framework by comparing it to bargaining (in Chapter 4) and by exploring

the process of constructing strategies within it (in Chapter 5). In this chapter, I present

yet another elaboration through a pilot application that makes use of the IBN framework.

In summary, the application presented in this chapter involves the use of concepts

of IBN in order to support collaborative activities among mobile users. The scenario

involves two users, each carrying a mobile device, such as a personal digital assistant

1The narrative development and prototype implementation presented in this chapter are a result of work

done jointly with Connor Graham, Anton Kattan, and Fernando Koch.

171



172 NEGOTIATION FOR MOBILE COLLABORATION SUPPORT

(PDA). The user specifies a certain task to achieve, and the agent may negotiate col-

laborative activity with agents representing other users. Agents take advantage of the

hierarchical task representation used in IBN in order to guide their negotiation towards

successful coordination.

The demonstration reported here is not aimed to be a comprehensive application of

IBN. Rather, it serves two purposes. First, it serves as a preliminary investigation of the

application of automated negotiation technology to mobile coordination. To my knowl-

edge, there has been no earlier attempt to use automated negotiation techniques in this

context. Second, and more importantly, the application demonstrates that the IBN spec-

ification is comprehensive enough to form a basis for implementing flexible negotiation

applications. This provides a form of verification of the operational adequacy of the IBN

framework presented in Chapter 3.

Having summarised the motivation behind the chapter, I take a more traditional ap-

proach to telling the story in the remainder of the chapter. I begin by discussing the

characteristics of mobile coordination in the next section. This helps clarify the features

required by potential supporting technology. In Section 6.3, I argue that IBN provides a

set of mechanisms that provide some of these features, and I present a conceptual frame-

work and prototype implementation for using IBN to mobile coordination. The chapter

concludes in Section 6.4.

6.2 Problem: Impromptu Coordination while Mobile

The use of mobile computing devices in everyday life is increasing largely due to the ad-

vancement of enabling technologies [Sadeh, 2003] as well as increasing efforts to make

the technology more usable [Weiss, 2002]. In order to cope with the dynamism resulting

from user mobility during task execution, providing context-sensitive support becomes

crucial. Dey [2001] describes context as “any information that can be used to characterize

the situation of an entity. An entity is a person, place or object that is considered relevant

to the interaction between a user and an application, including the user and the applica-

tion themselves.” For the purpose at hand, context-sensitive support includes performing

background computation to identify the situation, in order to take action on behalf of the
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user, and to represent appropriately to the user the state of any such external interaction.

Mobile users do not operate in isolation of other users. Hence, users often need to

interact in order to manage their activities. For example, a foreman on a construction

site might need to coordinate with engineers and those responsible for gangs of work-

ers [Luff and Heath, 1998], or a student might contact a colleague to organise a study

group. Interaction may be aimed at seeking information, coordination, and so on. In this

chapter, I am concerned with forms of interaction in which multiple users, with differing

agendas and interests, may realise opportunities for useful synchronisation of their ac-

tivities. This interaction occurs in a dynamic environment and hence automated support

for this interaction has to be context-sensitive, taking into account location, time, and the

task(s) at hand. As a result, the coordination is often unplanned, and therefore takes place

“impromptu” as users happen to be in a context where coordination opportunities arise.

I begin with some informal observations on the role of technology in facilitating in-

teractions through which multiple users, with differing agendas and interests, may realise

opportunities for useful coordination of their activities. To better understand the opportu-

nities for technology intervention, I take the advice of Luff and Heath [1998] and “exam-

ine activities in which people engage with others when they are ‘mobile’ and how various

tools and artefacts feature in those activities.” To this end, I analyse an informal narrative

to distill essential characteristics of mobile use.

Scenario: Supporting Impromptu Coordination

In the settings of interest, the user is mobile, connected, and engaged in complex inter-

actions. This creates an opportunity for technology to support the user. In Table 6.1, I

list different levels of support that technology could provide, and compare the extent to

which different technologies go. The most basic approach would be to provide connectiv-

ity, for example, using mobile telephones. However, when support only takes the form of

communication facilitation, users would need to keep track of all changes to their context

“in their heads” and manage the complexity of identifying opportunities as events unfold,

deal with multiple interaction partners, and so on. This places great cognitive load on

mobile users, and it is precisely for this reason that support software such as calendar

applications are appropriate tools.
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Table 6.1: Levels of support for impromptu coordination

Feature Connected Represent Manual task Auto task

while tasks manipulation manipulation

mobile Individual Group Individual Group

Technology tasks tasks tasks tasks

Phone X

Ph/Calendar X X X

MS Outlook X X X

All above +

automated X X X X X X

negotiation

When a mobile phone is endowed with a calendar functionality, the user can outsource

the storage of large amounts of information about activities (meetings, special occasions

etc.) to his/her device. This representation of individual activities can then be used to help

a user coordinate with others. Applications allowing for group task representation (e.g.

Microsoft Outlook with the Exchange Sever) go a step further by providing stationary

users with representations of multiple users activities in a globally accessible manner.

One could envisage device support not only through representation of individual and

group activities, but also automation to support the cognitive processes that exploit and

manipulate those representations. Such automatic processes would use the available infor-

mation about the user’s context as well as information available about other users in order

to automatically negotiate agreements over collaboration and coordination of activities.

Through more elaborate examples, in the following section I demonstrate that making

explicit and available a representation of users’ goals and task structures and some ability

to view and configure these, through communication or automatically, can better support

impromptu coordination.2

I now turn to look in more detail at types of situations where such support could be

2This representation and configuration, to be successful, would of course have to account for individual

and group privacy concerns, along the lines of the notions already adopted in calendar applications, but such

issues are outside my current focus.
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advantageous - with a view to illustrating the settings in which negotiation can effectively

facilitate impromptu coordination. The “mobility” setting naturally creates such oppor-

tunities as we shall see. This analysis emerged from discussions in a multi-disciplinary

focus group and of a narrative based on a diary of a PhD student renamed Fred, generated

over a period of three days. The narrative approach has been used in order to understand

individual mobile activities in other projects, such as ActiveCampus [Griswold et al.,

2002]. An approach grounded in broader and more systematic data collection would be

desirable in the future, c.f. [Isaacs et al., 1996].

Narrative 1. I realized I had not set up a lift home so I called my wife. I couldn’t get

through, so I left her a message and asked her to call me when she was close. While

waiting for her to reply, I continued work. Then Jack gave me a call to discuss our

Wednesday meeting. Jack asked if I could get him a book from the university library,

which he needs for an assignment. I declined because I needed more time to finish my

work. But Jack happened to be planning to head home to study at the same time I wanted

to leave the University. I managed to get myself a lift home by offering to help him out

with his assignment, in which case he no longer needed the book.

Fluidity

Kakihara and Sørensen [2002] describe mobility as having three dimensions: spatial,

temporal and contextual. Spatial mobility captures the nomadic nature of mobility, en-

compassing the mobility of objects, symbols and space itself. Temporal mobility en-

compasses an objective sense of clock time against an interpretative, individualistic sense

of time. Contextual mobility captures other relevant aspects of interaction pertinent to

mobility, including people and events. The resultant interaction experienced by mobile

individuals is “fluid.” Thus “human interaction is becoming ambiguous and transitory.

The patterns of social interaction are dynamically reshaped and renegotiated through our

everyday activities significantly freed from spatial, temporal and contextual constraints”

(ibid, page 5).

Fluidity in mobility suggests that interaction can be rather occasional in mobile use

scenarios, since the context in which these portable devices operate changes more fre-

quently than with stationary computers. Thus, well-established, long-term relationships,
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in which task structures are well-defined and agreed upon, are less likely to be achieved

in a mobile world. This is particularly due to the dynamism in resource availability as

a result of mobility. Negotiation is one way of reaching temporary agreement in such

dynamic settings. In the narrative above, Fred negotiated a lift after realising the oppor-

tunity.

Impromptu Coordination

For mobile users, opportunities for collaboration arise more frequently than with static

users due to the more diverse forms of context change, such as change in the user’s loca-

tion or the proximity of multiple users. Such opportunities usually cannot be anticipated a

priori. In narrative 1 above, Fred being connected to Jack was critical to him being able to

capitalise on the opportunity presented by Jack’s proximity. The phone did not allow him

to predict the possible chances of the success of this opportunistic interaction through a

representation of Jack’s goals or tasks. Negotiation is a way of dynamically realising and

taking advantage of such opportunities.3

This theme also relates to the findings of Perry et al. [2001], who build on the study

by Luff and Heath [1998] through the examination of 17 mobile workers in the United

Kingdom. Specifically, they recommend that technologies supporting mobile workers

should “allow more effective planning of activities and flexible allocation of resources.”

Heterogeneity

When the modelling of context is to take into account varying location, time, user pro-

files, tasks, interaction history etc., we are confronted with a much greater variety of

agent (and user) types. Each individual agent may achieve tasks in a different way. It

is unlikely that information about this heterogeneity will be available a priori. Negotia-

tion is a natural way to exchange information and reach useful agreement or compromise

with collaborators (or in collaboration settings) not known before. In the above narrative,

Fred’s coordination could have been made easier by accessing a representation of Jack’s

activities or, at the very least, his availability.

3This characteristic stresses the contrast between the focus of this chapter and the objectives of intelligent

scheduling applications.
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Figure 6.1: Conceptual framework for automatically negotiated mobile coordination

Privacy and Connectivity

Mobile users are constantly confronted with different interaction partners that want to

obtain information about them. Users may be unwilling to disclose all the information

required to run a centralised algorithm for coordinating joint activity. They may be will-

ing to do so only when interacting with particular partners, or when the they realise the

potential benefit of exchanging such information. Negotiation is a natural way to recon-

cile one’s own wish to protect private information with the potential benefit of interacting

with others.

6.3 Solution: Negotiating Impromptu Coordination

In the previous section, I argued that impromptu mobile coordination requires the ability

to represent information about the tasks of different users, and the ability to interactively

process this information. In this section, I illustrate that IBN has the potential to fulfil

some of these requirements, and then present a prototype implementation that demon-

strates its usage.
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Figure 6.2: An abstract view of negotiation

6.3.1 Conceptual Overview

The conceptual framework for mobile user coordination through automated negotiation

is illustrated in Figure 6.1. An agent running on a user’s mobile device acts as an inter-

mediary between the user and other potential collaborators. The agent gathers contextual

information from the environment (e.g., lecture times, location of user and colleagues)

and from the user (e.g., availability, goals). The agent then uses this information, as well

as domain-specific knowledge (e.g., procedures for borrowing books from the library) in

order to negotiate with agents representing other users. Negotiations are motivated by the

user’s goals and aim at achieving “deals” with other users. If negotiation results in useful

potential deals (e.g., appointment, lunch, lift home), these are proposed to the respective

users, who might accept, reject, or modify these deals as they see suitable.

Note that agents may have incomplete information about each others’ plans and de-

sires, and about the environment and the appropriate planning procedures within it.4 In

order to address this issue, the automated negotiation framework must enable agents to

exchange information about these underlying notions. Since the negotiation mechanism

required must exploit representations of users’ tasks and goals, interest-based negotiation

seems an appropriate choice.
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6.3.2 Illustrative Example

In this section, I revisit the narrative introduced in section 6.2 and illustrate how the

interest-based negotiation framework presented in Chapter 3 can be used to engineer au-

tomated support for the narrative scenario.5 Recall the situation where Fred fails to get

in contact with his wife to secure a lift home. Suppose Fred has a permanent desire for

saving money whenever possible, and this is stored in his device in the form of a desire

generation rule for which the rule body is always true. One way of saving money is by

getting a lift home rather than taking the train or a taxi. This is represented on the device

as a planning rule. The two rules are encoded as follows.6

BFred
d = {True ⇒ d(save(fred))}

BFred
p = {GetLift(X,Y ) � save(Y )}

Recall also that Jack would like to finish his assignment, and in order to achieve that, he

believes he needs to collect a book and go home.7

BJack
d = {True ⇒ d(finish(assignment))}

BJack
p = {Collect(book) ∧ Go(home) � finish(assignment)}

Now, suppose Jack is unable to collect the book himself (say because he has other tasks

to perform) or that he simply prefers someone else to do it for him. Jack’s device, which

is equipped with interest-based negotiation ability, could automatically attempt to find

alternative ways to get a lift home by searching for nearby friends and checking (with

their devices) for potential collaboration. When Fred’s and Jack’s devices detect one

another, they initiate a negotiation process.

4This characteristic corresponds to “heterogeneity” in mobile coordination.
5At this point, the reader may wish to refresh some of the concepts presented in Chapter 3.
6For clarity, I use predicates instead of propositions. Rules with variables can be seen as placeholders

of all their grounded instantiations. Moreover, I use literals beginning with capital letters to denote physical

actions (i.e. capabilities).
7Note that I do not have an explicit representation of time and temporal constraints. This is mainly to

simplify implementation. A realistic implementation would of course need to account for temporal aspects,

integrate tasks in a proper calendar application etc.
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As soon as Jack’s device detects that Fred is in a nearby area, it checks whether Fred

is willing to collect the book for Jack. Upon inspection of the request, Fred’s device

discovers there is not enough time to go to the library to pick the book, say because he

has to do some work, as part of another task; i.e., that there is some form of conflict

between the two actions. Therefore, Fred’s device would reject Jack’s request. However,

Fred’s device could attempt to find out the reason behind the request, with the objective

of exploring other potential solutions. After finding that Jack wants the book in order

to finish the assignment, Fred’s agent could propose an alternative way to achieve the

objective, by offering Fred’s help. This is not for free, though, as it is in exchange for

getting a lift home.

The following is the dialogue sequence just described, encoded using the IBN proto-

col presented in Chapter 3, between Fred’s and Jack’s negotiation-enabled mobile devices.

JACK: PROPOSE(jack, fred,do(fred,Collect(book)))

FRED: REJECT(fred, jack,do(fred,Collect(book)))

JACK: PASS(jack)

FRED: REQ-PURPOSE(fred, jack,Collect(book))

JACK: ASSERT(jack, fred, instr(Collect(book), finish(assignment)))

FRED: ASSERT(fred , jack, prule(Help(assignment) ∧ GiveLift(jack, fred)

� finish(assignment)))

JACK: PASS(jack)

FRED: PROPOSE(fred, jack,do(jack,GiveLift(jack, fred)),

do(fred,Help(assignment)))

JACK: ACCEPT(jack, fred,do(jack,GiveLift(jack, fred)),

do(fred,Help(assignment)))

FRED: OK(fred, jack,do(jack,GiveLift(jack, fred)),

do(fred,Help(assignment)))

Part (a) in Figure 6.2 shows a sketch of (parts of) the plan structures for Fred and Jack

from the narrative 1 above. Part (b) shows Jack’s modified plan, which can achieve his

goals while also helping Fred.

There are other types of arguments that Fred and Jack could exchange. For example,

Jack could ask Fred why he needs the lift, and after finding out that is is purely for saving,
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he could offer to take him out for dinner instead, in exchange for collecting the book.

Not all such arguments seem realistic, and it would be interesting to use the methodology

described in Chapter 5 to design strategies informed by theories of human interaction and

cooperation in context mobility [Luff and Heath, 1998]. A sensible approach might be to

encode a set of typical “attitudes” towards cooperation (represented as negotiation strate-

gies), from which the user could choose for his/her agent, or which could be automatically

learned by observing the user’s response over a period of time.

6.3.3 Prototype Implementation

The prototype has been implemented based on 3APL-M, an implementation of 3APL

[Hindriks et al., 1999]. 3APL is a logic-based agent programming language which pro-

vides programming constructs for implementing agents’ beliefs, goals, and capabilities.

It also uses practical reasoning rules in order to generate plans for achieving agents’ goals

and for updating or revising these plans.8 Each 3APL program is executed by means of

an interpreter that deliberates on the cognitive attitudes of that agent. 3APL-M is imple-

mented using Java Micro Edition (J2ME) [Java 2 Micro Edition], which is a scaled down

version of the Java programming language suitable for a variety of mobile devices.

In the initial 3APL version presented by Hindriks et al. [1999], the deliberation cycle

is fixed and agents generate their plans by choosing the first applicable rule that matches a

particular goal/desire. This means that an agent generates only one plan for each goal, and

only generates other plans if the initial plan fails. This approach is not suitable for IBN,

since IBN requires the agent to generate all possible plans and then rank them according

to their utilities, as has been mentioned in Chapter 3. For this reason, the implementation

of 3APL-M is based on an extended 3APL deliberation cycle in which the agent intends

the best plan after generating all possible plans (using all applicable practical reasoning

rules). This Deliberative 3APL implementation is based on an abstract modified reasoning

cycle presented by Dastani et al. [2003a].

Figure 6.3 summarises the different languages (and different 3APL tiers) used for the

8The syntax of 3APL rules is slightly different from those presented in Chapter 3. For planning rules,

translation by hand was done. 3APL does not have an equivalent for desire generation rules. This problem

was avoided in the current implementation since the desires in the scenario are not conditional.
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Figure 6.3: IBN agent and the underlying 3APL-M component

implementation. At the core, the 3APL-M basic functionality, such as plan generation,

belief manipulation, and so on. These basic building blocks make use of a lightweight

Prolog engine in order to perform low-level variable unification. Next, using 3APL-M, a

3APL Agent is built, which is then extended to the Deliberative 3APL Agent by modi-

fying the deliberation cycle to enable thorough plan generation and ranking. Finally, the

IBN agent is an extension of the Deliberative 3APL agent. At this stage, the negotia-

tion component, and hence the negotiation behaviour and strategies, are implemented as

a Java component external to the 3APL reasoning engine. This means that the interaction

strategies themselves are not encoded using 3APL structures. This approach significantly

simplifies implementation. However, using 3APL at all levels would be advantageous

since it would be possible to encode the agent’s negotiation strategies themselves as part

of its deliberation cycle, and hence enable it to generate dialogue plans in the same way

as it generates plans for achieving its desires. Such extension would require more theoret-

ical work on encoding complex communication strategies using 3APL, and would likely

build on some preliminary work by Dastani et al. [2003b].

Figure 6.4 shows sample screen shots of the implemented system. On the left-hand

side is the interface of Jack’s mobile device, showing the list of active tasks. The user

can add new tasks or edit existing tasks. The right hand side of the figure shows Fred’s

mobile device, with an instant messaging dialogue with another user named “Bill.”

The “Deliberate” button on Jack’s device triggers the deliberation process, which is

described in figure 6.5. In this figure, the normal arrows denote messages that imme-
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Figure 6.4: Screen shot of the prototype implementation

diately follow an action by the user. For example, after Fred clicks “Yes” on the top-

right screen, a REJECT(.) message is sent. Dotted lines, on the other hand, denote

messages exchanged by the agents without an explicit user action. For example, the

REQ-PURPOSE(.) message from Fred’s agent to Jack’s agent did not require a con-

firmation or explicit request by the user, but is rather triggered automatically as part of

Fred’s agent’s built-in coordination strategy.

In this particular implementation, Jack’s agent selects Jack’s task to finish the assign-

ment, and by applying the planning rule mentioned above, creates a plan that involves

collecting a book and then going home. After searching for nearby friends, Jack’s agent

discovers Fred’s presence and suggests to Jack to ask Fred to collect the book on his

behalf. If Jack clicks on “Yes” (part (a) in figure 6.5), his agent initiates a negotiation dia-

logue with Fred’s agent by proposing that Fred pick the book. Fred’s device presents this

proposal, which Fred rejects by clicking “No” (part (b)). However, Fred’s agent attempts

to discover the reason behind Jack’s request, and based on that information, presents an

alternative. Then Fred’s agent asks Fred whether he would be interested in getting a lift
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home (part (c)). Fred clicks “Yes,” after which Fred’s agent sends a proposal to Jack’s

agent. Upon receipt, Jack’s agent presents the proposal to Jack, who accepts the proposal

by clicking “Yes” (part (d)). This approval is sent to Fred’s agent, which informs Fred of

the deal and sends a confirmation back to Jack (part (e)).

6.3.4 Characteristics Revisited

The framework I presented offers the features required to deal with the characteristics of

impromptu mobile coordination discussed in section 6.2 above. In particular, the frame-

work caters for the fluidity encountered in mobile use contexts, since coordination does

not assume predetermined and pre-negotiated task structures. Moreover, the focus on

tasks and their underlying goals also enables impromptu realisation of opportunities for

coordinating activities. By expressing the resources and objectives explicitly, it becomes

possible to build technology that processes this information in order to “allow more ef-

fective planning and flexible allocation of resources” [Perry et al., 2001].

6.4 Conclusions

In this chapter, I demonstrated a potential application of interest-based negotiation. My

aim was to both: introduce a novel application of negotiation technology to mobile coordi-

nation, and to demonstrate that the IBN specification given in Chapter 3 is comprehensive

enough to form a basis for implementation.

In order to justify the choice of IBN for mobile coordination, I grounded my discus-

sion in current views of mobility in the literature. Through a narrative, I identified key

issues of mobile coordination and showed how they may be addressed using negotiation

technologies. In particular, I argued for the suitability of negotiation frameworks that rep-

resent and manipulate users’ goals. This is because negotiation allows coordination to be

task focused, and so no long term coordination structures were necessary (as is required,

for example, in the Electric Elves project [Chalupsky et al., 2001]). I then illustrated

how IBN, as an automated negotiation that exploits a hierarchical representation of tasks

and goals, can provide such support. I then demonstrated a prototype application that

demonstrates this.
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Figure 6.5: Screen shots of the scenario run
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To my knowledge, the work presented in this chapter constitutes the first applica-

tion of automated negotiation technology to the problem of mobile user coordination. In

particular, it is the first attempt at using negotiation techniques to support non-routine co-

ordination of mobile users. Most existing work on agents for mobile devices focuses on

supporting single users [Rahwan et al., 2004d] or collaborative teams executing routine

tasks [Chalupsky et al., 2001]. This novel coordination architecture integrates context-

aware networked devices, agent-based reasoning, and automated negotiation.

A very important issue worth mentioning is “knowledge elicitation.” The scenario

implemented here was based on a set of hard-coded rules, based on a relatively naive

representation of user tasks. In a realistic ‘real-world’ implementation, it would be unrea-

sonable to expect users to pre-program their task structures into their devices. Moreover,

even if users did manage to encode their task representation, an ‘ontology’ problem arises,

since different users may represent the same tasks differently, and adequate translation be-

tween these description is likely to be nontrivial. However, in relatively well-structured

domains, such as truck delivery, pre-programming typical task representations may be

practical.9 In less structured domains, it may be possible to use knowledge acquisition

techniques based on machine learning [Chipman and Meyrowitz, 1993] to enable agents

to automatically build task structures by observing user behaviour. Once these structures

are available, IBN may be used to automate interaction that exploits them. After all, much

of artificial intelligence is about providing means to engineer knowledge into computer

systems and means to computationally manipulate the resulting representations towards

useful ends.

9Some work in knowledge elicitation to initialise automated negotiating agents has been presented by

Castro-Schez et al. [2004].



Chapter 7

Conclusion

“You seek problems because you need their gifts.”

Richard Bach, ‘Illusions’

Recall from Chapter 1 that this thesis began as an attempt to answer the following ques-

tion:

How can we specify intelligent agents capable of negotiating effectively, de-

spite having incomplete and/or inaccurate individual preferences over nego-

tiation outcomes?

The thesis provides a number of contributions towards answering this question. The con-

tributions revolve around the following specific questions, which I first presented at the

introduction to the thesis.

1. What are the appropriate abstractions and decision-making primitives that need to

be specified to enable automated agents to conduct rational discussion over their

preferences?

2. Can a suitable communication protocol be defined to enable rational discussion

over these primitives, leading to flexible, automated negotiation?

3. How would negotiation under such types of protocols compare to more basic “bar-

gaining,” where agents simply exchange offers?

187
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4. How may software agent designers reason about the process of designing negotia-

tion strategies for agents participating under flexible negotiation protocols?

Chapter 3 provided an answer to the first two questions. I argued that since agents’ pref-

erences are based on their underlying interests, influencing preferences through dialogue

should be based on a manipulation of these interests. I then described a generic concep-

tual framework for interest-based negotiation among autonomous computational agents.

This conceptual framework was then used to build a formal framework, grounded in ar-

gumentation theory, through which it is possible to specify agents that can modify their

preferences over negotiation outcomes in light of new information. I complemented the

formal framework with a communication language that can be used by agents to exchange

information relating to their interests during negotiation. Then I was able to demonstrate

that the communication language and underlying formal framework can express relatively

complex negotiation dialogues in which agents change their preferences.

A reasonable question that follows from developing the IBN framework is whether

IBN actually does lead to better negotiation outcomes. To answer this question, I com-

pared IBN to bargaining-based approaches to negotiation in Chapter 4 and showed that

IBN can either improve or worsen the outcomes depending on how accurate the prefer-

ences are after evaluating arguments. This result is based on specific types of arguments;

more generic results are likely to require an abstraction of all types of possible argu-

ments in negotiation. Such analytical study could benefit from a strong grounding of

argumentation-based negotiation in game-theory, a significant challenge in its own right.

The framework presented in Chapter 3 gives a precise account of what preference

change follows the receipt of different types of arguments, but says nothing about how

agents decide what arguments to exchange. In other words, the agents’ dialogue strate-

gies are not specified. Strategies under rich communication protocols pose non-trivial

challenges, and agent designers would benefit from a structured approach to designing

their strategies. Hence, to answer the fourth question, I presented a methodology for

guiding the design of agent negotiation strategies in Chapter 5. I argued that the method-

ology is not only applicable to IBN, but also to other complex negotiation domains, such

as the Trading Agent Competition. More empirical and conceptual work is required, how-

ever, before the scope of applicability of the methodology and its usefulness in different
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settings, can be established.

Finally, in Chapter 6 I presented an implementation that makes use of the concepts

developed throughout the thesis. This implementation highlighted the potential of au-

tomated negotiation techniques in providing support to collaborating users. The imple-

mentation also served as a proof-of-concept demonstration for IBN, which complements

the analytical results presented in Chapter 4. Further validation of IBN may benefit from

empirical simulations of different negotiation scenarios. Such evaluation, however, was

outside the scope of the thesis.

Recall from Chapter 2 that negotiation frameworks can be classified based on whether

they focus on game-theoretic, heuristic-based, or argumentation-based analysis. The con-

tributions of this thesis vary in depth and scope in relation to this classification. The

conceptual and formal frameworks for IBN presented in Chapter 3 represent a contribu-

tion specific to argumentation-based negotiation and builds on the emerging literature in

the field. Chapter 4, on the other hand, provides a comparison of argument-based and

game-theoretic approaches. The methodology I presented in Chapter 5 gives a similar

broad-based contribution, spanning argument-based and heuristic-based approaches.

It must be noted that IBN is not the only way to implement flexible negotiating agents.

IBN uses beliefs, desires, goals and planning rules as the primitives upon which argumen-

tation is based. It may well be that other concepts, such as agent roles, relationships or

trust are also appropriate to include. Certainly, in domains such as electronic commerce,

the notions of trust and reputation play a crucial role and one may conceive of argu-

ments that make use of these concepts to influence preferences of other agents. Neverthe-

less, IBN provides a starting point based on a simplified theory of choice and an explicit

argumentation-theoretic account of preference update. This attempt may provide a basis

for exploring how the primitives of more sophisticated formalisations of decision-making

can be exploited through dialogue.
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Appendix A

Argumentation for Plan Generation

In this Appendix, I demonstrate that the fixed-point semantics for argumentation is insuf-

ficient for expressing a planning process that generates a set of plans that is maximal with

respect to the desire worths and action costs.

I first present some formal preliminaries. Finding the acceptable arguments requires

reasoning about how arguments “defeat” one another. We will use the argumentation

framework presented by [Amgoud and Cayrol, 2002], which extends that of Dung [1995].

This framework defines an abstract argumentation framework as a pair consisting of a

set of arguments and a binary relation representing defeat among these arguments. The

framework is ‘abstract’ in the sense that it is not concerned with the internal structure of

the individual arguments, but rather in the interplay between different arguments.

Definition 42. ([Amgoud and Cayrol, 2002])

An argumentation framework is a tuple 〈A,R,�〉 where A is a set of arguments and

R ⊆ A × A is a binary relation representing the defeat relation among arguments, and

�⊆ A×A is a strict preorder on A.1

Definition 43. ([Amgoud and Cayrol, 2002])

Let 〈A,R,�〉 be an argumentation framework, and let A1, A2 ∈ A. We say that A2

attacks A1 if A2RA1 and not A1 � A2.

Definition 44. ([Amgoud and Cayrol, 2002])

Let 〈A,R,�〉 be an argumentation framework, and let A1, A2 ∈ A such that A2RA1.

1A relation is a strict preorder if it is irreflexive and transitive.
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We say that A1 defends itself against A2 if A1 � A2.

Definition 45. ([Amgoud and Cayrol, 2002])

Let 〈A,R,�〉 be an argumentation framework, and let A,B,C ∈ A such that BRA.

We say that A is defended by a set of arguments S ⊆ A if ∀B ∈ A, if BRA and not

A� B, then ∃C ∈ S such that CRB and not B � C.

We can characterise the set of arguments of A that are defended by another set of

arguments S through the following characteristic function:

Definition 46. ([Amgoud and Cayrol, 2002, Dung, 1995])

Let AF = 〈A,R,�〉 be an argumentation framework, and let S ⊆ A. Then the set of

arguments acceptable with respect to S can be obtained by applying the function:

F(S) = {A ∈ A : A is defended by S}

Note that the set of arguments acceptable with respect to the empty set includes only

those that defend themselves against their attackers. We call these self-defending ar-

guments and refer to them as SelfDefend(AF) = F(∅). However, the complete set of

acceptable arguments includes those that defend themselves as well as those that are de-

fended by other acceptable arguments. We can obtain these (semantically) by finding the

least fixed point of the function F :

Definition 47. ([Amgoud and Cayrol, 2002])

The set of acceptable arguments of a finite2 argumentation framework AF = 〈A,R,�〉

is:

Acceptable(AF) =
⋃

F i≥0(∅) = SelfDefend(AF) ∪ [
⋃

F i≥1(SelfDefend(AF))]

The above definition corresponds to a so-called skeptical (or well-founded) semantics

[Dung, 1995]. A skeptical agent restricts itself to either defend Acceptable(AF) without

making any assumptions at all, or to defending it with the aid of assumptions already

justified without assuming Acceptable(AF) to start with. This differs from the semantics

defined in terms of preferred extensions, which gathers maximal sets of nonconflicting

arguments. Hence, each preferred extension reflects a particular consistent point of view.
2Finite in the sense that each argument is defeated by finitely many arguments.
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An agent reasoning using preferred-extension semantics would have to select a particular

extension to define its beliefs.

In Section 3.4 in Chapter 3, I described the frameworks for arguing about beliefs and

desires using skeptical semantics. Skeptical semantics are “cautious” semantics for be-

liefs, and are hence reasonable. For desires, it also makes sense to use skeptical semantics

because we would like the agent to generate desires based on solid justification. It does

not make sense for an agent to desire adopt any arbitrary consistent set of desires.

When it came to argumentation-based planning, the skeptical semantics are not suit-

able, and hence I did not define acceptable sets of instrumental arguments using the

fixed-point semantics. The reason behind this is that we would skeptical semantics are

monotonic in the sense that the agent adds new beliefs or desires on the basis of already

established beliefs or desires. Hence, there exists a unique extension. In planning, on

the other hand, we need nonmonotonicity. Suppose we have four possible instrumental

arguments (i.e. plans) P1, P2, P3 and P4 for achieving different desires. Suppose we first

select P1 for achieving desire d1. Then to add another plan P2 for achieving desire d2, P2

must be consistent with P1. Then, to add plan P3, this plan must be consistent with both

P1 and P2, and so on. However, we may discover that while P1 and P2 are consistent,

they conflict with both P3 and P4. It may also be the case that P3 and P4 are consistent

and (together) achieve a higher total utility to the agent than the pair P1 and P2. Once we

discover this, we need to remove P1 and P2 and replace them with P3 and P4, hence the

nonmonotonicity. This is why preferred extensions are more suitable for planning than

skeptical fixed-point extensions.
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