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ABSTRACT

A method of determining ocean–atmosphere latent heat flux using the Special Sensor Microwave/Imager
(SSM/I) and the Advanced Very High Resolution Radiometer (AVHRR) is presented and evaluated. While sea
surface temperatures are retrieved from AVHRR data with an accuracy of 0.5–1.0 K, the near-surface wind
speed and the surface air humidity are retrieved from measurements of the SSM/I with accuracies of 1.4 m s21

and 1.1 g kg21, respectively. The latent heat flux is then computed with a stability-dependent bulk parameterization
model. The derived fluxes are compared to globally distributed instantaneous shipboard and buoy measurements
and to monthly averages of 28 3 28 longitude and latitude bins. The standard error for instantaneous flux
estimates is approximately 30 W m22, and that for monthly averages decreases to 15 W m22. Additionally, a
1-yr time series of latent heat flux at the weathership M in the North Atlantic and two shorter time series during
the Tropical Ocean Global Atmosphere Coupled Ocean–Atmosphere Response Experiment (TOGA COARE)
and the Central Equatorial Pacific Experiment (CEPEX) in the tropical Pacific are compared to satellite mea-
surements. The SSM/I-derived parameters, as well as the latent heat flux, are represented very well on the
weathership M. During TOGA COARE and CEPEX, the near-surface humidity is sometimes systematically
overestimated in the warm pool region, which results in an underestimation of the latent heat flux. Nevertheless,
the representation of the latent heat flux is always in the range of the in situ measurements.

1. Introduction

Evaporation at the air–sea interface results in a trans-
port of energy and water vapor into the atmosphere. The
energy transport partly compensates losses of energy
through radiation processes in the atmosphere. The
global mean of this energy transport is equivalent to
26% of the incoming solar energy at the top of the
atmosphere. On this account, the exchange of energy
between the sea surface and the atmosphere is a major
energy source for the atmospheric circulation. The ex-
change of water vapor and heat at the sea surface takes
place simultaneously and connects the energy cycle to
the hydrologic cycle. Thus, the latent heat flux causes
a cooling of the upper layer of the ocean and, through
the loss of water, an increase of the salinity in the oce-
anic mixed layer. Good estimates of latent heat flux at
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the sea surface (together with fluxes of momentum and
sensible heat) with global coverage could be very useful
for verifying coupled ocean–atmosphere models, as well
as driving ocean models.

Conventionally, the latent heat flux has been esti-
mated from bulk formulas that employ ship measure-
ments of near-surface wind speed, air humidity, and sea
surface temperature. Since the temporal and spatial res-
olution of ship measurements is limited, the accuracy
of ship-derived fluxes is uncertain and their use in mul-
tiyear studies is doubtful (Simonot and Gautier 1989).
Unlike ships, satellites offer global spatial coverage with
almost consistent quality and high temporal sampling.
Hence, an estimation of the three above-mentioned pa-
rameters with remote sensing techniques should lead to
an improved estimation of latent heat flux and to an
improved climatology.

To get an accurate estimation of the latent heat flux,
it is necessary to combine information from different
radiometers. The infrared spectral region is prominently
suitable for estimations of the sea surface temperature.
Different remote sensing techniques are described in
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FIG. 1. Drifting position (square) and cruise (dashed line) of the
R/V Vickers during TOGA COARE and CEPEX in February and
March 1993.

McClain (1981), Llewellyn-Jones et al. (1984), Mc-
Millin and Crosby (1984), Schlüssel et al. (1987), Wal-
ton (1988), and Barton et al. (1989). On the other hand,
estimations of the near-surface wind speed are only pos-
sible in the microwave region. The first papers in this
context by Wilheit et al. (1984) and Wentz et al. (1986)
refer to the Scanning Multifrequency Microwave Ra-
diometer (SMMR) onboard the Nimbus-7 satellite. Mod-
ified algorithms for wind speed estimation based on
measurements of the Special Sensor Microwave/Imager
(SSM/I) are described by Goodberlet et al. (1989),
Schlüssel and Luthardt (1991), and Wentz (1992).

The most difficult problem is to estimate the near-
surface air humidity since current satellite soundings
are not able to measure the humidity at a level of several
meters above the surface. This limitation is inherent to
passive remote sensing techniques used with spaceborne
radiometers since the measured radiation emanates from
relatively thick atmospheric layers rather than from sin-
gle levels. As an approximation for monthly mean val-
ues of surface humidity Liu and Niiler (1984) and Liu
(1986, 1988) have measured the atmospheric water va-
por column content or the total precipitable water. This
method has been applied, for example, by Eymard et
al. (1989) and Simonot and Gautier (1989) to compute
monthly and 10-day averages of latent heat fluxes. Si-
monot and Gautier (1989) have found that this method
of obtaining air humidity substantially contributes to the
errors in satellite-derived latent heat fluxes when com-
puting 10-day averages. A physical explanation for this
finding is the decoupling of the atmospheric boundary
layer from the higher atmosphere by an increased sta-
bility in the transition layer near the top of the boundary
layer (Bunker 1949). Taylor (1982) and Marchuk et al.
(1990) have showed that the total precipitable water is
not a good predictor for the surface humidity because
the correlation between both is not high enough. Instead,
they have recommended the use of the water vapor con-
tent of the atmospheric boundary layer to predict the
near-surface humidity. Recently, Schulz et al. (1993)
have developed a method to estimate the water vapor
content of the lowermost 500 m of the atmosphere from
measurements of the SSM/I. The near-surface air hu-
midity is highly correlated to this water vapor content
and can be obtained by a simple linear form. Schlüssel
et al. (1995) have slightly improved this technique by
directly deriving the near-surface humidity from SSM/I
measurements, which results in a lower systematic error
through the suppression of magnification of error prop-
agation that occurs in the two-step method of Schulz et
al. (1993).

In this paper, the above-mentioned methods are used
to compute globally distributed instantaneous latent heat
fluxes, as well as time series in the North Atlantic and
the tropical Pacific. The datasets used for validation
purposes of the method used here are described in the
next section. Section 3 gives a short review of the bulk
parameterization scheme used. Section 4 introduces the

single parameter retrievals needed for the use in the bulk
approach. The performance of the algorithm and its abil-
ity to represent time series of latent heat flux at different
stations in the Tropics as well as in northern latitudes
is shown in section 5. Additionally, the estimation of
global monthly mean fields of latent heat flux and its
quality is analyzed in the same section. The concluding
section summarizes and provides an outlook for possible
future improvements.

2. Data

a. In situ data

To compare remotely sensed data with data measured
at the sea surface, datasets provided by the National
Centers for Environmental Prediction (formerly the Na-
tional Meteorological Center) have been used. The data
are distributed by the Scientific Computing Division of
the National Center for Atmospheric Research (NCAR).
For global comparisons, the period July 1987 to Sep-
tember 1987 has been chosen. A time series at the
weathership M, which is permanently located at 668N,
28E is used for comparison during the period July 1987
to August 1988.

Comparisons for the tropical Pacific are undertaken
with data measured during two field campaigns, named
the Tropical Ocean Global Atmosphere Coupled Ocean–
Atmosphere Response Experiment (TOGA COARE)
and the Central Equatorial Pacific Experiment (CE-
PEX), that took place in the tropical Pacific. The time
schedule for COARE was from November 1992 to Feb-
ruary 1993, and CEPEX took place in March 1993. In
this study, we use data from the R/V Vickers during
February 1993, when the ship was drifting in the warm
pool region near the position 28S, 156.28E and during
CEPEX when the Vickers cruised at 28S to the Christmas
Islands and farther on to Los Angeles (see Fig. 1). De-
scriptions of these experiments can be found in the Sci-
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TABLE 1. Spectral channels of used radiometers. Here, y is vertical
polarization and h is horizontal polarization.

Channel

Radiometer

AVHRR SSM/I

1
2
3
4
5
6
7

0.58–0.68 mm
0.725–1.1 mm
3.55–3.93 mm
10.3–11.3 mm
11.5–12.5 mm

X
X

1.55 cm (y)
1.55 cm (h)
1.35 cm (y)
0.81 cm (y)
0.81 cm (h)
0.35 cm (y)
0.35 cm (h)

entific Plan for the TOGA Coupled Ocean–Atmosphere
Response Experiment (WCRP 1990) and in Dirks et al.
(1992).

b. Satellite data

Only satellites provide global measurements of the
required parameters, consisting of spatial averages with
a nearly consistent quality and a high temporal sam-
pling. It is well known that instruments like the Ad-
vanced Very High Resolution Radiometer (AVHRR)
could be used for measurements of the sea surface tem-
perature (TS) under cloud-free conditions. The AVHRR
measures radiation from the earth–atmosphere system
in five spectral channels (see Table 1). All five channels
are located in spectral regions with a high transmission
of the cloud-free atmosphere. In the cloud-free case, the
radiation is from the earth surface; otherwise, it is from
the upper layers of clouds. The horizontal resolution of
the measurements is 1.1 km at nadir and 5.6 km at the
full viewing angle of 55.48. This results in a swath width
of almost 3000 km that is large enough to cover the
earth surface within 1 day, giving sea surface temper-
atures over large portions of the World Ocean. A com-
plete coverage is achieved within 1 or 2 weeks, de-
pending on the actual cloud coverage.

While the sea surface temperature is measured in the
infrared spectral region, the wind speed and the air hu-
midity near the surface can hardly be determined in this
spectral region because the emissivity of the ocean’s
surface at wavelengths of around 11 mm is very high
and is only slightly affected by changes in the wind-
induced roughness of the sea surface or humidity fluc-
tuations in the lower atmosphere. The estimation of
these two parameters is successful in the microwave
region, where the relative small emissivity is inversely
proportional to TS. This prevents the remote sensing of
TS with high accuracy, but it allows the estimation of
wind speed and near-surface humidity.

The SSM/I that can be used to determine wind speed
and near-surface humidity measures radiation at milli-
meter and centimeter wavelengths at vertical and hor-
izontal polarization in seven channels (Table 1). The
horizontal resolution of the SSM/I is much smaller than
that of the AVHRR, with 69 3 43 km2 at 19 Ghz and

15 3 13 km2 at 85 Ghz. The swath width of 1394 km
results in a coverage of 82% of the earth’s surface within
24 h. Remaining undetected areas in the Tropics and
subtropics are covered within 3 days. However, the cov-
erage is sufficiently complete because two measure-
ments per day are given for most areas of the globe.

In this study, SSM/I data from the Defense Meteo-
rological Satellite Program satellites F8 and F10 have
been used to give estimates of latent heat fluxes for the
periods of comparison mentioned above. The satellites
were launched in July 1987 and December 1990, re-
spectively. More detailed information about the radi-
ometers can be found in Lauritson et al. (1979) for the
AVHRR and in Hollinger (1987) for the SSM/I.

It should be mentioned here that for flux computations
during TOGA COARE and CEPEX not enough cloud-
free AVHRR pixels have been found, due to the per-
sistent cloud cover in that area. Instead, bulk sea surface
temperatures measured aboard the Vickers were used.
As a consequence, the error achieved during these pe-
riods reflects only errors in the near-surface wind speed
and the near-surface air humidity.

3. Bulk parameterization

The energy exchange at the air–sea interface caused
by evaporation and condensation can be described by

]q̄
E 5 r̄lw9q9 ù 2r̄lK , (1)e ]z

where E is the latent heat flux density, or flux for short;
r is the air density; l is the latent heat of evaporation;
w is the vertical component of velocity; q is the specific
humidity near the surface; Ke is the turbulent diffusion
coefficient; and z is the height. Horizontal bars indicate
a 10-min time average, and primes indicate an actual
deviation from the time average.

Measuring methods such as the profile method and
the cross-correlation method that are able to determine
E with (1) and the so-called dissipation method, which
is based on an assumed relation between E and the
spectra of surface wind speed and near-surface humidity
(Smith 1988), have the main disadvantage that they re-
quire a large expenditure of work. Thus, they are not
suitable to determine E routinely.

Usually, the bulk method is used to estimate latent
heat fluxes from rudimentary shipboard measurements.
The bulk formula parameterizes the flux mainly as a
function of near-surface wind speed, air humidity, and
sea surface temperature. Hence, the flux is given by

E 5 2 2 q̄S),r̄lC ū(q̄E (2)

where u is the surface wind speed, qS is the specific
saturation humidity at the sea surface temperature TS,
and CE is the Dalton number. If u, q, and qS could be
retrieved from satellite measurements, the bulk formula
might be suitable to estimate latent heat fluxes from
satellite-measured quantities (Liu 1988; Simonot and
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Gautier 1989). In addition to the measured quantities,
some assumptions regarding the surface pressure and
the near-surface air temperature are needed to determine
the air density, latent heat of evaporation, and the Dalton
number. The surface pressure is assumed to be at a
constant value of 1013.25 hPa. Errors due to the un-
awareness of surface pressure are on the order of 1%
and could be neglected since the errors in the bulk for-
mula tend to compensate each other. An overestimation
of the surface pressure leads to an underestimation of
qS, but to an overestimation of r. To determine the air
temperature, slightly unstable conditions were assumed
(Wells and King-Hele 1990) and the air temperature was
taken as sea surface temperature TS 2 1 K. The con-
sequence of this assumption for the error contributions
to the derived flux of r and l is not very strong since
it leads to relative errors of only about 2%.

The Dalton number is computed following a param-
eterization given by Smith (1988). Since CE is a function
of wind speed and atmospheric stability (Liu et al.
1979), the assumption of a constant air–sea temperature
difference can have a relative large effect on the esti-
mated flux if stable conditions at low wind speeds (e.g.,
DT 5 5 K and u 5 5 m s21) occur instead of the assumed
slightly unstable conditions. Then, the right Dalton
number would be only half as large as the used one. At
highly unstable conditions (e.g., DT 5 20 K) such as
during a cold air outbreak, the error in CE is on the order
of 10% at moderate wind speeds (e.g., 10 m s21). At
high wind speed, the dependence of CE on the air–sea
temperature difference almost vanishes and the error in
CE goes down to 2%. The above-described cases do not
occur very often, so we can conclude on the whole that
the error in CE might be on the order of a few percent.
Other sources of air temperature such as model-based
analyses might be superior to the above assumption, but
then the latent heat flux could not be determined from
satellite measurements alone.

During TOGA COARE, a modified version of the Liu
et al. (1979) flux algorithm that was especially adjusted
for the conditions in the tropical ocean areas has been
used. A comparison of latent heat fluxes computed with
this new algorithm and that of Smith (1988) results in
slightly smaller values for the tropical areas and almost
the same fluxes outside the Tropics. The new algorithm
includes a parameterization scheme for an estimate of
the warm layer and the cool skin of the ocean. For that
parameterization, the solar irradiance and the longwave
irradiance, in addition to the standard surface data as
used in the Liu et al. (1979) algorithm, need to be
known. A detailed description of the new bulk flux al-
gorithm and the parameterization of the warm layer and
the cool skin is given in Fairall et al. (1996b) and in
Fairall et al. (1996a), respectively.

4. Remote sensing techniques
a. Sea surface temperature

One of the best known methods to estimate TS from
measurements of the AVHRR is the so called ‘‘split-

window’’ method. This retrieval technique estimates TS

from the two AVHRR window channels 4 and 5 (Table
1). The split-window method is described in many pa-
pers, such as McMillin and Crosby (1984), Llewellyn-
Jones et al. (1984), McClain et al. (1985), and Schlüssel
et al. (1987). There are some differences in the algo-
rithms of the different authors that are mainly caused
by the way that they extract their coefficients. For ex-
ample, McClain (1981) extracts the coefficients for his
so-called Multi-Channel Sea Surface Temperature
(MCSST) through a comparison between satellite and
buoy measurements, while Schlüssel et al. (1987) ob-
tained the coefficients through radiative transfer com-
putations for given atmospheric and oceanic parameters
and regression analysis. Thus, the MCSST algorithm is
tuned to the bulk temperature because the buoy mea-
surement is below the ocean’s surface, and the method
of Schlüssel et al. (1987) gives the temperature of the
cool skin of the ocean. A comprehensive comparison
between these two algorithms was made by Wick et al.
(1992). They found a mean difference of 0.47 K, which
is only partly caused by the difference between bulk
and skin temperature. Another reason for differences
between the algorithms is the dependence on the view-
ing angle of the radiometer that is neglected in the
McClain algorithm. The advantage of using MCSST is
that this is the temperature for which the bulk formula
was designed. A disadvantage is that the effect of the
cool skin is neglected. However, this might be of minor
importance since the effect of the cool skin is smaller
than the uncertainties in the measurements of the other
parameters of the bulk formula. The standard error for
the existing sea surface temperature algorithms is stated
to be approximately 0.5–1.0 K.

In this study, weekly global MCSST fields, prepared
by the Rosenstiel School of Marine and Atmospheric
Science of the University of Miami, are used because
the full AVHRR/Global Area Coverage dataset was not
available to us. There are several important problems
with the MCSST fields since day and night retrievals
are used together. The number of day retrievals could
highly be affected by detecting aerosols and clouds,
while the night retrievals are much less affected (Reyn-
olds 1993). Thus the day/night observation ratio varies
considerably from location to location; some locations
are primarily biased toward day and others toward night.
This behavior of the MCSST algorithm plays an im-
portant role in the comparison with weathership M data,
as discussed in section 5.

b. Wind speed

For the estimation of the near-surface wind speed
from SSM/I measurements, an algorithm published by
Schlüssel (1995) is used. This algorithm is a modified
version of that proposed by Schlüssel and Luthardt
(1991). It derives the wind speed mainly from the bright-
ness temperature difference between horizontally and
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vertically polarized components at the same frequency.
The accuracy for the globally valid passive wind speed
retrieval is 1.4 m s21 under conditions where no heavy
rain hampers the surface-leaving radiation in reaching
the satellite. In cases when light rain occurs, the ac-
curacy decreases to approximately 1.6 m s21 (Schlüssel
1995).

The retrieval was evaluated by Schlüssel and Luthardt
(1991) by a comparison of satellite-derived wind speeds
with objectively analyzed in situ wind speeds over the
North Sea (Luthardt 1985) during the period July 1987
to June 1988. They obtained a standard error of 1.9 m
s21, with a small bias of 0.2 m s21. Another comparison
was carried out by Schulz (1993). He compared 3403
globally distributed buoy and ship measurements with
retrieved wind speeds during the period July 1987 to
September 1987 and found a standard error of 2.1 m
s21, with the same bias as over the North Sea. The
systematic error is only significant at wind speeds above
15 m s21 and could be caused by an insufficient param-
eterization of the emissivity of the ocean’s surface.
However, this is difficult to prove since there are only
a few measurements during high wind speeds and, more-
over, still fewer measurements of the emissivity in the
microwave region under these conditions. The algo-
rithms of Goodberlet et al. (1989) and Wentz (1989)
were applied as well during the same period, but the
performance is almost the same.

c. Air humidity

Using a retrievable vertically integrated water vapor
content as a predictor is a common way to determine the
near-surface air humidity q from satellite measurements.
A useful estimation of q without temporal averaging re-
quires a very close relationship between both quantities.
This close relationship is not given for the total precip-
itable water W used by Liu (1986), as shown by Schlüssel
(1989). He has investigated the correlation between ad-
jacent atmospheric layers and atmospheric layers sepa-
rated by a distance of 50 hPa or more. The vertical pro-
files of the correlation show values larger than 0.9 for
adjacent layers and values larger than 0.8 for layers with
a distance of 50 hPa. However, the correlation profile
always shows a significant minimum near the mean
height of the atmospheric boundary layer whenever the
distance between the layers is larger than 50 hPa. This
indicates a decoupling of the moisture in the boundary
layer from that in the higher atmosphere. A similar study
was done by Liu (1990); he showed vertical profiles of
the variance of semidaily and daily radiosonde ascents
for two tropical stations and one station in the midlati-
tudes. All three variance profiles show a maximum at
approximately 800 hPa that indicates a high variability
of the water vapor above the atmospheric boundary layer.
Variance profiles of monthly mean values show this max-
imum only very weakly, and that is the reason why Liu

and Niiler (1984) found a polynomial relation between
monthly averages of q and W.

To get a good estimate of q from SSM/I measurements
without temporal averaging, Schulz et al. (1993) de-
veloped a retrieval for the integrated water vapor content
wl of the lowermost 500 m of the atmosphere. From a
set of globally distributed radiosonde ascents, which is
representative of the variability of the earth’s marine
atmosphere and ocean parameters, they found a corre-
lation of 0.98 between q and wl.

From a sensitivity study with a radiative transfer mod-
el, Schulz et al. (1993) extracted information about those
SSM/I channels that are suitable for a retrieval of wl. It
is not possible to obtain wl from a single channel ap-
proach since all channels are influenced strongly by
more than one quantity. Variations of wind speed, for
example, make the horizontally polarized brightness
temperatures useless as main predictors for wl, but they
are necessary for a correction of this effect. Radiative
transfer computation and a multivariate regression anal-
ysis based on the above-mentioned set of radiosonde
ascents results in

wl 5 a0 1 a1T1 1 a2T2 1 a3T3 1 a4T4, (3)

where a0 5 25.9339 (g cm22), a1 5 0.03697 (g cm22

K21), a2 5 20.0239 (g cm22 K21), a3 5 0.01559 (g
cm22 K21), a4 5 20.00497 (g cm22 K21), and Ti is the
brightness temperature of channel i (see Table 1). The
estimated standard error for the retrieval scheme (3) is
0.06 g cm22. The developed method is capable of re-
solving low-level water vapor with an accuracy that
accounts for short-term fluctuations typical of obser-
vations over oceanic areas, at least for humid boundary
layers. The relation between q and wl is linear, so that
q can easily be determined from

q 5 20.53 1 19.49wl, (4)

where wl is entered in g cm22 and q is retrieved in g
kg21, with an accuracy of 1.2 g kg21.

The accuracy of the wl retrieval has been confirmed
by a comparison of the satellite derived wl with wl’s is
computed from radiosonde ascents, which were distrib-
uted over all ocean areas during the period from 9 July
1987 to 24 August 1987. A slightly higher standard
deviation (0.09 g cm22) with no bias was found, which
is caused by the time and location difference of the
matched measurements, as well as by errors of the ra-
diosonde measurements and errors due to the retrieval
model itself. This standard error has been confirmed by
a similar comparison done by Chou et al. (1995) for
February and August 1988.

Schlüssel et al. (1995) have slightly improved this
retrieval by using a direct approach of q from SSM/I
measurements that avoids the error propagation that oc-
curs in the two-step method. The retrieval reads

q 5 b0 1 b1T1 2 b2T2 1 b3T3 2 b4T4 2 b5T5, (5)

where b0 5 280.23 (g kg21), b1 5 0.6295 (g kg21 K21),
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FIG. 2. Comparison between the near-surface humidity derived
from SSM/I measurements and merchant ship measurements.

FIG. 3. Bias and standard deviation s from in situ measurementsb̄
for four different methods. Curves for systematic errors are marked
with circles, and curves for standard deviations are marked with
squares. Solid lines refer to the method of Schlüssel et al. (1995),
dashed–dotted lines to the method of Schulz et al. (1993), long dashed
lines to the method of Liu (1986), and short dashed lines to the 80%
approach, respectively.

b2 5 0.1655 (g kg21 K21), b3 5 0.1495 (g kg21 K21),
b4 5 0.1553 (g kg21 K21), b5 5 0.06695 (g kg21 K21),
and Ti is the brightness temperature of channel i (see
Table 1). The estimated standard error for the retrieval
scheme (5) is 1.1 g kg21.

To validate this retrieval with globally distributed
oceanic surface measurements, some comparison cri-
teria are necessary. The SSM/I measurements must be
within a distance of 50 km from the location of the
surface measurement, and they must match the surface
measurements within a time window of 1 h. These cri-
teria could be met simultaneously by more than one
SSM/I measurement, and such measurements are highly
correlated with each other. Nevertheless, we use all
match-ups to maximize the sample. Additionally, all
SSM/I measurements contaminated with heavy rain are
rejected by a rain flag system after Goodberlet et al.
(1989).

The comparison criteria are met in 11108 cases, and
as seen in Fig. 2, there is a good agreement between
ship observations and SSM/I measurements of q. At the
upper end, the retrieved values of q are systematically
lower than the in situ values. The reason for this could
be the restriction of q during the retrieval development
to values of 1 # q # 22 g kg21. Now, higher values of
q appear in the in situ dataset, which cannot be perfectly
reproduced by the retrieval. However, the statistical re-
sult is dominated by specific humidities in the range 3
# q # 15 g kg21. The bias is 0.06 g kg21, which is
negligible, and the standard deviation is 1.6 g kg21. The
larger error compared to the theoretical error is mostly
caused by the time and location differences of the mea-
surements.

If Liu’s (1986) polynomial of the fifth order is applied

to individual SSM/I-derived total precipitable water
content W, the errors in q are much higher. Figure 3
shows a comparison between three methods of deriving
q (Liu 1986; Schulz et al. 1993; Schlüssel 1995) for the
same datasets used above. In addition, q is derived by
assuming the relative humidity to be 80%. The method
given by Chou et al. (1995) is not incorporated since
they have already shown that it gives almost the same
results as the Schulz et al. (1993) method. All pairs that
met the comparison criteria are classified in intervals of
3 g kg21 width. For each class, the bias , defined asb̄

N1
b̄ 5 x 2 y , (6)O i iN i51

and the standard deviation s, defined as

N1 ¯s 5 (b 2 b) (7)O i!N 2 1 i51

with bi 5 xi 2 yi, are computed and plotted against the
in situ value of q. Obviously, all methods underestimate
high values of q. One explanation is that Liu’s method
was developed for the monthly mean q, which never
reaches such high values. Another reason is that vari-
ations in W are very small at high values of q (Liu
1986), and therefore variations in the surface humidity
are not detected. The systematic underestimation of q
is continued down to 10 g kg21, indicating that q could
vary independently from W. The methods of Schulz et
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FIG. 4. Comparison between satellite-derived latent heat fluxes and
latent heat fluxes parameterized from measurements of merchant
ships.

al. (1993) and Schlüssel (1995), on the other hand, show
only small systematic errors below 18 g kg21. The over-
all standard deviation for Liu’s method is 2.0 g kg21,
so that the new methods show a remarkable improve-
ment in retrieving the near-surface air humidity. The
80% method overestimates q slightly in the middle range
6 # q # 12 g kg21 and strongly at the lower end. At
the upper end, it seems to be better than the other meth-
ods, but that is a statistical artifact since the sample size
is very small.

5. Latent heat flux

Before applying (2) to combine retrieved surface
wind speeds, specific air humidities, and weekly mean
sea surface temperatures, the weekly MCSST fields that
were delivered onto a 0.188 3 0.188 grid were tempo-
rally and spatially interpolated to the SSM/I observa-
tions. Since we are combining observations on different
timescales, it could be expected that an appreciable di-
urnal cycle in the humidity would appear exaggerated
in the latent heat flux because of the temporal averaging
of only one of the terms. However, the diurnal cycle of
water vapor over the oceans is generally small (Jacobs
1980), and it cannot be resolved with only two SSM/I
observations per day at one location because the mea-
surement errors in W, wl, and q are on the order of the
diurnal cycle (Schlüssel 1995).

The computed fluxes were compared to fluxes para-
meterized from ship measurements, as described in sec-
tion 3. In order to investigate the capability of repro-
ducing the local variability of latent heat flux at a distinct
location, comparisons of time series of E at the weath-
ership M and the R/V Vickers during the TOGA COARE
and CEPEX field campaigns were carried out. As an
example, the monthly mean latent heat flux ^E& for Sep-
tember 1987 is presented and the quality of monthly
averages is evaluated through a comparison with in situ
data during August and September 1987.

a. Global comparison with in situ data

The in situ data and the criteria for the comparison
are the same as in section 4c, and again we have found
11 108 match-ups. As mentioned earlier, the comparison
criteria could be met simultaneously by more than one
SSM/I measurement for one in situ measurement. To
clearly represent the result, we show in Fig. 4 only the
couples with the smallest spatial distance, but the error
analysis corresponds to all match-ups. The satellite-de-
rived fluxes are slightly biased by 3 W m22, which is
mostly caused by a systematic overestimation of the flux
south of 408S, where only very few in situ observations
contribute to the comparison. The standard deviation of
50 W m22 between ESSM/I and Ein situ seems to be very
high at a first glance, but it represents both errors in the
satellite-derived fluxes and errors in the fluxes derived
from shipboard measurements. Blanc (1987) stated that

the relative uncertainty of ship-derived fluxes over a
range from 10 to 300 W m22 is approximately 40% to
215%. These errors are estimated from a collection of
well-prepared scientific experiments. In the comparison
presented, mainly observations of merchant ships are
used, and therefore it could be expected that the in situ
flux errors are larger than that stated by Blanc (1987).
However, the obtained standard deviation is smaller than
that found in similar comparisons. Crewell et al. (1991)
have used the total precipitable water W as a predictor
for q and the scheme from Isemer and Hasse (1987) to
determine CE. They have obtained a much higher stan-
dard deviation of 73 W m22 between fluxes derived from
SMMR and ship measurements over the North Atlantic
Ocean, although the wind speed has not been retrieved
from SMMR data. In our comparison, the contribution
to the standard deviation in the satellite-derived flux due
to wind speed errors is 33 W m22. So it can be clearly
seen that the retrieval of low-level water vapor content
and the use of sea surface temperatures from AVHRR
measurements considerably improve the satellite-de-
rived fluxes.

An estimation of the absolute accuracy of satellite-
derived latent heat fluxes is very difficult since the por-
tions of the resulting standard deviation caused by in
situ data or satellite data cannot be separated. However,
at least 10% of the achieved standard deviation is caused
by time and location differences in the measurements
(Monaldo 1988). If the remaining standard deviation is
distributed into equal shares for in situ and satellite-
derived latent heat fluxes, then the accuracy for a single
satellite observation would be 30 W m22.



NOVEMBER 1997 2789S C H U L Z E T A L .

FIG. 5. Time series of (a) surface wind speed, (b) specific humidity
at the sea surface temperature, (c) near-surface air humidity, and (d)
latent heat flux at the weathership M in the North Atlantic during the
period July 1987 to September 1987. In situ quantities are represented
by solid lines, and satellite derived quantities by gray squares.

FIG. 6. As in Fig. 5 but for the period October 1987 to December
1987.

b. Local temporal variability

A good way to check the performance of the single-
parameter retrievals and the combined method is a com-
parison to in situ time series in different geographic
regions. We have chosen a 1-yr (August 1987–August
1988) time series at the weathership M and two shorter
time series during the last lag of the R/V Vickers during
TOGA COARE and the CEPEX field campaign. Figures
5, 6, 7, and 8 show the time series of latent heat flux
E, near-surface humidity q, saturation humidity at the
sea surface qS, and surface wind speed u at weathership
M. Again, all satellite data within 50-km distance and
a time window of 1 h are included in the comparison.
The gap during December 1987 and the beginning of
January 1988 is caused by missing SSM/I data. The
SSM/I-derived parameters q and u represents their in
situ counterparts very well. For u, there is a negligible
bias of 0.2 m s21 and a standard deviation of 2.0 m s21,
which are almost the same values as in the global com-
parison. The comparison for q at the weathership M
shows a much better performance of the algorithm than
the global comparison does. The bias is nearly zero, and
the standard deviation is only 0.97 g kg21.

An obvious underestimation of the retrieved satura-

tion humidity at the sea surface temperature is recog-
nizable during July, August, and October 1987, as well
as during the first 3 months in 1988. North of 608N, it
is expected that there are very few measurements and
that the day/night observation ratio is biased toward
night, due to extensive periods of cloud cover and dark-
ness. Thus, the sea surface temperature measurement
could have a temporal shift of several days or even 1
or 2 weeks. Reynolds (1993) demonstrated that the ob-
servation ratio could be biased toward night by the pres-
ence of aerosols and clouds. They found largest biases
due to stratospheric aerosols from the April 1982 vol-
canic eruptions of El Chichón during the 1982–89 pe-
riod of record. The cloud detection during nighttime is
more difficult than during daytime since a combination
of tests using the three infrared channels of the AVHRR
instead of simple reflectance tests is required.

In spite of all these problems with the MCSST, the
quality of the time series of latent heat flux is not strong-
ly affected by the errors in the sea surface temperature,
because the errors in qS are not amplified by large errors
in the retrieved wind speed. All satellite derived fluxes
lie within the natural variability of the ship measure-
ments and the variability of E at the weathership M is
well represented during the one year time series. Nev-
ertheless, the result for the sea surface temperature could
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FIG. 7. As in Fig. 5 but for the period January 1988 to April 1988. FIG. 9. Time series of (a) precipitable water of the total and 500-m
bottom layer, (b) surface wind speed, (c) near-surface humidity, and
(d) latent heat flux during the last phase of TOGA COARE. In situ
quantities are represented by solid lines, and satellite-derived quan-
tities by gray squares.

FIG. 8. As in Fig. 5 but for the period May 1988 to August 1988.

be improved by using bias corrected satellite data like
that from Reynolds and Smith (1994).

Figures 9 and 10 show the time series of E, q, u, total
precipitable water W, and wl for TOGA COARE and
CEPEX. The specific humidity of the sea surface is not
shown since the ship bulk sea surface temperature has
been used within the combined method, as mentioned
in section 2b. The comparison criteria are the same as
for the weathership M. It can be clearly seen (Figs. 9a
and 10a) that precipitable water of the total and the
500-m bottom layer, as well as the surface wind speed
(Figs. 9b and 10b), is retrieved excellently by the SSM/I
during both experiment phases. The bottom-layer pre-
cipitable water is during the whole phase at a constant
level of about 10 kg m22, and the total precipitable water
shows also little variability during TOGA COARE. In
spite of the good performance of the precipitable water
retrievals, the directly retrieved near-surface humidity
fails during the period of 10 to 25 February. This must
be connected with the vertical distribution of the water
vapor. At all times when the q retrieval fails, the radio-
sonde ascents started on the Vickers show very moist
air above 600 hPa, with relative humidities greater than
90%, as shown in Fig. 11. This ‘‘additional’’ water vapor
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FIG. 10. As in Fig. 9 but for the CEPEX campaign.

FIG. 11. Relative humidity during TOGA COARE (top panel) and
CEPEX (lower panel) derived from radiosonde ascents aboard R/V
Vickers. The contour interval is 10%, with heavy contours every 20%.

might cause a signal saturation that leads to the failure
in the direct q retrieval (5).

During the first days of February and most of the
CEPEX phase, the relative humidity reaches only values
up to 40% above 600 hPa, and for those cases, the q
retrieval works very well. The overestimation of q dur-
ing February results in a systematic underestimation of
the latent heat flux during this period. An attempt to
use Eqs. (3) and (4) to determine q improves the result
only slightly since the linear relation between q and wl

seemed not to be valid in the western tropical Pacific.
An analysis of the R/V Vickers radiosonde data reveals
that the correlation between q and wl is only 0.39 during
the phase in February. During the rest of both cam-
paigns, we find a correlation of 0.62 that is also sub-
stantially lower than that for extratropical atmospheres,
where the correlation in most of the cases is greater than
0.95 (Schulz et al. 1993). However, the representation
of E is nevertheless in the range of the in situ mea-
surements. During the last days of the CEPEX cruise,
the decrease of surface humidity from tropical to ex-
tratropical regions is well represented.

c. Monthly average of latent heat flux

To show of what quality satellite-derived monthly
averages ^E& are, monthly averages for August and Sep-
tember 1987 were computed and compared to in situ

measurements. As an example, Fig. 12 shows the re-
sulting global distribution of monthly mean latent heat
fluxes for September 1987. The relation of ^E& to the
ocean’s currents is strongly pronounced since short-
lived atmospheric variations are smoothed out in month-
ly mean fields. In the midlatitudes of the Northern Hemi-
sphere, weak positive fluxes in the range of 50–100 W
m22 are recognizable. High fluxes are visible in the trade
wind regions that are larger on the wintry Southern
Hemisphere due to higher wind speeds. Along the ITCZ,
the wind speed is lower and, therefore, the fluxes are
lower too. Maximum values of ^E& occur in the Indian
Ocean mainly south of the equator, establishing the hu-
midity source for the Indian summer monsoon. The
moisture is transported by the Somali jet toward the
Indian subcontinent.

To get an idea of the quality of remotely sensed
monthly mean latent heat flux fields, the results for Au-
gust and September 1987 are compared to monthly av-
erages ^E& from shipboard measurements. Such a com-
parison is only possible with a reduced resolution since
ship measurements are widely scattered over the oceans.
Hence, the monthly mean ^E& based on ship measure-
ments is computed on a 28 3 28 grid in latitude and
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FIG. 12. Global distribution of monthly mean latent heat flux in W m22 for September 1987.

FIG. 14. Comparison between monthly mean latent heat fluxes derived
from satellite data and monthly mean ^Ein situ& in 28 3 28 grid boxes.

FIG. 13. Distribution of 28 3 28 grid boxes, which contain in situ
measurements on at least 25 days month 21.

longitude, and the satellite-derived latent heat flux is
interpolated to this grid. The number of ship measure-
ments per bin that is necessary to determine the monthly
mean depends on the temporal and spatial variability of
^E&. This is equivalent to a dependence on location and
season. Taylor (1984) pointed out that at least 20 mea-
surements in a grid with 58 3 58 bins are necessary.
The reduction of the bin size does not result in a de-
creasing number of needed observations per bin and
month, since the spatial variability is decreased, but the
temporal variability is increased. However, to assure that
the ship observations really represent the monthly av-
erage in a 28 3 28 bin, we use only those bins with at
least 25 observation days per month. The total number
of observations per bin and month then ranges from 25
to 291. The resulting distribution of the 136 suitable
bins is shown in Fig. 13. It can be clearly seen that the
comparisons are located near the coastlines of Europe,
the United States, and eastern Asia, with a few bins over
the North Atlantic Ocean and the North Pacific Ocean.

A scatterplot of the monthly mean fluxes is shown in

Fig. 14. Systematic differences are negligible, and a much
smaller standard deviation of 20 W m22 compared to
instantaneous measurements is achieved. Again, this stan-
dard deviation represents both ship-derived and satellite-
derived flux errors. To estimate the standard error of sat-
ellite-derived ^E&, we define a function D 5 ^ESSM/I& 2
^Ein situ&, which represents the difference between ^E& de-
rived from satellite data and ^E& derived from ship data.
The error of D is D itself, since the correct value of D
is zero. If we introduce this function into the standard
formulation of error propagation
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we see that we need a quantitatively estimation of the
random error in the ship-derived ^E& due to the ‘‘noise’’
in the ship data. To find this estimate, coincident av-
erages of ^Ein situ& were compared. All single E estimates
in each of the 136 bins used are divided randomly in
two groups and averaged by month. The standard de-
viation between these coincident ^E& estimates is 11 W
m22. If we use this value for in (8), then thes^E &in situ

standard deviation for ^ESSM/I& in August and September
1987 derived from satellite data can be estimated to be
approximately 15 W m22. This error estimate fits very
well in the upper- and lower-bound error estimation of
Chou et al. (1995) and is slightly higher than that stated
by Schlüssel et al. (1995). The larger error could be
caused by the fact that most of the bins used are located
in coastal areas, where q, which contributes most to the
error in ^E&, is very sensitive to land and ocean contrast
(Liu et al. 1992). However, compared to earlier attempts
to derive ^E& from satellite data, this is a significant
improvement. Esbensen et al. (1993) used the method
of Liu (1986, 1988) to determine ^E& and compared the
result to fields estimated from the Comprehensive
Ocean–Atmosphere Data Set. The evaporation fields
were qualitatively similar, but the quantitative differ-
ences were large since the SSM/I estimates imply phys-
ically unrealistic downward fluxes in the mid- and high-
latitude North Pacific and North Atlantic Oceans during
August 1987.

6. Conclusions

Remote sensing of the latent heat flux at the air–sea
interface requires combined information from different
spectral regions, which is equivalent to the use of dif-
ferent radiometers. The required accuracy for the single-
parameter retrievals is very high since the error prop-
agation in the bulk formula leads to large errors in the
derived latent heat flux.

For estimations of the sea surface temperature, the
MCSST algorithm is used. In cloud-free areas, this al-
gorithm determines the sea surface temperature with an
accuracy of 0.5–1.0 K. The near-surface wind speed is
retrieved from measurements of the SSM/I, and the ac-
curacy of 1.4 m s21 is confirmed by comparisons with
in situ measurements. It is clearly shown that the use
of the retrieved boundary layer water vapor content
leads to a consistent improvement in the derivation of
near-surface humidity. The boundary layer water vapor
content can be retrieved from SSM/I measurements with
an accuracy of 0.06 g cm22. The resulting error in the
specific air humidity caused by error propagation and
errors due to the regression between wl and q is then
1.2 g kg21. If the method provided by Schlüssel et al.
(1995), which is also based on the precipitable water of
the 500-m bottom layer, is used, the systematic errors

in the range 6 # q # 12 vanish, whereas the random
error is only slightly decreased to 1.1 g kg21.

The combination of the best parameter retrievals via
the bulk formula allows an estimation of latent heat
fluxes at the air–sea interface without any averaging if
all parameters are measured at the same time and lo-
cation. It is difficult to derive the absolute accuracy for
the combined method since there exist only a few ac-
curate in situ measurements of the latent heat flux. A
comparison with data from merchant ships reveals a
standard error of approximately 30 W m22 after the
deduction of errors caused by time and location differ-
ences, as well as ship errors. The comparisons of time
series in the North Atlantic and in the tropical Pacific
have shown that the local variability can be very well
represented by the satellite measurements. Problems in
the determination of the near-surface humidity arise in
the western tropical Pacific when a moist layer above
600 hPa exists. This gives a reason to think about a
modified retrieval scheme for q that could be deduced
with the help of the vast amount of radiosoundings taken
during the whole TOGA COARE campaign. The stan-
dard error of monthly mean fluxes is estimated to be 15
W m22. During the summer of 1987, the method used
improves upon the method of Liu (1986, 1988) in ac-
curacy mainly in the mid- and high latitudes.

Future improvements could be expected from a new
generation of instruments to be in space in the near
future. The measurement of all parameters needed in
the parameterization of the latent heat flux from the
same platform [AVHRR and SSM/I on the Tropical
Rainfall Measuring Mission, the Moderate Resolution
Imaging Spectrometer and the Multifrequency Imaging
Microwave Radiometer (MIMR) on Earth Observing
System-PM] reduces the problems of interpolation of
data in space and time. The utilization of measurements
at 1.6 mm could give the opportunity for the correction
of remotely sensed sea surface temperatures with respect
to atmospheric aerosol particles. The use of the MIMR
has the advantage that measurements of sea surface tem-
peratures under cloudy situations are possible too. Ad-
ditionally, the retrieved precipitable water can be used
for corrections of the infrared measurements of sea sur-
face temperature.
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