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Abstract

The homogeneously rhodium-BiPhePhos catalyzed hydroformylation of renewable
long-chain fatty acid methyl esters (FAME’s) to polymer precursors is an important
and promising example reaction for industrially relevant ”Green Chemistry”. A
typical FAME of interest with internal double bond is methyl oleate, which can be
produced from e.g. rapeseed oil. However, corresponding mechanistic kinetic models,
needed for model-based process design and optimization, are still not available in the
literature. Hence, it is intended to contribute to this field of research with this thesis,
which is part of the collaborative research center SFB/TRR63 ”Integrated Chemical
Processes in Liquid Multiphase Systems”.
Hydroformylation of substrates with internal double bond requires simultaneous
double bond isomerization to produce linear aldehydes. If these substrates are
esters, the ester group could in principle interact with the hydroformylation catalyst
and affect its activity. These issues have to be understood in order to be quantified
by mechanistic kinetic models. Hence, two model compounds were used in this
thesis to study the kinetics of double bond isomerization, hydrogenation and
(tandem isomerization-) hydroformylation reactions with and without ester-catalyst
interactions: 1-decene as typical long-chain olefin and the structurally analogous and
renewable FAME methyl 10-undecenoate. The reaction mechanisms of both substrates
were investigated using operando ATR-FTIR spectroscopy to observe catalyst resting
states and derive rate determining steps. Two catalyst species were detectable during
isomerization, hydrogenation and hydroformylation of both substrates: Active
hydrido-RhI-mono- and inactive dicarbonyl complexes. Substrate coordination to
the RhI-monocarbonyl determined the reaction rates of both substrates and it was
concluded that both substrates are converted by the same reaction mechanisms.
Although no significant rate differences between both substrates were observable
during hydroformylation, the catalyst activity was significantly reduced under CO
free FAME isomerization or hydrogenation conditions. This catalyst deactivation
depended on ester concentration and was assigned to the formation of inactive
RhI-ester complexes. Oxidative addition of H2 to RhI complexes formed isomerization
and hydrogenation active RhIII-trihydride complexes and restored partly the catalyst
activity. The developed kinetic models quantify the respective mechanistic findings
and are based on the specific reaction mechanisms for both model substrates.
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Dynamic (semi-) batch experiments were conducted to estimate unknown kinetic
model parameters of the developed mechanistic kinetic models. A model-based
and universal ”parameter subset selection” method, which was extended to a local
analysis by exploiting dynamic parameter sensitivities, was used to systematically
design the required experiments. Thus, parameter identifiability could be improved.
The resulting experimental design divided the hydroformylation reaction network
into double bond isomerization, hydrogenation and hydroformylation subnetworks,
which were analyzed individually. After parameter estimation, the developed
mechanistic kinetic models were able to reproduce all experimental observations for
both substrates with high accuracy.
Conclusively, optimal process variable trajectories (reaction temperature and CO/H2

partial pressures) for maximum linear aldehyde yield were calculated by dynamic
optimization for both model substrates using the corresponding developed mecha-
nistic kinetic models. The calculations showed that the hydroformylation of olefins
and esters with terminal double bond should be conducted at low temperature and
high synthesis gas pressure whereas the tandem isomerization-hydroformylation
of internal olefins is most productive at high temperature and low synthesis gas
pressure. The optimal synthesis gas composition and pressure for the tandem
isomerization-hydroformylation of internal esters, however, differed significantly
from internal olefin results due to interactions between the ester group, the catalyst
and the gaseous reactants and was characterized by a high CO percentage. Transfer of
these results to methyl oleate with internal double bond caused a significant increase
in productivity and selectivity compared to published standard reaction conditions.



Kurzfassung

Die homogen Rhodium-BiPhePhos katalysierte Hydroformylierung nachwachsender
langkettiger Fettsäuremethylester (FAME) zu Polymervorstufen ist eine wichtige und
vielversprechende Beispielreaktion für industriell relevante ”Grüne Chemie”. Ein
typischer FAME mit interner Doppelbindung ist Ölsäuremethylester, der u.a. aus
Rapsöl gewonnen werden kann. Entsprechende mechanistische kinetische Modelle
für modellbasiertes Prozessdesign und Optimierung sind in der Literatur bisher
jedoch noch nicht verfügbar. Es wird daher beabsichtigt mit der vorliegenden Arbeit,
die Teil des Sonderforschungsbereiches SFB/TRR63 ”Integrierte chemische Prozesse
in flüssigen Mehrphasensystemen” ist, zu diesem Forschungsfeld beizutragen.
Die Hydroformylierung von Substraten mit interner Doppelbindung zu linearen
Aldehyden setzt simultane Doppelbindungsisomerisierung voraus. Sollten diese Sub-
strate Ester sein, ist es prinzipiell möglich, dass die Estergruppe mit dem Katalysator
wechselwirkt und seine Aktivität beeinträchtigt. Diese Aspekte müssen verstanden
werden, um durch mechanistische kinetische Modelle quantifiziert werden zu
können. Daher wurden zwei Modellsubstanzen in dieser Arbeit verwendet, um die
Kinetik der Doppelbindungsisomerisierungs-, Hydrierungs- und (isomerisierenden)
Hydroformylierungsreaktionen mit und ohne Ester-Katalysator-Wechselwirkungen
zu studieren: 1-Decen als typisches langkettiges Olefin und der strukturell analoge
und nachwachsende FAME 10-Undecensäuremethylester. Die Reaktionsmechanis-
men beider Substrate wurden mittels operando ATR-FTIR Spektroskopie untersucht,
um Katalysator-Ruhezustände zu beobachten und geschwindigkeitsbestimmende
Schritte abzuleiten. Zwei Katalysatorspezies waren während der Isomerisierung,
Hydrierung und Hydroformylierung beider Substrate beobachtbar: Aktive Hydrido-
RhI-Mono- und inaktive Dicarbonyl-Komplexe. Die Koordinierung des Substrates
am RhI-Monocarbonyl bestimmte die Reaktionsgeschwindigkeiten beider Substrate
und es konnte geschlussfolgert werden, dass beide Substrate nach dem gleichen
Reaktionsmechanismus umgesetzt werden. Obwohl keine signifikanten Unter-
schiede zwischen den Reaktionsgeschwindigkeiten beider Substrate während der
Hydroformylierung beobachtet werden konnten, war die Katalysatoraktivität
unter CO freien FAME Isomerisierungs- und Hydrierungsbedingungen signifikant
verringert. Diese Katalysatordeaktivierung zeigte eine deutliche Esterkonzen-
trationsabhängigkeit und wurde auf die Bildung inaktiver RhI-Ester-Komplexe
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zurückgeführt. Oxidative Addition von H2 an RhI-Komplexe bildete isomerisierungs-
und hydrierungsaktive RhIII-Trihydrid-Komplexe und stellte die Katalysatorak-
tivität teilweise wieder her. Die entwickelten kinetischen Modelle beinhalten die
mechanistischen Erkenntnisse dieser Arbeit und basieren auf den spezifischen
Reaktionsmechanismen für beide Modellsubstrate.
Dynamische (Semi-) Batch-Experimente wurden durchgeführt, um die unbekannten
Modellparameter der entwickelten mechanistischen kinetischen Modelle zu schätzen.
Eine modellbasierte und universelle ”parameter subset selection” Methode wurde zu
einer lokalen Analyse durch das Ausnutzen dynamischer Parametersensitivitäten
weiterentwickelt und für die systematische Planung der notwendigen Experi-
mente genutzt. Dadurch konnte die Parameteridentifizierbarkeit verbessert wer-
den. Der resultierende Versuchsplan teilt das Hydroformylierungsnetzwerk in
Doppelbindungsisomerisierungs-, Hydrierungs- und Hydroformylierungs-Subnetz-
werke auf, die individuell untersucht wurden. Die kinetischen Modelle beider
Modellsubstrate waren nach erfolgter Parameterschätzung in der Lage, alle experi-
mentellen Beobachtungen mit hoher Genauigkeit zu reproduzieren.
Abschließend wurden anhand der entwickelten mechanistischen kinetischen Modelle
optimale Prozessvariablen-Trajektorien (Reaktionstemperatur und CO/H2 Par-
tialdrücke) für eine maximale Aldehydausbeute durch dynamische Optimierung
für beide Modellsubstrate berechnet. Die Ergebnisse zeigten, dass die Hydro-
formylierung von Olefinen und Estern mit terminaler Doppelbindung bei niedriger
Temperatur und hohem Synthesegasdruck durchgefürt werden sollte, während
die tandem isomerisierende Hydroformylierung von internen Olefinen bei hoher
Temperatur und niedrigem Synthesegasdruck am produktivsten ist. Die optimale
Synthesegaszusammensetzung und -druck der tandem isomerisierenden Hydro-
formylierung von internen Estern unterschied sich jedoch signifikant von den
Ergebnissen für interne Olefine aufgrund der Wechselwirkungen zwischen Ester-
gruppe, Katalysator und den gelösten Gasen und war durch einen hohen CO-Anteil
charakterisiert. Übertragung dieser Ergebnisse auf Ölsäuremethylester mit interner
Doppelbindung führte zu signifikanten Produktivitäts- und Selektivitätssteigerungen
im Vergleich zu publizierten Standardreaktionsbedingungen.
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Nomenclature

Latin symbols

A dimensionless rate constant at reference temperature -
a activity/absorbance -
B dimensionless activation energy -
b vector of total amount of substance of chemical elements mol

C Christiansen Matrix s(1−M)

c molar concentration mol l−1

cp molar heat capacity at const. pressure J mol−1 K−1

E enhancement factor -
EA activation energy J mol−1

f right hand side of mass balance ODE mol l−1 s−1

FIM Fisher-Information-Matrix -
G Gibbs energy J
g molar Gibbs energy J mol−1

H Henry’s constant Pa m−3 mol−1

h molar enthalpy J mol−1

Ha Hatta number -

I identity matrix -
J diffusion flux density mol m−2 s−1

K (equilibrium/inhibition/...) constant various
k rate constant s−1

k∞ collision factor s−1

keff effective mass transfer coefficient s−1

M number of catalytic steps per cycle -
N number/amount -
n amount of substance mol

P permutation matrix -
p pressure bar

Q orthogonal matrix -

R upper triangular matrix -
R2 linear correlation coefficient -

1



2 Nomenclature

R sum of squares mol2 l−2

r reaction rate mol l−1 s−1

RF response factor -
RMSE root mean squared error -

S Sensitivity Matrix various
s molar entropy J mol−1 K−1

STY space time yield kg m−3 s−1

T temperature K / ◦C
t time s
TOF turnover frequency h−1

U unitary matrix -
V volume m3

V unitary matrix -

V
T

conjugate transpose matrix of V -
X conversion -
x molar fraction -
Y yield -

Greek symbols

β element-species-matrix -
γ activity coefficient l mol−1

Δ difference/change -
δ film thickness/error m, -
ε tolerance -
ηmach machine precision -
θ parameter vector various
κ condition number -
λ Lagrange multiplier -
ν stoichiometric coefficient matrix -
νi stoichiometric coefficient of catalytic step i (= 1 ∀i in this thesis) -
ρ residual/rank mol l−1, -

Σ singular value matrix -
σ singular values -
τ normalized reaction time -

φ Benson group matrix -
Ω product of ω’s s1−M

ω pseudo first order rate coefficient s−1



Nomenclature 3

Indices, sub- and superscripts

0 initial
abs absolute
bg Benson groups
CI competitive inhibition
cal calculated
cyc cycle
d double bond
e element
el chemical elements
eq equilibrium
es external symmetry
exp experimental
f formation
fix fixed
gas gas phase
h, i, j, m counting indices
is internal symmetry
liq liquid phase
m molecule
mod model/modified
n normalized
NCI non-competitive inhibition
oi optical isomers
p parameters
ref reference
rel relative
rxn reaction
s species
sym symmetry
t time points
tot total
◦ at 1 bara
−◦ at 1 bara, 298 K
∗ at phase boundary
ˆ reduced/lumped
˙ flow/flux
˜ approximated



4 Nomenclature

Mathematic symbols and operators

(·)T transpose
(·)+ Moore-Penrose pseudo-inverse

(·) vector

(·) matrix
(·) ◦ (·) Hadarmad (entrywise) product
∇(·) gradient/Jacobian
∇2(·) Hessian

Constants

R gas constant 8.3145 J mol−1 K−1

Abbreviations
1D 1-decene
acac acetylacetone
BGCM Benson’s group contribution method
BP BiPhePhos
C10/dec n-decene
CI confidence interval
cat catalyst
DC dicarbonyl
DMF n,n-dimethylformamide
div divergence
EC ester complex
FAME fatty acid methyl ester
Hyd hydrogenation
Hyf hydroformylation
hOME methyl stearate
hUME methyl undecanoate
Inh inhibitor
Iso isomerization
ISTD internal standard
iHyf tandem isomerization-hydroformylation
ioxoUME branched hydroformylation product of UME
iso-decene internal n-decenes
iUME internal UME isomers
LACS least abundant catalys species
l:b linear:branched
lig ligand



Nomenclature 5

MMS micellar solvent system
MACS most abundant catalyst species
MC monocarbonyl
NLP non-linear program
OME methyl oleate + double bond isomers
oxoOME linear + branched hydroformylation product of OME
oxoUME linear hydroformylation product of UME
QM quantum chemical
QRD QR-decomposition
RDS rate determining step
RS resting state
SB semi-batch (isobar)
SsS subset selection
SVD singular value decomposition
sub substrate
TDTBPP tris(2,4-di-tert-butylphenyl)phosphite
TH trihydride
TMS thermomorphic multicomponent solvent system
TPP triphenylphosphine
TPPTS tris(3-sulfophenyl)phosphine trisodium salt
UME methyl 10-undecenoate
vacc vacuum
ve valence electron





1 Introduction

1.1 Industrial development and state of the art

The term hydroformylation refers to the catalytic conversion of a carbon-carbon
double bond with synthesis gas (CO/H2) to produce aldehydes, as shown in
Figure 1.1 [Börner and Franke 2016]. This reaction, also known as ”oxo-synthesis”,
was discovered coincidentally at the Ruhrchemie AG in Oberhausen, Germany by
Otto Roelen in 1937/38 as he recycled undesired C2 and C3 olefin side products of
the cobalt/iron/thorium catalyzed Fischer-Tropsch synthesis for oligomerization to
higher hydrocarbons [Hibbel et al. 2013].

CO/H2

[cat]

R
O

R

Figure 1.1: Catalyzed hydroformylation reaction converting olefins with terminal C-C
double bond and synthesis gas (CO/H2) to linear aldehydes.

Roelen found oxygenated products in the Fischer-Tropsch reactor outlet stream
(propionaldehyde and diethylketone) and started systematic investigations to clarify
the origin of these compounds. He concluded that the cobalt in the Fischer-Tropsch
catalyst is responsible for the formation of these ”oxo-products”. His investigations
lead to patents registration for the ”oxo-synthesis” at the end of the 1930’s with
publication later on in the 1940’s and 1950’s [Roelen 1943, 1952; Falbe 1970]. Because
of the industrial importance of ”oxo-products” (aldehydes and alcohols from
subsequent hydrogenation of the aldehyde) as intermediate platform chemicals, the
hydroformylation reaction was utilized industrially soon after its discovery with the
first production plant built in 1940 in Oberhausen, Germany. This plant used C8-C20

alkenes from cracking of Fischer-Tropsch waxes as substrates for the production of
aliphatic alcohols [Hibbel et al. 2013]. Since then, the hydroformylation became the
most important homogeneously catalyzed reaction for the industrial production of
aldehydes, which are subsequently converted to detergents, plasticizers, fragrances
and drugs. The annual worldwide production capacity in 2009 was 12 million tons
(Germany: 2 million tons), of which n-butanal makes up the majority with ≈ 73 %
[Bahrmann et al. 2013].
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8 1 Introduction

1.1.1 Cobalt based processes

After the discovery of the catalytic hydroformylation activity of cobalt by Otto
Roelen in the late 1930’s, intensive investigations of this ”first generation” catalyst
where published in the early 1950’s to 1960’s. The homogeneous character of the
Co-catalysis became clear [Wender et al. 1953; Orchin et al. 1956; Kirch and Orchin
1958] and fundamental work regarding the reaction mechanism revealed the catalytic
nature of this important carbonylation reaction [Kirch and Orchin 1959; Heck and
Breslow 1961]. The authors proved that a hydrido-Co-carbonyl complex HCo(CO)4

is the active catalyst. This catalyst requires harsh reaction conditions (temperature
≈ 110-180 ◦C, synthesis gas pressure ≈ 200-350 bar) to counteract its relatively low
activity [Bahrmann et al. 2013]. The addition of phosphorus ligands (see section
1.2.2) to the Co-catalyst in the 1970’s lead to a significant catalyst activity increase
[Bahrmann et al. 2013; Hibbel et al. 2013]. Thus, monophosphine modified Co, the
so-called ”second generation” catalyst, allowed to operate the hydroformylation
reaction under reduced synthesis gas pressure between 50 and 150 bar (Shell Process).
Mainly, alcohols are produced using this catalyst due to fast subsequent aldehyde
hydrogenation.
Over time, numerous patents and production processes were developed by the
chemical industry based on Co-catalysis that are partly still under operation today
because of the robustness and relatively low cost of cobalt [Bahrmann et al. 2013].

1.1.2 Rhodium based processes

The discovery of Co as hydroformylation catalyst motivated investigations with the
next group 9 element rhodium in the 1950’s to develop new catalyst generations. It
turned out that Rh is a (ten) thousandfold more active towards hydroformylation
than Co but is also roughly a thousandfold more expensive [Jess and Wasserscheid
2013]. Nevertheless, the ”third generation” hydrido-Rh-carbonyl catalyst HRh(CO)4

was patented 1956 by the Chemische Verwertungsgesellschaft mbH [Schiller 1956].
In the late 1960’s, the superior catalytic hydroformylation performance of a tri-
phenylphosphine (TPP) modified ”fourth generation” rhodium-catalyst was proven
experimentally and explained mechanistically [Evans et al. 1968]. The authors
found that the rhodium reaction mechanism is analogous to cobalt catalysis. The
ligand modification made the catalyst not only more active and stable but also more
selective towards desired linear aldehydes compared to the ”third generation”
catalyst HRh(CO)4 [Garland and Pino 1991]. Accordingly, Rh-based processes started
to replace, yet not completely, the established Co-based aldehyde production in the
following decades.
In the mid 1970’s, Union Carbide/Johnson Matthey/Davy McKee and Celanese (to-
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day Oxea GmbH) started exploiting the high catalytic hydroformylation activity and
regioselectivity of TPP modified Rh for industrial scale linear aldehydes production
[Hibbel et al. 2013]. The high activity of Rh allowed to use mild reaction conditions
in this Low Pressure Oxo (LPO) Process (temperature ≈ 80-120 ◦C, synthesis gas
pressure ≈ 15-20 bar) for the conversion of propene to n-butanal. However, Rh is
sensitive towards catalyst poisons and impurities. Hence, preprocessing of olefin
and synthesis gas feed streams is mandatory as well as reprocessing of the recycled
catalyst phase, consisting mainly of high boiling reaction byproducts [Beller 2006].
Nevertheless, Rh-based processes dominate nowadays due to increased selectivity
towards preferred linear aldehydes, reduced undesired hydrogenation and mild
reaction conditions, which is economically favorable [Beller et al. 1995; Börner and
Franke 2016].
In the 1980’s, Rhône-Poulenc and Ruhrchemie developed a very elegant hydroformy-
lation process based on water soluble trisulfonated triphenylphosphine (TPPTS)
modified Rh for the hydroformylation of propene [Hibbel et al. 2013]. The reactor
contains an aqueous catalyst phase and an organic reactant phase. This multiphase
concept drastically simplifies catalyst handling and recycling because the catalyst is
insoluble in the organic product phase. Hence, process complexity and investment
costs could be reduced drastically. In this manner, low Rh losses at ppb-levels and
excellent regioselectivity towards linear aldehydes (≈ 97 %) were possible without
accepting typical drawbacks of catalyst heterogenization (leaching and activity loss).
Up to now, the Ruhrchemie/Rhône-Poulenc Process is the most important industrial
process for C4 aldehyde production. However, the process is limited to short-chain
olefins because the low solubility of long-chain olefins in the aqueous catalyst phase
leads to unacceptably low space-time-yields [Bahrmann et al. 2013].
Union carbide started in the mid 1990’s to convert olefins larger than C4 in homo-
geneous liquid phase by using Rh-TPPTS dissolved in n-methylpyrrolidone to
overcome the substrate solubility limitation of the Ruhrchemie/Rhône-Poulenc
Process [Jess and Wasserscheid 2013]. This concept, however, requires complex and
energy-intensive downstream separation, reprocessing and recycling of the precious
catalyst, which is performed by extraction with water or other non-aqueous polar
solvents.

1.2 Current research

Due to the economic importance of hydroformylation products, this industrially
established reaction is still a topic of current research. The investigations are focused
mostly on i) usage of alternative catalyst metals, ii) catalyst improvement by ligand
modification, iii) technological measures for catalyst immobilization and recycling



10 1 Introduction

and iv) renewable substrates for bio-based hydroformylation products. These topics
were major driving factors for technology leaps in the past and still offer great
potential for further improvement of hydroformylation processes.

1.2.1 Alternative catalyst metals

Besides Rh and Co, alternative transition metals like palladium [Drent and Budzelaar
2000; Konya et al. 2006; Jennerjahn et al. 2009], ruthenium [Kubis et al. 2016], iridium
[Moreno 2003; Piras et al. 2011; Kubis et al. 2014], platinum [van Leeuwen et al.
1986, 1990; van der Vlugt et al. 2005] and even iron complexes [Breschi et al. 2000]
were used as catalysts, partly with good to excellent product selectivity [Pospech
et al. 2013]. However, it seems that these metals have generally lower catalytic
hydroformylation activity compared to Rh and Co [Ternel et al. 2015]. For unmodified
carbonyl complexes, the following activity trend was reported for several transition
metals (from left: high activity to right: low activity) [van Leeuwen and Claver 2000;
Behr and Neubert 2012; Börner and Franke 2016]:

Rh � Co > Ir > Ru > Os ∼ Tc > Pt > Pd > Mn > Fe > Ni � Re

Nevertheless, using alternative metals as catalysts could be attractive from an eco-
nomic point of view due to their low cost compared to Rh. Thus, a hydroformylation
company has the possibility to counteract the influence of metal price fluctuations on
process profitability by choosing flexibly the catalyst with the best price-performance
ratio.
Catalyst systems consisting of more than one metal were also investigated to improve
overall catalyst activity and selectivity [Hsu and Orchin 1975; van Duren et al. 2007;
Klähn and Garland 2015; Gaide et al. 2017a]. The following studies in this thesis will,
however, focus on the most active and industrially most relevant rhodium exclusively.

1.2.2 Ligands

Ligand modification enables countless possibilities to change the steric and electronic
properties of a homogeneous catalyst, resulting in altered activity and selectivity. The
stability of a homogeneous catalyst is also greatly improved by ligand modification
[Börner and Franke 2016]. The importance of ligands becomes even more clear when
realizing that the modification of Rh with TPP or TPPTS resulted in the development
of completely new hydroformylation processes on industrial scales with great
economic importance.
It should be noted that ligands do not only influence the regioselectivity between
linear and branched aldehydes but also the chemoselectivity of the hydroformylation
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reaction, which is usually accompanied by undesired side reactions. Most dominantly,
double bond isomerization forming n-olefin isomers with internal double bond
(henceforth denoted as internal n-olefins) as well as hydrogenation of the double bond
forming n-alkanes are occurring for straight chain n-olefins (see Figure 1.2) [Behr and
Neubert 2012]. Thus, a reasonable ligand choice is important to tailor homogeneously
catalyzed hydroformylation processes to substrate and desired product spectra.
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Figure 1.2: Hydroformylation reaction network catalyzed by Rh-complexes including
double bond isomerization and hydrogenation side reactions as well as
hydroformylation to branched aldehydes.

Generally, ligands are Lewis bases that form metal complexes by covalent or ionic
bonding. They appear in countless designs and can be distinguished by their electron
donor atom with phosphorus, nitrogen and oxygen being the most important. The
following paragraph, however, will focus exclusively on the most important ligands
used in hydroformylation1: Phosphorus (P-) ligands [Behr and Neubert 2012].
Depending on the organic moieties attached to phosphorus, P-ligands can be
categorized into the following substance classes [Behr and Neubert 2012]: phosphines
PR3, phosphinites R2P(OR), phosphonites RP(OR)2 and phosphites P(OR)3 (R = aryl
and/or alky moiety). From these classes, phosphines and phosphites are the most
important [Beller 2006] with some prominent representatives that will be discussed
briefly later on.
The electronic properties of a homogeneous catalyst are heavily influenced by the
basicity of the attached ligand. As a consequence, ligands alter the bonding of
substrates or other ligands and their transformations at the metal center and thus the
activity of the catalyst [Behr and Neubert 2012]. Phosphines are generally stronger
Lewis bases (σ-donors) since the electron donating alkyl/aryl groups increase electron
density at the phosphorus atom, reinforcing the bonding of other ligands (e.g. CO)
to the metal center. Phosphites are weaker Lewis bases (σ-donors) but stronger
π-acceptors because of the electron withdrawing oxygen atoms next to phosphorus.

1 Comprehensive reviews about various ligands in homogeneous catalysis in general can be found
elsewhere [van Leeuwen and Claver 2000; Behr and Neubert 2012; Börner and Franke 2016].
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Thus, phosphites compete with other ligands for π-electron back-bonding at the
metal center, which weakens the bonding of other ligands (e.g. CO). This explains
the increased acidity of phosphite modified hydrido-Co-complexes compared to
phosphine modified hydrido-Co-complexes and the related hydroformylation activity
differences reported in [Börner and Franke 2016].
The denticity of a ligand describes the amount of donor atoms2 that can bind to a
metal center. Mono- and sterically demanding bidentates (also called ”chelates”) are
used frequently but also reports on tridentates are available [van Leeuwen and Claver
2000; Behr and Neubert 2012].
The discussion in the following will focus on mono- and bidentate phosphines
and phosphites as they are most commonly applied [Beller 2006]. Some prominent
representatives are shown in Figure 1.3. One of the most important and used
monophosphines is TPP (see Figure 1.3a) [Dodonow and Medox 1928; Evans et al.
1968]. This relatively simple ligand was used in the LPO Process and enabled the
utilization of active and selective Rh-catalysts for hydroformylation under mild
conditions on industrial scales. Its trisulfonated and water soluble counterpart TPPTS
is mainly used in the Ruhrchemie/Rhône-Poulenc Process, which is still the most
important industrial scale hydroformylation process for short-chain olefins.
Using a monophosphite like tris(o-tert-butylphenyl) phosphite (see Figure 1.3b) as
ligand resulted, compared to TPP, in a 10 to 30 times higher hydroformylation activity
of Rh and good regioselectivity to linear aldehydes [van Leeuwen and Roobeek 1983;
van Rooy et al. 1991, 1995].
The chelating diphosphine ligand Xantphos (see Figure 1.3c), developed by Piet
van Leeuwen and co-workers, enabled excellent chemo- and regioselectivity as well
as activity for Rh-catalyzed hydroformylation of mid-chain olefins (e.g. 1-octene)
[Kranenburg et al. 1995]. Undesired side reactions (double bond isomerization and
hydrogenation) were suppressed almost completely by using this ligand, even at
elevated temperatures. The regioselectivity towards the linear aldehyde nonanal
remained almost constant at ≈ 98 % between 40-80 ◦C, proving this ligand to be an
excellent choice for Rh-catalyzed conversion of terminal alkenes to linear aldehydes. It
was evident from their experimental comparison of numerous chelating diphosphines
that the bite angle and sterics of the ligand strongly control the catalyst selectivity
(wider bite angle = higher selectivity to linear aldehydes) [Kranenburg et al. 1995].
In the following years, the good performance of Rh-Xantphos catalysts motivated the
development of a broad spectrum of Xantphos-type ligands, tunable by adjusting the
bite angle [van Leeuwen and Claver 2000].
Union Carbide developed numerous phosphite ligands in the late 1980’s of which
the chelating diphosphite BiPhePhos (see Figure 1.3d) received some attention

2 Synthesis of ligands with more than one donor atom is possible by using organic backbone bridges.
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Figure 1.3: Representative mono- and diphosphorus ligands: a) triphenylphosphine
[Dodonow and Medox 1928; Evans et al. 1968], b) tris(o-tert-butylphenyl)
phosphite [van Leeuwen and Roobeek 1983], c) Xantphos [Kranenburg et al.
1995] and d) BiPhePhos [Billig et al. 1987, 1988].

recently [Billig et al. 1987, 1988]. Rh-BiPhePhos catalysts are characterized by
an excellent hydroformylation activity, high aldehyde regioselectivity of ≈ 99 %
and low hydrogenation activity, comparable to Xantphos [Moasser et al. 1995;
van Rooy et al. 1996a]. The most striking difference to Xantphos, however, is
the high double bond isomerization activity of BiPhePhos. Hence, conversion
of straight-chain 1-olefins is always accompanied by double bond isomerization,
leading to significant yields of less reactive internal olefins. This side reaction
lowers the overall aldehyde yield and leads to the formation of undesired branched
aldehydes from hydroformylation of internal olefins [Behr and Neubert 2012;
Franke et al. 2012]. Although the isomerization feature of Rh-BiPhePhos catalysts
seems to be a drawback compared to using Xantphos, it opens up new possibilities
in terms of converting internal n-olefins to linear aldehydes, known as tandem3

isomerization-hydroformylation [Beller et al. 1999; van der Veen et al. 1999; Börner
et al. 2001; Klein et al. 2001; Behr et al. 2003; Vogl et al. 2005; Vilches-Herrera

3 In this thesis, the term tandem reaction refers to auto-tandem reactions, using one catalyst for various
tasks, and has to be differentiated from e.g. orthogonal tandem reactions, using various different
catalysts for one task each [Behr and Neubert 2012].
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et al. 2014]. Using mixtures of internal n-olefins as hydroformylation substrates
is interesting from an industrial point of view because those mixtures are easily
available from cracking and refining processes (raffinate I-III containing internal
n-butenes) and subsequent oligomerization (internal n-octenes or n-dodecenes) [Jess
and Wasserscheid 2013; Börner and Franke 2016]. Rh-BiPhePhos was proven to be an
excellent catalyst with outstanding regioselectivity for this tandem reaction, e.g. for
the conversion of internal n-octenes (< 4 % 1-octene) to linear nonanal (yield ≈ 92 %)
at 140 ◦C and 20 bar synthesis gas [Börner et al. 2001; Behr et al. 2003; Vogl et al. 2005].

1.2.3 Catalyst immobilization and recycling

The catalyst material (metal precursors and ligands) used for hydroformylation is
usually associated with high investment cost [Behr and Neubert 2012]. Hence, it is
of great importance for the profitability of hydroformylation processes to minimize
catalyst losses. Established industrial processes utilize downstream extraction and
distillation processes for catalyst recycling (e.g. LPO Process) or immobilization by
introduction of an additional phase (e.g. Ruhrchemie/Rhône-Poulenc Process). These
measures are characterized by certain drawbacks: i) Downstream extraction processes
require additional extraction agents and lead to complicated and energy intensive
process structures with many recycle streams, ii) distillation induces thermal stress
that may cause ligand and catalyst degradation and iii) using aqueous phases for
heterogenization is limited to short-chain olefins due to low solubility of long-chain
olefins in water [Behr 1998; Jess and Wasserscheid 2013].
Besides other concepts for catalyst immobilization (e.g. supported ionic liquid
phase (SILP) catalysts [Walter et al. 2015]) or catalyst retention by membranes [Behr
1998; Janssen et al. 2010], current research focuses e.g. on developing complex
hydroformylation solvent mixtures with switchable phase behavior to overcome the
mentioned drawbacks. Research activities in this direction are pooled, inter alia, in the
collaborative research center SFB/TRR63 ”Integrated Chemical Processes in Liquid
Multiphase Systems (InPROMPT)”, funded by the German Science Foundation. This
project is dedicated, amongst others, to investigate and develop two switchable sol-
vent systems for homogeneously catalyzed carbonylation reactions: Thermomorphic
multicomponent solvent systems (TMS) [Behr and Fängewisch 2001; Dreimann et al.
2017b] and micellar solvent systems (MSS) [Platone and Tinucci 1991; van Vyve
and Renken 1999; Haumann et al. 2002; Pogrzeba et al. 2016]. Both concepts aim
for overcoming the short-chain olefin limitation of the Ruhrchemie/Rhône-Poulenc
Process without using cumbersome downstream extraction or distillation processes
for catalyst recycling.
The MSS are complex heterogeneous liquid multiphase systems consisting of an
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aqueous catalyst phase and an organic reactant phase, exploiting surfactants to
overcome the low solubility of olefins in the aqueous catalyst phase. Besides the
aqueous catalyst phase and the organic reactant phase, a third micellar phase is
formed in this way, depending on temperature and surfactant concentration. It was
possible to convert long-chain olefins (1-dodecene) selectively to tridecanal using a
water soluble Rh-SulfoXantphos catalyst in a MSS with minimal catalyst leaching in
the organic phase (< 0.1 ppm rhodium, < 0.8 ppm phosphorus) [Nowothnick et al.
2013]. However, the MSS is a complex micro-structured system [Hohl et al. 2016] that
suffers from inter-phase mass transfer limitations, which leads to low reaction rates.
Nevertheless, it was possible to operate a mini-plant continuously over 150 h, using
the MSS concept, which proved its applicability [Illner et al. 2016].
The TMS concept is related to the MSS since it also consists of a liquid polar catalyst
phase and a liquid organic non-polar reactant phase but without an additional
surfactant. Instead, the reactants itself act as phase mediator. At low temperatures, the
system is heterogeneous with catalyst and reactants separated. At elevated reaction
temperatures, the system becomes completely homogeneous due to temperature
dependence of the miscibility gap caused by the phase mediator. Therefore, the
hydroformylation can be conducted very efficiently and fast without mass transfer
limitations and with elegant catalyst recycling after phase split caused by temperature
reduction. It was also possible to demonstrate the applicability of the TMS system
in continuous mini-plant operation for the hydroformylation of 1-dodecene using
DMF and n-decane as polar and non-polar solvents, respectively [Dreimann et al.
2016]. However, the catalyst leaching was low but not satisfactory (leaching of ≈
7 ppm rhodium and phosphorus) [Schäfer et al. 2012]. Additional organic solvent
nanofiltration allowed to reduce catalyst leaching below 1 ppm under continuous
mini-plant operation [Dreimann et al. 2017a].

1.2.4 Renewable substrates

Olefins are the most important hydroformylation substrate substance class to be
converted to valuable aldehydes, as already discussed above. However, everyone
ought to be aware that olefins are produced from mineral oil4, which is evidently
a finite resource. Hence, steadily increasing world population and thereto relating
energy demand and oil consumption will change the availability and prices of
fossil raw materials in the future. This development will affect the economics of
hydroformylation and industrial chemicals production in general. It is therefore
attractive from an industrial perspective to find renewable and sustainable substrates

4 So is synthesis gas. However, biomass gasification could be used alternatively for sustainable gener-
ation of synthesis gas [Saxena et al. 2008].
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for hydroformylation processes utilizing established technology.
One possibility is the direct utilization of unsaturated plant oils [Kandanarachchi et al.
2002] or their derivatives, such as fatty acid methyl esters [Frankel 1973; Muilwijk
et al. 1997; Behr et al. 2005, 2008; Behr and Vorholt 2012]. Unsaturated fatty acids or
their methyl esters are attractive because they are i) usually long-chain molecules, ii)
already functionalized with a carbonyl group, iii) renewable and iv) available from
trans-esterification processes (biodiesel production) [Vanbésien et al. 2016].
One important fatty acid is the C18 unsaturated oleic acid, which makes up ≈ 80 %
of the fatty acids in high oleic (HO) sunflower and high oleic/low linolenic (HOLL)
rapeseed oil [Dubois et al. 2008], or rather its trans-esterification product: methyl
oleate (OME). One possibility of utilizing OME is metathesis with ethylene to produce
1-decene, which can be hydroformylated to undecanal directly using conventional
technology, and methyl 9-decenoate, which can be used in follow up chemistry
to produce polyesters, nylon-10 or epoxy resins [Behr et al. 2008]. Even more
attractive is the direct hydroformylation of OME to exploit its long carbon chain
for the production of long-chain bifunctional oxo-esters, which can be converted
subsequently by hydrogenation to hydroxy-esters and finally by polycondensation to
renewable polyesters (see Figure 1.4) [Muilwijk et al. 1997; Behr and Vorholt 2012].
Another renewable substrate of interest is soy bean oil or its derivatives. Full
conversion of soy bean oil biodiesel (mono- and polyunsaturated methyl esters) to the
corresponding branched oxo-esters was demonstrated in [Ramalho et al. 2014] using a
Rh-TPP catalyst in an ionic liquid.
Another example on using renewable feedstocks is the hydroformylation of methyl
10-undecenoate with terminal double bond, which is produced from castor oil.
This reaction was demonstrated successfully with almost complete conversion and
high selectivity to the linear oxo-ester using a Rh-TPPTS catalyst in aqueous phase
supported by surfactants to increase the solubility of the methyl ester in water [Fell
et al. 1995].
All these studies proved the feasibility of renewables conversion by established
hydroformylation technology, which paved the way for industrial large scale
application. Two processes, operated by Dow Chemical and BASF, are currently
utilizing hydroformylation of plant oil derivatives for the production of soy bean oil
based polyols for soft polyurethane foams (”RENUVA”, Dow) and castor oil based
polyether polyols for rigid foams and mattresses (”Lupranol Balance 35”, BASF)
[Vanbésien et al. 2016].
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Figure 1.4: Value chain of polyester production from plant oil derived methyl
oleate by Rh-BiPhePhos catalyzed tandem isomerization-hydroformylation
(highlighted in dashed box) to oxo-esters followed by hydrogenation to
hydroxy-esters and subsequent polycondensation to polyesters.

1.3 Thesis goals

The aforementioned synthesis of renewable polyesters from OME requires initially a
tandem isomerization-hydroformylation step (see dashed box in Figure 1.4). This step
should be conducted using a double bond isomerization-active hydroformylation
catalyst, like Rh-BiPhePhos. However, the reported yield of linear oxo-ester using this
catalyst was low (≈ 20 %), even after 17 h reaction time (TOF ≈ 10 h−1) under typical
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hydroformylation conditions5 [Behr et al. 2005]. Moreover, significant hydrogenation
to undesired methyl stearate (≈ 25 % yield) occurred, which should be prevented.
Obviously, it is necessary to adjust reactor design and reaction conditions to achieve
high yields of desired linear oxo-esters, if the catalyst system is not a degree of
freedom. A sound and rigorous reactor design and reaction conditions optimization,
however, requires detailed kinetic models, preferably based on reaction mechanisms.
Unfortunately, such kinetic models for tandem isomerization-hydroformylation
systems are not available in the literature so far, especially not for unsaturated esters.
It is thus intended by the already mentioned collaborative research center SFB/TRR63
to contribute significantly to this field of research as well.
The development of a desired mechanistic kinetic model for the hydroformylation
of OME requires to understand the following issues: i) Thermodynamics, reaction
mechanism and kinetics of the double bond isomerization and its interplay with
hydroformylation and ii) interactions between the ester group and the Rh-catalyst.
However, OME is not a well suited substrate for clarification of these issues because
it contains both, an internal double bond and an ester group. Consequently, correct
assignment of observations to causes is difficult. Hence, it is intended with this thesis
as part of the SFB/TRR63 to study the mentioned challenges separately by using
relevant model compounds (1-decene as representative long-chain olefin and methyl
10-undecenoate (UME) as interesting renewable oleo-ester derived from castor oil, see
Figure 1.5).

O

O

O

O

methyl oleate

1-decene + isomers methyl 10-undecenoate

model compounds

Figure 1.5: Model compounds for the separate study of tandem isomerization-
hydroformylation (left: 1-decene + double bond isomer mixtures) and sub-
strate effects caused by interactions between the catalyst and the ester group
(right: methyl 10-undecenoate).

These model compounds were chosen because 1-decene and its double bond isomers
can be resolved completely using gas chromatography, which allows to investigate
the thermodynamics and kinetics of double bond isomerization as well as the

5 115 ◦C, 20 bar synthesis gas, c0
sub=0.6 mol l−1, Rh:sub (molar) = 1:320 and Rh:lig (molar) = 1:3
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hydroformylation reaction. Comparison with the structurally analogous UME will
reveal differences and similarities in reactivity of both substrates, which can be traced
to interactions between the ester group and the catalyst.
As main outcome of the thesis, mechanistic kinetic models will be developed for
both model substrates using a Rh-BiPhePhos catalyst. These models will cover
the hydroformylation case as well as all relevant borderline cases like double
bond isomerization, hydrogenation and tandem isomerization-hydroformylation.
Subsequently, conclusions regarding improved reaction conditions for the tandem
isomerization-hydroformylation of OME will be drawn. The following enumeration
summarizes the goals and proceedings of this thesis.

1. Mechanistic kinetic modeling of the Rh-BiPhePhos catalyzed double bond
isomerization, hydrogenation, hydroformylation and tandem isomerization-
hydroformylation of 1-decene and internal n-decenes:

a) Calculation of the thermodynamic double bond isomerization reaction
equilibrium and related equilibrium constants

b) Detection of relevant catalyst species and rate determining steps using
operando FTIR spectroscopy to reduce a general reaction mechanism

c) Development of a mechanistic kinetic model for the (tandem isomerization-)
hydroformylation including double bond isomerization and hydrogenation

d) Regression of the developed kinetic model to isomerization, hydrogenation
and (tandem isomerization-) hydroformylation (semi-) batch experiments

e) Development of optimal reaction control strategies for the (tandem
isomerization-) hydroformylation of n-decenes

2. Mechanistic kinetic modeling of the Rh-BiPhePhos catalyzed double bond
isomerization, hydrogenation and hydroformylation of UME:

a) Comparison of 1-decene key experiments to UME data to reveal interactions
between the ester group and the Rh-BiPhePhos catalyst

b) Detection of relevant catalyst complexes, rate determining steps using
operando FTIR spectroscopy

c) Enhancement of the reaction mechanism and adjustment of the developed
kinetic model accordingly with subsequent regression to (semi-) batch
experiments

d) Development of optimal reaction control strategies for the (tandem
isomerization-) hydroformylation of UME

3. Development of improved reaction conditions for the tandem isomerization-
hydroformylation of OME and their validation by preliminary experiments
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The thesis is organized as described in the following. First, the chapter ”Theory
and modeling” summarizes all calculation methods and modeling approaches
used in this thesis. These include thermodynamic calculations, reactor and mass
transfer modeling and the derivation of mechanistic kinetic rate equations. Since rate
equations based on reaction mechanisms usually contain a high number of unknown
kinetic parameters, it is crucial to determine the identifiability of these parameters,
depending on the experimental design, if subsequent parameter estimation is of
interest. Hence, a method based on local parameter sensitivities, local parameter
subset selection, was developed for dynamic batch-reaction systems and will be
presented in this chapter. This method will be illustrated by application to an example
batch-reaction with a typical and relevant structure for homogeneously catalyzed
reactions but is generally applicable to other dynamic systems. The next two chapters
”Hydroformylation of 1-decene” and ”Hydroformylation of methyl 10-undecenoate”
contain results with respect to the first and second point of the list above. An outlook
will be given in terms of application of the findings of this thesis to the tandem
isomerization-hydroformylation of OME to demonstrate the remaining optimization
potential of this reaction.



2 Theory and modeling

A significant part of the goals of this thesis is not achievable without mathematical
methods, modeling and parameter estimation. Therefore, this chapter summarizes all
models, modeling approaches and mathematical tools that were used or developed
in this thesis. The first part of this chapter covers all thermodynamic models and
calculation approaches that were used to understand the isomerization equilibrium
of n-decenes. The second part of this chapter explains how mechanistic kinetic
rate equations were derived from reaction mechanisms and how the necessary
multiphase (semi-) batch reactor model was set up. The third and last part of this
chapter introduces the parameter subset selection method, which was extended in
this thesis to a local analysis for dynamic parameter estimation problems to determine
parameter identifiability depending on the experimental design.

It should be noted that the author of this thesis published significant parts of the fol-
lowing chapter as first author in [Jörke et al. 2015a,b, 2016, 2017a]. Further details and
results can be found in the cited articles.

2.1 Thermodynamics

The double bond isomerization plays a crucial role in hydroformylation systems, as
already discussed in chapter 1. Since internal n-olefins are molecules with similar
structure and thus Gibbs energy, the isomerization reaction is equilibrium limited.
It is of high interest to understand the double bond isomerization equilibrium in
order to understand the isomerization side reaction and the tandem isomerization-
hydroformylation reaction.
This section is dedicated to an elegant method for the calculation of chemical reaction
equilibria without assuming a specific stoichiometry. This method is based on Gibbs
energy minimization [White et al. 1958] and known as non-stoichiometric equilibrium
formulation. From the calculated equilibrium composition, equilibrium constants can
be derived and used in further kinetic modeling to reduce the amount of unknown
parameters. A major advantage of the method is that no specific stoichiometry
has to be provided, which is beneficial for systems with a high number of species
or unknown reaction networks. Instead, only thermodynamic state functions of
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formation of the considered species at equilibrium are required. The method will be
derived and explained in the first part or this section.
Unfortunately, the availability of thermodynamic data for long-chain n-olefin isomers
is limited in the literature. One possibility to obtain missing state functions would
be experimental measurements, which require availability of all n-olefin isomers as
pure samples in substantial amounts. If the required samples cannot be purchased or
synthesized, predictive methods can be used to calculate missing thermodynamic
state functions. In this thesis, Benson’s group contribution method (BGCM) [Benson
et al. 1969] was chosen for this task, which will be explained in detail in the second
part of this section. Although more modern and sophisticated methods for the cal-
culation of thermodynamic state functions are available (e.g. quantum chemical
calculations), Benson’s method was preferred because it was closer to experimental
data (see appendix F for a detailed discussion). Other, more modern incremental
methods, such as the methods of Joback or Constantinou and Gani [Pohling et al.
2000], are not well suited for internal n-olefins because they cannot distinguish
between trans and cis isomers. A detailed discussion of these methods is beyond the
scope of this thesis and can be found elsewhere [Pohling et al. 2000].

2.1.1 Non-stoichiometric Gibbs energy minimization

The stoichiometric formulation and numerical solution of complex reaction equilib-
rium networks is tedious, if the number of equilibrium reactions and components is
large. Also, all significant reactions that contribute to the network have to be known.
In the case of n-decene isomerization, 18 possible equilibrium reactions for nine
n-decene isomers, under the assumption that next neighbor isomers are at equilibrium
with each other, can be considered (see figure Figure 3.1). According to a closed
thermodynamic cycle, Ns − 1 equilibria have to be solved for Ns considered species
at equilibrium containing Nel different chemical elements (e.g. n-decene: Nel = 2, C
and H). Hence, the simultaneous solution of eight non-linear equations with eight
unknown extents of reaction is necessary to calculate the n-decene isomerization
reaction equilibrium using a stoichiometric formulation. However, the stoichiometry
of the reaction network has to be known, which may not always be the case.
Alternatively, calculation of reaction equilibria can be performed by minimizing the
Gibbs energy G of the considered system (2.1) subject to atom balances for chemical
elements (2.2) under variation of the amount of substances at equilibrium n ∈ RNs×1

[White et al. 1958]. This approach requires provision of thermodynamic state func-
tions in terms of molar standard potentials Δg ∈ RNs×1, the total amount of substance
of all chemical elements in the system b ∈ N

Nel×1
0 and the element-species-matrix

β ∈ N
Ns×Nel
0 . This method reduces computational efforts drastically because only
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Nel + 1 equations have to be solved for species containing Nel different chemical
elements. The benefit of using this method becomes obvious, if the considered system
contains a high number of species consisting of a low number of chemical elements,
which is usually the case in organic chemistry.

Geq = min
n

G = ΔgTn (2.1)

s.t.

0 = b − β T n (2.2)

The optimization problem (2.1)-(2.2) can be transformed into a non-linear algebraic
equation system (2.3)-(2.4) (see appendix E), which has to be solved numerically.
The degrees of freedom are Lagrange multipliers λ ∈ RNel×1, originating from the
transformation of (2.1)-(2.2) into (2.3)-(2.4), and the total amount of substance ntot at
equilibrium.

0 =
b

ntot
− β x (2.3)

0 = ||x||1 − 1 (2.4)

with

x = exp
(

1
RT

(
β λ − Δfg◦(T)

)
− 1

)

The necessary standard molar potentials of formation Δfg◦(T) can be calculated
from enthalpies and entropies of formation of the considered compounds (see next
section). Solving (2.3)-(2.4) is possible by e.g. using a Levenberg-Marquardt-algorithm
implemented as ”fsolve” in Matlab. However, the numerical solution requires initial
values for the degrees of freedom λ and ntot.
Finding ”good” initial values for Lagrange multipliers λ is not intuitive since they
lack physical interpretation but is crucial for the numerical solver to converge. Thus,
a strategy for calculation of ”good” initial values for λ was developed and will be
explained in the following paragraphs.
Starting point for the calculation of ”good” initial values for λ is the necessary first
order optimality condition (E.8) for the solution of the optimization problem (2.1).
This equation is rewritten in (2.5).⎛

⎜⎜⎝
β1,1 · · · β1,Nel

... . . . ...
βNs,1 · · · βNs,Nel

⎞
⎟⎟⎠ ·

⎛
⎜⎜⎝

λ1
...

λNel

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

Δfg◦1(T) + RT (ln(x1) + 1)
...

Δfg◦Ns
(T) + RT (ln(xNs) + 1)

⎞
⎟⎟⎠ (2.5)
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Obviously, the rank of β (= ρ) represents the number of linearly independent Lagrange
multipliers.. If ρ = Nel, an explicit expression for initial Lagrange multipliers λ

0
(2.6)

follows from rearranging (2.5) using the Moore-Penrose pseudo-inverse of the usually
non-square element-species-matrix β+. The initial values can be calculated by setting
the unknown molar fractions x to meaningful positive values < 1 (e.g. xi = 1/Ns).

⎛
⎜⎜⎝

λ0
1
...

λ0
Nel

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

β1,1 · · · β1,Nel
... . . . ...

βNs,1 · · · βNs,Nel

⎞
⎟⎟⎠
+

·

⎛
⎜⎜⎝

Δfg◦1(T) + RT (ln(x1) + 1)
...

Δfg◦Ns
(T) + RT (ln(xNs) + 1)

⎞
⎟⎟⎠ (2.6)

The resulting Lagrange multipliers from assuming xi = 1/Ns represent a ”wrong”
equilibrium composition but fulfill the atom balances and are thus considered ”good”
initial values for the numerical solution of (2.3)-(2.4).
If Nel > ρ, Nel − ρ Lagrange multipliers are linearly dependent and (2.5) is

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

β1,1 · · · β1,ρ · · · β1,Nel
... . . . ... . . . ...

βρ,1 · · · βρ,ρ · · · βρ,Nel
... . . . ... . . . ...

βNs,1 · · · βNs,ρ · · · βNs,Nel

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

·

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

λ1
...

λρ
...

λNel

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎝

Δfg◦1(T) + RT (ln(x1) + 1)
...

Δfg◦Ns
(T) + RT (ln(xNs) + 1)

⎞
⎟⎟⎠ . (2.7)

Generation of initial values for the remaining linearly independent Lagrange multi-
pliers λ

0
1:ρ is possible by reformulation of (2.7), using an element-species-submatrix

β1:Ns,1:ρ (2.8) and non-zero values for the remaining linearly dependent λ
fix
ρ+1:Nel

.

β1:Ns,1:ρ ·

⎛
⎜⎜⎝

λ0
1
...

λ0
ρ

⎞
⎟⎟⎠+ β1:Ns,ρ+1:Nel

·

⎛
⎜⎜⎝

λfix
ρ+1
...

λfix
Nel

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

Δfg◦1(T) + RT (ln(x1) + 1)
...

Δfg◦Ns
(T) + RT (ln(xNs) + 1)

⎞
⎟⎟⎠ (2.8)

From rearranging (2.8) follows an explicit expression for the remaining linearly
independent Lagrange multipliers λ

0
1:ρ (2.9).

⎛
⎜⎜⎝

λ0
1
...

λ0
ρ

⎞
⎟⎟⎠ = β +

1:Ns,1:ρ ·

⎛
⎜⎜⎝
⎛
⎜⎜⎝

Δfg◦1(T) + RT (ln(x1) + 1)
...

Δfg◦Ns
(T) + RT (ln(xNs) + 1)

⎞
⎟⎟⎠− β1:Ns,ρ+1:Nel

·

⎛
⎜⎜⎝

λfix
ρ+1
...

λfix
Nel

⎞
⎟⎟⎠
⎞
⎟⎟⎠ (2.9)

2.1.2 Benson’s group contribution method

Benson’s group contribution method is an incremental method that is able to calculate
thermodynamic state functions of formation (enthalpy, entropy, heat capacity) from
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the molecular structure of a considered compound. The increment values were
determined experimentally using huge data sets and are updated occasionally in the
literature [Domalski and Hearing 1988; Pohling et al. 2000; Sabbe et al. 2005, 2008].
Although more modern predictive methods are available to calculate thermodynamic
state functions of a considered compound (e.g. quantum chemical calculations),
Benson’s method proved effective, easy to apply, robust and close to experimental
data (see appendix F), justifying its usage in this thesis.
The method requires the decomposition of a considered compound into so-called
Benson groups. In Figure 2.1, the decomposition of n-decene isomers into six relevant
Benson groups is illustrated on the example of 1-decene and trans-2-decene. The

Figure 2.1: Decomposition of n-decene isomers into Benson groups. ID numbers 1-6
refer to Benson groups summarized in Table 2.1.

Benson group matrix φ ∈ N
Nbg×Ns
0 , shown in Table 2.1, contains the amounts of all

relevant Benson groups per n-decene isomer Nbg. Table 2.1 contains additionally
symmetry number vectors for optical isomerism Noi ∈ N

Ns×1
0 , external symmetry

Nes ∈ N
Ns×1
0 and internal symmetry Nis ∈ N

Ns×1
0 , which are necessary for further

calculations. The optical symmetry numbers Noi represent the amount of optical

Table 2.1: Benson group matrix φ and symmetry number vectors for all n-decenes
(1D: 1-decene, (Z): cis, (E): trans).

ID Groups 1D (Z)-2 (E)-2 (Z)-3 (E)-3 (Z)-4 (E)-4 (Z)-5 (E)-5

Benson group matrix

1 Cd-(2H) 1 0 0 0 0 0 0 0 0

2 Cd-(C,H) 1 2 2 2 2 2 2 2 2

3 C-(Cd,C,2H) 1 1 1 2 2 2 2 2 2

4 C-(2C,2H) 6 5 5 4 4 4 4 4 4

5 C-(C,3H) 1 1 1 2 2 2 2 2 2

6 C-(Cd-3H) 0 1 1 0 0 0 0 0 0

Symmetry number vectors

NT
oi 1 1 1 1 1 1 1 1 1

NT
is 3 9 9 9 9 9 9 9 9

NT
es 1 1 1 1 1 1 1 2 2
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isomers of one molecule. The internal symmetry numbers Nis are obtained by
multiplying the amounts of identical arrangements that occur while rotating the end
groups of the molecule by 360 degrees. The external symmetry numbers Nes represent
the amount of appearing identical geometric projections while rotating the whole
molecule around a symmetry axis by 360 degrees.
Calculation of temperature dependent thermodynamic state functions of formation
for all n-decene isomers is possible using (2.10)-(2.19) [Benson et al. 1969; Pohling et al.
2000]. All necessary increment values associated with Benson groups that appear
in all n-decenes are summarized in Table 3.1, see section 3.1.1. The temperature
dependence of thermodynamic state functions was expressed by linearly interpolated
heat capacities and Kirchhoff’s law [Pohling et al. 2000].
The calculated thermodynamic state functions will be presented in section 3.1.1 and
serve for the calculation equilibrium compositions using (2.3)-(2.4) and equilibrium
constants to reduce the amount of unknown model parameters.

Δfg◦(T) = Δfh
◦
(T)− TΔfs◦(T) (2.10)

with

Δfh
◦
(T) = Δfh

−◦
+

T∫
T−◦

Δfcp(T)dT (2.11)

s◦(T) = s−◦ +

T∫
T−◦

cp(T)
T

dT (2.12)

Δfs◦(T) = Δfs−◦ +

T∫
T−◦

Δfcp(T)
T

dT (2.13)

Δfh
−◦
= φ T h

−◦
m (2.14)

Δfs−◦ = s−◦ − β s−◦e (2.15)

s−◦ = φ T s−◦m + s−◦sym (2.16)

s−◦sym = R · [ln(Noi
)− ln

(
Nis ◦ Nes

)]
(2.17)

Δfcp(T) = cp(T)− β cpe(T) (2.18)

cp(T) = φ T cpm(T) (2.19)
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2.2 Kinetics

The following section focuses on the derivation of kinetic rate equations from reaction
mechanisms based on a general method first described in the 1930’s [Christiansen
1953]. The method is explained in detail in the second part of this section and will be
applied to an example reaction A GGBF GG B with typical structure for homogeneously
catalyzed reactions.
The unknown kinetic parameters of the derived kinetic models for the real hydro-
formylation systems in this thesis were estimated using (semi-) batch experimental
data (see section 3.4 and 4.4). Thus, a (semi-) batch reactor model is required to map
experimentally determined and time-resolved concentration profiles to reaction rates.
Since the hydroformylation is a gas-liquid reaction, the mass transfer of gaseous
reactants from the gas phase to the liquid phase has to be included in the model and
characterized as well. This multiphase reactor model will be derived in the first part
of this section.

2.2.1 Reactor model and mass transfer

The general mass balance of a constant volume reaction (2.20) can be simplified
since the kinetic experiments were carried out in ideally mixed (semi-) batch reactors
without inlet or outlet flows (see Figure A.1). Thus, the liquid reactant phase is
described sufficiently by (2.21). The reactor was assumed to be isothermal because a
significant temperature increase due to the exothermicity of the reactions conducted
was not detectable during experiments. The liquid phase mass balances (2.21) contain
only the stoichiometric coefficient matrix of the reaction network ν and the vector of
reaction rates r as molar sources and sinks on the right hand side. The derivation of
these reaction rate equations from catalytic reaction mechanisms is explained later on
in section 2.2.2.

∂ci

∂t
=����−divJi

=0 +
∑

j

νijrj (2.20)

dci

dt
=

∑
j

νijrj i = liquid reactants (2.21)

The hydroformylation is a typical gas-liquid reaction. Therefore, the mass transfer
of the gaseous reactants into the liquid phase has to be considered in the reactor
model. A linear driving force approach was used to describe the transport of CO and
H2 through the phase boundary with film thickness δ (see Figure 2.2). The phase
boundary was assumed to be free of mass accumulation. In terms of mass transfer
resistance, it is reasonable to assume a dominating resistance in the liquid phase
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gas liq
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ci

ci

pi*
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gas

liq ni,gas ni,liq

Figure 2.2: General scheme of the linear driving force approach for mass transfer of
gaseous reactants from the gas phase into the liquid phase.

compared to the gas phase for sparingly soluble gases like H2 and CO [Baerns 2012].
Combining these assumptions with a linear driving force approach results in the
following expression (2.22) for the molar flux ṅi of CO and H2 from the gas into the
liquid phase (see Figure 2.2).

−ṅi,gas = ṅi,liq = ṅi = kla (c∗i − ci)Vliq = keff (c∗i − ci)Vliq (2.22)

The extent of mass transfer resistance is represented by the dominating liquid phase
mass transfer coefficient kl. Since the interfacial area a cannot be determined easily,
the product kla was considered an effective mass transfer coefficient keff. This effective
mass transfer coefficient was determined in preliminary gas solubility experiments (see
appendix B).
The mass balance of gaseous reactants dissolved in the liquid phase (2.23) follows from
including their molar flux from the gas phase (2.22) into the batch mass balance (2.21).

dci

dt
=

ṅi

Vliq
+

∑
j

νijrj = keff(c∗i − ci) +
∑

j

νijrj i = CO, H2 (2.23)

Henry’s law (2.24) was used in this thesis to describe the equilibrium between partial
pressure p∗i and concentration c∗i of a dissolved gaseous reactant directly at the
gas-liquid phase interface. Although there are highly sophisticated gas solubility
models based on equations of sate (e.g. PC-SAFT [Lemberg et al. 2017]), the usage
of Henry’s law is justified because the relation between gas pressure and liquid
concentration in the pressure range of interest is almost perfectly linear in the used
hydroformylation reactant-solvent system (see appendix A) [Vogelpohl et al. 2013,
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2014]. The temperature dependence of the Henry constant was included using a
reparameterized reference-temperature centered Arrhenius approach [Schwaab and
Pinto 2007; Schwaab et al. 2008].

p∗i = Hi(T) c∗i = Hi,ref exp
[

Bi

(
Tref

T
− 1

)]
c∗i (2.24)

From using Henry’s law and the assumption of a negligible gas phase mass transfer
resistance follows (2.25). This equation inserted into (2.23) results in the final mass
balance for dissolved CO and H2 in the liquid phase (2.26).

p∗i = Hic∗i ∼= pi i = CO, H2 (2.25)

dci

dt
= keff

(
pi

Hi
− ci

)
+

∑
j

νijrj i = CO, H2 (2.26)

The only sink in the gas phase is the molar flux of the gaseous reactants into the liquid
phase ṅ. The gas phase mass balances in terms of partial pressures p of the gaseous
reactants CO and H2 (2.27) follows in this case from using (2.22) and (2.25).

dpi

dt
= − ṅiRT

Vgas
= −keff

( piVliq

Hi
− ciVliq

)
RT
Vgas

= −keff

(
pi

Hi
− ci

) Vliq

Vgas
RT i = CO, H2 (2.27)

It should be noted that gas and liquid volumes are constant because the molar density
in the liquid phase remains constant.
The influence of mass transfer limitations in fluid-fluid reactions can be characterized
by the Hatta number Ha [Baerns 2012]. This dimensionless number relates the reaction
rate to the interfacial mass transfer rate. It is analogous to the Thiele-modulus known
in heterogeneous catalysis. Four typical Hatta regimes can be distinguished:

I: Slow reaction (Ha < 0.3): Bulk reaction

II: Transition regime (0.3 ≤ Ha ≤ 3): Bulk reaction

III: Fast reaction (Ha > 3): Film reaction

IV: Instantaneous reaction (Ha � 3): Reaction in the phase boundary

The mass transfer situation of the studied hydroformylation system is characterized
by a maximum Hatta number of ≈ 2 in the worst case of low synthesis gas pressure
or less (for more details, see appendix C). This corresponds to the transition regime
where mass transfer and reaction rate are in a similar order of magnitude with the
reaction taking place in the bulk. This justifies to use the linear driving force approach
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(see Figure 2.2) and using the value for the effective mass transfer coefficient keff

determined from preliminary gas solubility experiments without reaction [Baerns
2012].

2.2.2 Kinetic modeling

The mechanistic kinetic modeling followed Christiansen’s method in this thesis
[Christiansen 1953]. This method applies Bodenstein’s principle [Levenspiel 1999]
to a steady state catalytic cycle or sequence with M steps. It is assumed that the
concentration of catalytic intermediates remains at trace level and that all steps
involve maximum one catalytic intermediate as reactant to make use of linear algebra.
Details about the cumbersome derivation of the method’s equations can be found in
the literature [Christiansen 1953; Helfferich 2004; Murzin and Salmi 2005].
The central quantities of this method are pseudo first-order rate coefficients ωij for
a reaction of a catalytic intermediate i to intermediate j. These pseudo first-order
rate coefficients are the product of a pseudo rate constant and the concentrations of
reactants that enter the catalytic cycle or sequence. If no reactant is entering in a step,
the corresponding first-order rate coefficient is equal to the pseudo rate constant. The
pseudo rate constant is the product of the rate constant of an elementary step and
the constant concentration of the catalyst intermediate that drives the elementary
reaction (Bodenstein approximation). Per convention, the starting intermediate of the
catalytic cycle or sequence is denoted with index = 1. All following intermediates are
numbered continuously.
The general expression of the reaction rate r for a given catalytic reaction cycle (2.28)
is given [Christiansen 1953; Helfferich 2004; Murzin and Salmi 2005]:

r =

(M−1∏
i=1

ωi(i+1)ωM1 −
M−1∏
i=1

ω(i+1)iω1M

)
ccat,cyc∑

i

∑
j

Cij +
∑

j
CmjKNCIcInh

(2.28)

with

C =

⎛
⎜⎜⎜⎜⎝

ν1ω23ω34 . . . ωM1 ω21ν2ω34 . . . ωM1 · · · ω21ω32ω43 . . . νM

ω12ν2ω34 . . . ωM1 ω12ω32ν3 . . . ωM1 · · · ν1ω32ω43 . . . ω1M
...

... . . . ...
ω12ω23ω34 . . . νM ν1ω23ω34 . . . ω1M · · · ω21ω32 . . . νM−1ω1M

⎞
⎟⎟⎟⎟⎠ . (2.29)

In this equation, ccat,cyc represents the catalyst concentration available for the catalytic
cycle. It can be less than the total amount of catalyst present in the system due to
competitive inhibition reactions and catalyst pre-equilibria. How this inhibition is
taken into account will be explained later with an example reaction (see Figure 2.3).
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The square Christiansen Matrix C in (2.28) contains permutations of the pseudo-first
order rate coefficients ωij of all forward and backward elementary reactions and the
stoichiometric coefficient νi of each ith step (always = 1 in all cases relevant for this
thesis). Generally, C for a catalytic cycle with M intermediates and steps is given by
(2.29). The sum of jth row of the Christiansen Matrix C can physically be interpreted
as the concentration of the corresponding jth catalytic intermediate of a catalytic
cycle [Helfferich 2004]. Thus, rows can be neglected, if corresponding intermediates
are present in negligible amounts (least abundant catalytic species = LACS). On the
other hand, all but one row can be neglected, if it is known that the corresponding
intermediate is the most abundant catalytic species (MACS). Preliminary spectro-
scopic investigations (e.g. FTIR, NMR,...) can be used to determine, if MACS or
LACS are present, which directly leads to reasonable model reduction. Furthermore,
entries in C can be neglected, if one of the pseudo-first order rate coefficient is zero
(step is irreversible) or extremely small compared to the other rate coefficients (rate
determining step (RDS)).
The second term in the denominator of (2.28) represents inhibition by formation
of stable intermediates outside the catalytic cycle (non-competitive inhibition, see
Figure 2.3). The index m refers to the mth intermediate in the catalytic cycle that is at
equilibrium with the stable intermediate.
To illustrate the method, it will be applied to a relevant example reaction (2.30), which
represents a typical homogeneously catalyzed reversible reaction .

A GGBF GG B (2.30)

The mechanism of the reversible reaction is shown in Figure 2.3. It contains two
typical inhibition reactions occurring in homogeneous catalysis, which form stable
and inactive resting states (RS) or catalyst intermediates: A competitive inhibition
(X1 + Inh GGBF GG RS) and a non-competitive inhibition reaction (X3 + Inh GGBF GG Xinactive)

A

B

X1

X2

X3

X4

RS Xinactive

Inh Inh

KCI KNCI

Figure 2.3: Reversible reaction mechanism of the synthetic example reaction A � B
with competitive (left) and non-competitive (right) inhibition reactions.
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[Helfferich 2004]. Competitive inhibition is typical for ligand-deficient catalysis, e.g.
the loss of a CO ligand prior to olefin coordination in hydroformylation [Kranenburg
et al. 1995]. An example for the non-competitive inhibition is the formation of
coordinatively saturated acyl-complexes during hydroformylation at high CO
concentrations [Garland and Pino 1991].
A catalyst mass balance (3.11) and a mass action law formulation (2.32) of the
pre-equilibrium between the resting state and the catalyst material in the cycle are
used to describe the competitive inhibition.

ccat,tot = cRS + ccat,cyc (2.31)

KCI =
cRS

ccat,cyccInh
(2.32)

From combining (3.11) and (2.32) follows an explicit expression for the available cata-
lyst concentration ccat,cyc (2.33), required in (2.28).

ccat,cyc =
ccat,tot

(1 + KCIcInh)
(2.33)

Furthermore, pseudo-first order rate coefficients ωij are required to be inserted into
(2.28) and (2.29). This pseudo-first order rate coefficients for the example reaction are
summarized in (2.34).

ω12 = k12cA ω21 = k21

ω23 = k23 ω32 = k32

ω34 = k34 ω43 = k43

ω41 = k41 ω14 = k14cB.

(2.34)

For the most general kinetic model that includes no assumptions regarding LACS,
MACS, irreversibility or rate determining steps, the Christiansen Matrix of the
example reaction (2.35) includes only non-zero terms. The terms in (2.35) are constants
(first row) or depend on the concentrations of A or B. For improved clarity, the
products in the Christiansen Matrix (2.35) are represented by Ω’s.

C =

⎛
⎜⎜⎜⎜⎝

Ω11 Ω12 Ω13 Ω14

Ω21(cA) Ω22(cA) Ω23(cA) Ω24(cB)

Ω31(cA) Ω32(cA) Ω23(cB) Ω34(cB)

Ω41(cA) Ω42(cB) Ω23(cB) Ω44(cB)

⎞
⎟⎟⎟⎟⎠ (2.35)

with e.g.

Ω11 = ω23ω34ω41 = const. (see eq. (2.29))
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The sum over all elements of the Christiansen Matrix can be simplified to (2.36) after
lumping all constants to inhibition constants K.

∑
i

∑
j

Cij = K1 + K2cA + K3cB (2.36)

The reaction rate rrxn (2.37) follows from inserting (2.36) and (2.33) into (2.28).

rrxn =
krxn(T)

(
cA − cB/Keq

)
ccat,tot

(1 + KIcA + KIIcB + (KIIIcA + KIVcB)KNCIcInh) (1 + KCIcInh)
(2.37)

The temperature dependence of the reaction rate is a result of the temperature
dependence of all involved rate constants. However, considering all elemen-
tary step rate constants and their temperature dependence would make the final
model complicated. Therefore, the temperature dependence of the reaction rate
is expressed using a standard Arrhenius approach for the apparent rate constant
krxn(T). Re-parameterization of the Arrhenius approach (2.38) reduces correlations
between apparent collision factor and activation energy [Schwaab and Pinto 2007;
Schwaab et al. 2008]. Including the temperature dependence, the final reaction rate
model contains eight unknown kinetic parameters and one equilibrium constant.
Determination of parameter identifiability will be explained with the presented
example reaction rate rrxn in the next section.

k(T) = exp
(

A + B
(

1 − Tref

T

))
(2.38)

k∞ = exp(A + B) (2.39)

EA = B · RTref (2.40)

The kinetic modeling of real hydroformylation systems in this thesis followed the
same methods presented above. Specific details about the derivation of mechanistic
kinetic models for the individual hydroformylation (sub)networks (assumptions, rate
determining steps,...) will be discussed in the corresponding sections.

2.3 Local parameter subset selection

Constitutive equations, such as reaction rate laws, contain usually parameters with
unknown values (see equation (2.37)). Estimation of these parameters and model
regression to experimental data is an important task in chemical engineering. It
forms the basis for the usage of constitutive models in computer simulations for
process design and optimization. Since these models may include a high number of
unknown parameters, it is likely that statistically significant estimation of some of
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these parameters is not possible with a given experimental design. Thus, ill-posed
inverse problems arise with respect to parameter estimation. The solution of those
problems, if not treated to improve the ill-posedness, is not unique and shows strong
parameter correlations and physically non-interpretable parameter values [McLean
and McAuley 2012].
To overcome this problem, methods based on parameter sensitivity analysis were
developed [Reid 1976; Cobelli and DiStefano 1980; Caracotsios and Stewart 1985;
McLean et al. 2012; Zhang et al. 2014]. These methods aim for the improvement
of the experimental design or model reduction with the purpose of transforming
the ill-posed problem into a well-posed problem with a unique solution. It is also
intended to maximize the number of identifiable parameters.
One of these methods is known as parameter subset selection (SsS) [Burth et al. 1999;
Fink et al. 2007]. This method utilizes the Fisher Information Matrix FIM [Cobelli
and DiStefano 1980] to divide the vector of unknown model parameters θ into an
identifiable sensitive and a non-sensitive subset. It should be noted that experimental
designs often are chosen ”arbitrarily” meaning that the experimentalist designs the
experiments based on experience. In this case, parameter subset selection is suitable
to check how much and which of the unknown parameters can be estimated with a
given experimental design. If the result is not satisfactory, the experimental design has
to be adjusted in order to meet the desired requirements. However, it is also possible
to use parameter subset selection in an inverse, iterative or sequential manner. This
strategy aims for designing the (i + 1)th experiment via optimization of a scalar
measure of the FIM, containing the information from all previous i experiments,
by adjusting the experimental design variables of the next experiment to achieve a
maximum increase in information [Ford and Silvey 1980; Dovı́ et al. 1993; Barz et al.
2013; Barz and Wozny 2014; López C. et al. 2015]. In this case, the final number of
experiments is unknown in the beginning. It is, however, beyond the scope of this
thesis to deepen the subject of rigorous experimental design and it was decided to
use parameter subset selection to identify sensitive parameter subsets from given
experience based experimental designs.
The global form of the SsS technique was applied successfully to several problems
[Čapek and Seidel-Morgenstern 2001; Fink et al. 2007; Cintrón-Arias et al. 2009; Rao
et al. 2009; Barz et al. 2013; López C. et al. 2013; Kiedorf et al. 2014] to determine
which parameters are identifiable and belong to the sensitive parameter subset. It was
not possible to study a possible time dependence of the sensitive parameter subset
because of the global nature of the analysis. However, knowing this time dependence
is crucial, if dynamic (semi-) batch experiments are used to generate data, as it is
the case in this thesis, because the subset of sensitive parameters is then not only a
function of the experimental design but also a function of time. Furthermore, it tells
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the experimentalist at which time of the experiment a measurement is generating
more information and thus guides sampling. Hence, the global form presented in
the literature was extended to a local analysis in this thesis to study time dependent
parameter subsets. The local analysis will be explained in the following sections and
applied to the synthetic example reaction (2.30) below and to real hydroformylation
(sub)networks in their corresponding sections.

2.3.1 Principle of local parameter subset selection

The main idea behind parameter subset selection is exploiting the fact that parameter
estimation is an unconstrained non-linear optimization problem (2.41). The Np

parameter values θ ∈ RNp×1 are calculated by minimizing a scalar sum of squares
R(θ) that is calculated from residuals ρ ∈ R(Ns·Nt)×1, describing deviations between
Ns model states and their measurements at Nt time points. Often in chemistry (and
in this thesis), the measured states are reactant concentrations c, which depend via
reaction rates indirectly on each other, process variables (temperature T, partial
pressures p) and model parameters θ.

Obj = min
θ

R
(
θ
)
= ρTρ with ρ = cmod

(
cmod, T, p, θ

)− cexp (2.41)

Standard Newton algorithms solve this type of problems iteratively with a quadratic
approximation of the objective function R̃ (2.42).

R
(
θ
) ≈ R̃

(
θh + Δθ

)
= R

(
θh

)
+∇R

(
θh

)T
Δθ +

1
2

Δθ
T∇2R

(
θh

)
Δθ (2.42)

The minimum of the quadratic approximation at iteration h is given by (2.43). From
the minimum follows the Newton step in the parameter space (2.44). From (2.44) can
be seen that the Hessian ∇2R

(
θh

) ∈ RNp×Np has to be a regular matrix. Otherwise,
the inverse does not exist and the Newton step in the parameter space is not unique
since the numerical inverse of a non-regular matrix introduces huge errors. Thus, the
rank of the Hessian can also be interpreted as the number of linearly independent and
identifiable parameters.

dR̃
dΔθ

= 0 = ∇R
(
θh

)
+∇2R

(
θh

)
Δθ (2.43)

θh+1 = θh −∇2R
(
θh

)−1 ∇R
(
θh

)
(2.44)

The Hessian is the second derivative of the objective function with respect to the
degrees of freedom: The unknown model parameters (2.46). Since the residual
should be small and hardly non-linear near the optimum, the second term in (2.46) is
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negligible. The partial derivative of the residual vector with respect to the parameter
vector in (2.46) is called Sensitivity Matrix S ∈ RNs×Np [Caracotsios and Stewart 1985].
Since the experimentally observed states do not depend on the model parameters, the
Sensitivity Matrix is equal to the derivative of the model states with respect to the
model parameters. The product of the Sensitivity Matrix with itself in (2.47) is known
as Fischer Information Matrix FIM ∈ RNp×Np [McLean and McAuley 2012].

∇R = 2ρ
∂ρ

∂θ
(2.45)

∇2R = 2
∂ρ

∂θ

∂ρ

∂θ
+ ρ

∂2ρ

∂θ
2 ≈ 2

∂ρ

∂θ

∂ρ

∂θ
(2.46)

= 2
∂cmod

∂θ

∂cmod

∂θ
= 2S

T
S = FIM ∈ R(Np×Np)×Nt (2.47)

It should be noted that the residual ρ is a function of time for dynamic (semi-) batch
processes because the model states are a function of time and therefore S as well as
FIM are time dependent matrices.
Taking the first derivative of the mass balances of the model states with respect to
model parameters generates a differential equation for the dynamic Sensitivity Matrix
(2.48).

∂

∂θ

dcmod

dt
=

d
dt

∂cmod

∂θ
=

dS
dt

=
∂

∂θ
f
(
cmod, T, p, θ

)
(2.48)

Applying the chain rule to (2.48) generates the differential equation for the Sensitivity
Matrix (2.49). This equation contains two Jacobi matrices, ∂ f /∂cmod and ∂ f /∂θ, which
are known because the right hand sides of the ODE system are known. They can be
provided numerically or analytically. The enhanced ODE system, consisting of (2.26)
and (2.49), is solved numerically to obtain the dynamic Sensitivity Matrix S(t). Since
the states at t = 0 do not depend on model parameters (adjusted by the experimental
design), the initial condition for (2.49) is always S(t = 0) = 0.

dS
dt

=
∂ f

∂cmod
S +

∂ f
∂θ

(2.49)

It is necessary to normalize the Sensitivity Matrix because the entries have otherwise
various dimensions, which complicates their comparison. The normalized Sensitivity
Matrix Sn is calculated by multiplying the Sensitivity Matrix entries Sij with the corre-
sponding parameter j and dividing it by the corresponding state i (2.50). The matrix I
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in (2.50) is the Identity Matrix with the dimension Np × Np (left) or Ns × Ns (right).

Sn =

((
S ·

(
θ · I

))T ·
(

cmod · I
)−1

)T

(2.50)

The information from several experiments of a complex experimental design is
included into the FIM by ”stacking” normalized Sensitivity Matrices of the single
experiments of the design.

FIM = 2S
T
n,tot · Sn,tot = 2

⎛
⎜⎜⎝

Sn,1
...

Sn,Nexp

⎞
⎟⎟⎠

T

·

⎛
⎜⎜⎝

Sn,1
...

Sn,Nexp

⎞
⎟⎟⎠ (2.51)

Once the FIM is calculated, it is treated with singular value decomposition (SVD) (2.52)
[Golub 1965] to determine its rank. This rank corresponds obviously to the number
of independent and identifiable model parameters, as mentioned above. The SVD
decomposes the FIM into the matrices, U, Σ and V. The diagonal matrix Σ contains
the singular values σ of the FIM. Per definition, the rank of a matrix is equal to the
number of singular values σ �= 0.

FIM SVD
= U Σ V

T
(2.52)

For numerical matrices, it is beneficial to introduce the condition number κi which
is the ratio of the largest singular value σ1 to the ith singular value σi (2.53). The
numerical rank is then the number of condition numbers κi with a value less than a
”numerical tolerance” ε. This tolerance value depends on the machine precision ηmach

and the largest dimension of the evaluated matrix, which is the number of unknown
parameters Np (2.53) [Fink et al. 2007; Matlab R2014a].

κi =
σ1

σi
≤ ε =

1
Np

√
ηmach

(2.53)

Applying QR decomposition (QRD) with column pivoting (2.54) [Golub 1965]
to the FIM generates a lower triangle matrix Q, an upper triangle matrix R and
a permutation matrix P. This matrix rearranges the columns of the FIM in a
way that the absolute values of the diagonal elements of R decrease from left to
right (|Rii| >

∣∣Rjj
∣∣ with i > j). This permutation can be interpreted as sorting

the parameters with decreasing impact on the model states and increasing linear
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dependence from left to right.

FIM
QRD
= Q R · P (2.54)

The two techniques (SVD and QRD) reveal the sensitive parameter subset. It
corresponds to the associated parameters of the first rank(FIM) elements of the
parameter vector after permutation with P.

2.3.2 Illustration of the method using an example reaction

The mechanistic kinetic model of the example reaction A GGBF GG B (2.37) contains eight
unknown kinetic parameters assuming a known equilibrium constant Keq. The kinetic
parameter vector θ is:

θ = (Arxn Brxn KI KII KIII KIV KCI KNCI)
T (2.55)

Since the concentrations of A and B are linear dependent, the Sensitivity Matrix of one
numerical experiment has always the rank 1. Therefore, minimum eight numerical
batch experiments are necessary to possibly achieve a full rank FIM. The numerical
experimental design was chosen arbitrarily for the demonstration and is summarized
in Table 2.2.

Table 2.2: Numerical experimental design for the test reaction A � B.

Experiment I II III IV V VI VII VIII

c0
A / mol l−1 0.5 0.25 1 0 0 1 1 1

c0
B / mol l−1 0 0.75 0 1 0.5 0 0 0

cInh / mmol l−1 0 0 0.1 0 1 2 0 0
T / ◦C 100 100 100 100 100 100 90 110

After solving a dynamic batch mass balance (2.56) along the normalized reaction time
τ together with (2.49), the dynamic normalized parameter sensitivities resulting from
the numerical experimental design, shown in Figure 2.4, can be studied. The dynamic
concentration profiles are omitted in the discussion for they do not contain any specific
or interesting features.
It should be noted at this point that the result of the sensitivity analysis depends on
initial parameter values. Hence, good initial parameter value estimates have to be
provided from prior knowledge or literature.

dcA

dτ
= −rrxn

(
θ, cA, cB, cInh, T

)
= −dcB

dτ
(2.56)
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It can clearly be seen in Figure 2.4 that the parameter sensitivities with respect
to component A are strongly time dependent with maxima in some numerical
experiments. This behavior is meaningful because kinetic parameters have only an
influence on the changes of states far away from equilibrium. Once the conversion
approaches the equilibrium state, the rate constants do not have any influence
anymore. These results clearly prove that the experimental design strongly influences
the parameter sensitivities and help to quantify and evaluate this influence.
The results of processing the FIM with SVD and QRD are summarized in Figure 2.5.
The figure contains three parts: a) dynamic condition numbers κ, b) dynamic rank of
the FIM and c) a plot that shows the dynamics of the sensitive parameter subset. It
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Figure 2.4: Normalized dynamic parameter sensitivities with respect to component A
of the example reaction according to the numerical experimental design
summarized in Table 2.2.
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Figure 2.5: Dynamic analysis of the FIM: a) dynamic condition numbers κ, b) dynamic
rank of the FIM and c) dynamic sensitive parameter subset (black = pa-
rameter is sensitive/identifiable, white = parameter is insensitive/non-
identifiable).

can clearly be seen in Figure 2.5a that the condition numbers κ of the FIM are time
functions. The rank of the FIM in Figure 2.5b is also a time function since some
condition numbers exceed the numerical tolerance at certain times. This indicates that
time domains exist within the experiments with higher or lower information content.
As a consequence, the sensitive parameter subset in Figure 2.5c is time dependent
because the rank of the FIM is equal to the number of sensitive parameters.
Some parameters are sensitive all over the normalized reaction time τ (Arxn, KCI, KNCI)

whereas others lose their sensitivity (Brxn, KI−III) or do not have sensitivity at all
(KIV). It is perfectly reasonable that KIV has no sensitivity at all because KIII and KIV

are multiplied in the corresponding term with KNCI. Because of this multiplication,
only two of the three parameters are linearly independent. Thus, reduction of the
model is necessary by replacing KIII and KIV with K̂III,IV = KIII,IV · KNCI, if a value
for KNCI cannot be estimated otherwise. The final reduced kinetic model for the test
reaction r̂rxn as well as the reduced parameter vector θ̂ are summarized in (2.57),
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respectively. In principle, the reduced model could be fitted to experimental data
according to the experimental design and the remaining seven sensitive parameters
could be estimated with low uncertainty. Additionally, the numerical study reveals
a time information that influences the sampling strategy for a possible realization of
the numerical experiments. It is obviously beneficial to have a high sampling rate in
the first 10-40 % of the normalized reaction time because in this domain most of the
parameters are sensitive. Afterwards, a lower sampling rate would be sufficient.

r̂rxn =
krxn(T)

(
cA − cB/Keq

)
ccat,tot(

1 + KIcA + KIIcB +
(
K̂IIIcA + K̂IVcB

)
cInh

)
(1 + KCIcInh)

(2.57)

with

θ̂ =
(

Arxn Brxn KI KII K̂III K̂IV KCI
)T

2.4 Summary

This chapter was dedicated to calculation methods and modeling approaches used
in the thesis. The presented methods comprise thermodynamic calculations, reactor
and mass transfer modeling, derivation of mechanistic kinetic rate equations and
parameter identifiability analysis.
Regarding thermodynamics, Benson’s group contribution method (BGCM) for the
calculation of thermodynamic state functions of formation of organic molecules was
presented [Benson et al. 1969]. These state functions are required for the presented
Gibbs energy minimization method for non-stoichiometric equilibrium calculations
[White et al. 1958].
In order to estimate kinetic parameters from (semi-) batch experiments, a correspond-
ing standard (semi-) batch reactor model including gas-liquid mass transfer was
derived. Mass transfer limitations are of minor importance for the used equipment in
this thesis.
The derivation of kinetic models followed the method presented first in [Christiansen
1953] and is based on catalytic reaction mechanisms. Thus, it is possible to derive
mechanistic kinetic rate equations, which include changing partial reaction orders of
reactants due to changing concentration regimes, rate determining step assumptions,
catalyst pre-equilibria and competitive catalyst inhibition as well as catalyst deacti-
vation due to non-competitive inhibition reactions. Furthermore, knowledge from
preliminary spectroscopic investigations can directly be used to reduce the complexity
of the kinetic model [Helfferich 2004].
Conclusively, a method for the analysis of parameter identifiability, parameter subset
selection, was presented and extended to a local analysis. The method divides a set of
unknown parameters into a sensitive (identifiable) and insensitive (non-identifiable)
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subset, depending on the experimental design. Illustration of the method was done by
applying it to a synthetic example reaction with a typical structure for homogeneously
catalyzed systems.
It can be concluded that proper kinetic analysis and modeling should be supported
systematically by mathematical methods and tools for e.g. parameter identifiability
analysis to avoid pitfalls in parameter estimation, such as strong parameter correla-
tions. All presented methods and models will be used and applied in the following
two chapters to increase the reliability of the developed mechanistic kinetic models.



3 Hydroformylation of n-decene

This chapter is dedicated to the Rh-BiPhePhos catalyzed hydroformylation of
1-decene as representative long chain olefin. Special emphasis is given to relevant side
reactions, namely hydrogenation and most importantly double bond isomerization,
to be able to understand the tandem isomerization-hydroformylation of internal
n-decenes to undecanal. The presented results were achieved using the methods and
models presented in chapter 2.
In the first part of this chapter, calculation results regarding thermodynamic state
functions of n-decene double bond isomers as well as the double bond isomerization
reaction equilibrium and their experimental validation are discussed. The second
part of this chapter addresses the reaction mechanism and its simplification based
on operando FTIR spectroscopic measurements. Subsequently, kinetic models based
on the simplified reaction mechanism are presented and fitted to carefully designed
(semi-) batch experiments. The last part of this chapter uses the parameterized
mechanistic kinetic model to calculate optimal dynamic reaction control profiles in
terms of reaction temperature and synthesis gas pressure to compare and discuss
ideal reaction conditions for the hydroformylation of 1-decene as well as the tandem
isomerization-hydroformylation.

It should be noted that the author of this thesis published significant parts of the fol-
lowing chapter as first author in [Jörke et al. 2015a, 2016, 2017a,b]. Further details and
results can be found in the respective cited articles.

3.1 Double bond isomerization equilibrium of n-decene

The double bond isomerization occurring during Rh-BiPhePhos catalyzed hydro-
formylation is the most dominant side reaction or can even be essential for tandem
isomerization-hydroformylation reactions as already mentioned in chapter 1. Since
the double bond isomerization reaction is equilibrium limited, thermodynamic state
functions as well as equilibrium constants are required for further kinetic analysis and
subsequent optimal reaction control. Figure 3.1 shows a possible equilibrium reaction
network representing the double bond isomerization of n-decenes. In principle 18
equilibrium reactions for nine n-decene isomers are possible under the assumption

43
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1-decene

(E)-2-decene

(E)-3-decene

(E)-4-decene

(E)-5-decene

(Z)-2-decene

(Z)-3-decene

(Z)-4-decene

(Z)-5-decene

Figure 3.1: Possible n-decene double bond isomerization equilibrium network.

that next neighbor isomers are at equilibrium with each other. It should be noted that
the double bond isomerization reaction is catalyzed by Rh-BiPhePhos complexes used
in this thesis. However, the catalyst was omitted in Figure 3.1 because a catalyst does
not change the reaction equilibrium which is the focus of this section.
Only few publications addressed the topic of long-chain olefin double bond isomer-
ization, although this side reaction is significantly important as already discussed.
Therefore, relevant publications dedicated to n-olefin double bond isomerization are
summarized in the following paragraphs to compare their findings with results from
this thesis.
An equilibrium composition of n-hexene isomers was generated using a PdCl2·CuCl2
catalyst at 30 ◦C in methanol [Dahl et al. 1997]. The authors reported the following
double bond isomer composition: 1-hexene (1.2 %), trans-2-hexene (61.4 %), cis-2-
hexene (16.6 %), trans-3-hexene (19.8 %) and cis-3-hexene (1.0 %). It was concluded
that, thermodynamically, trans isomers are favored over cis isomers. Additionally,
the presented data indicates that 2-hexenes are favored at equilibrium over the
symmetrical 3-hexenes with most internal double bond position.
The double bond isomerization of n-octenes was studied in [Morrill and D’Souza
2003] using a RhCl3·nH2O/BH3·THF catalyst system in THF as solvent at room tem-
perature. At equilibrium, the composition of double bond isomers was determined
by the authors to be 0.6, 39.3, 33.4 and 26.7 % for 1-, 2-, 3- and 4-octene, respectively.
These findings are in agreement with measurements presented in [Selent et al. 2011].
From kinetic experiments, the authors concluded that isomerization of the double
bond to more internal positions follows a series reaction scheme.
The tandem isomerization-hydroformylation of a internal n-octenes using a Rh-
BiPhePhos catalyst in toluene or propylene carbonate was studied in [Behr et al.
2004]. The double bond isomer composition of 1-, 2-, 3- and 4-octenes at equilibrium
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was found to be 2, 11, 28, 59 %, respectively. This isomer distribution pattern differs
significantly from findings in the literature [Dahl et al. 1997; Morrill and D’Souza
2003; Selent et al. 2011]. The presented experimental data indicates that the double
bond isomerization from terminal to internal positions is faster by a factor of ≈ 3.5
compared to back-isomerization.
The isomerization of n-decenes in the presence of a Ni-stearate-ethylaluminium-
chloride catalyst in n-heptane as solvent was investigated in [Startseva et al. 2004]. At
equilibrium, the ratio of 2 : 3 : 4 : 5-decene was found to be 1 : 1 : 1.4 : 0.7, respectively.
The corresponding trans/cis ratios were determined to be 2.93, 5.71, 4.61 and 3.75.
Interestingly, the presented double bond isomer distribution pattern at equilibrium is
again different from the aforementioned publications.
The studies presented in [Jennerjahn et al. 2009] focused on hydroformylation issues
using a [Pd(acac)2]/ligand/p-toluenesulfonic acid catalyst system, using several
different ligands and substrates. However, they studied isomerization of n-octenes
as well since it appeared as side reaction. The presented data indicated a kinetic
favorization of cis-2-olefins as well as a thermodynamic favorization of 2-olefins over
other internal n-olefins. At equilibrium, the most internal n-olefin, 4-octene, was
found experimentally to be the least favored internal n-olefin. This pattern is in
agreement with several other publications [Dahl et al. 1997; Morrill and D’Souza 2003;
Startseva et al. 2004; Selent et al. 2011].

Summarizing, the double bond isomerization of long-chain n-olefins is characterized
by the following features:

• Thermodynamically, internal olefins are favored over terminal olefins and trans
olefins are favored over cis olefins.

• Kinetically, cis isomers are favored over trans isomers.

• The 2-olefin is the most abundant isomer at equilibrium.

• Double bond isomerization follows a series reaction pattern from terminal to in-
ternal positions.

• Isomerization from terminal to internal positions is significantly faster than the
back-isomerization from internal to terminal positions.

However, the literature is partly inconsistent with respect to e.g. the distribution pat-
tern of internal n-olefins at equilibrium. Therefore, it is questionable, if isomers were
assigned correctly in terms of analytics or if the equilibrium state was really reached
in those contributions because the thermodynamic reaction equilibrium should be in-
dependent of the used catalyst. Thus, it would be attractive to calculate the thermody-
namic isomerization reaction equilibrium using only thermodynamic data to generate
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reliable equilibrium constants. Hence, this section is dedicated to the following issues
connected with double bond isomerization of n-decenes:

• Calculation of thermodynamic state functions of n-decenes using Benson’s group
contribution method presented in section 2.1.2

• Calculation of the double bond isomerization equilibrium composition and
corresponding equilibrium constants using non-stoichiometric Gibbs energy
minimization presented in section 2.1.1.

• Experimental validation of the calculated equilibrium composition

3.1.1 Calculation of thermodynamic state functions

This section summarizes calculation results of thermodynamic state functions of
all n-decene isomers using Benson’s group contribution method (BGCM) (see
equations (2.10)-(2.19) discussed in section 2.1.2). Table 3.1 summarizes the used
group contribution increment values taken from the literature. It should be noted
that all increment values in Table 3.1 refer to the gas phase, although the equilibrium
reaction occurs in liquid phase. Considering n-decene isomers in the condensed
state is not necessary since similar enthalpies and entropies of vaporization for all
n-decene isomers are likely. Thus, the phase change contribution will cancel out and
the usage of gas phase data is justified for subsequent calculation of the isomerization
reaction equilibrium using the non-stoichiometric approach based on Gibbs energy
minimization (see section 2.1.1).

Table 3.1: Benson group increments for n-decene isomers. Superscripts indicate litera-
ture references (1: [Domalski and Hearing 1988], 2: [Pohling et al. 2000]).

Benson group h
−◦
m / J mol−1 s−◦m / J mol−1 K−1 cpm(T) / J mol−1 K−1

289 K 400 K 500 K

Cd-(2H) 26.321 115.521 21.381 26.622 31.442

Cd-(C,H) 36.321 33.051 18.741 21.052 24.322

C-(Cd,C,2H) -20.881 38.201 20.631 28.712 34.832

C-(2C,2H) -20.631 39.161 22.891 29.092 34.532

C-(C,3H) -42.261 127.321 25.731 32.822 39.352

C-(Cd,3H) -42.261 127.321 25.731 32.822 39.352

cis-interaction 4.851 5.061 -8.031 -8.031 -8.031

Chemical element s−◦e / J mol−1 K−1 cpe(T) / J mol−1 K−1

289 K 400 K 500 K
C 62 9.02 12.02 15.02

H 1302 29.02 29.02 29.02
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Figure 3.2 illustrates the temperature dependence of these state functions, namely heat
of formation, entropy, entropy change of formation and Gibbs energy of formation in
a temperature interval between 25 ◦C and 200 ◦C for all possible n-decene double
bond isomers. Table 3.2 summarizes these state functions at standard temperature
(gas phase). The calculated heat of formation and Gibbs enthalpy of formation
of 1-decene at standard temperature are -124.28 kJ mol−1 and 120.23 kJ mol−1,
respectively. The corresponding literature values presented in [Pohling et al. 2000]
are in good agreement with these results (-124.2 kJ mol−1 and 121.1 kJ mol−1,
respectively). However, the absolute values of the calculated thermodynamic state
functions, especially the Gibbs energies of formation, are within a narrow range
(see Table 3.2), making the reaction equilibrium calculation prone to errors in state
function calculations. The small differences in the thermodynamic state functions
result from the fact that all considered molecules are positional double bond isomers
with a very similar molecular structure. No difference can be made between 3- and
4-decene because only next neighbor interactions are included in BGCM resulting
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Figure 3.2: Temperature dependent thermodynamic state functions of all n-decene
double bond isomers calculated using BGCM: a) Enthalpy of formation, b)
Entropy, c) Entropy change of formation, d) Gibbs energy of formation.
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Table 3.2: Thermodynamic state functions of n-decene isomers at standard temperature
(298 K) calculated with (2.10)-(2.19) (gas phase).

Δfh
−◦

s−◦ Δfs−◦ Δfg−◦ cp(298 K)

kJ mol−1 J mol−1 K−1 J mol−1 K−1 kJ mol−1 J mol−1 K−1

1-decene −124.28 539.92 −820.08 120.23 223.82
(E)-2-dec −135.91 536.47 −823.53 109.63 224.02
(E)-3-dec −136.16 535.51 −824.49 109.66 221.76
(E)-4-dec −136.16 535.51 −824.49 109.66 221.76
(E)-5-dec −136.16 529.75 −830.25 111.38 221.76
(Z)-2-dec −131.06 541.53 −818.47 112.97 215.99
(Z)-3-dec −131.31 540.57 −819.43 113.00 213.73
(Z)-4-dec −131.31 540.57 −819.43 113.00 213.73
(Z)-5-dec −131.31 534.81 −825.19 114.72 213.73

in identical group contributions and consequently identical thermodynamic state
functions for these isomers.
It can be seen from Figure 3.2d and Table 3.2 that 1-decene is the thermodynamically
most unfavored isomer since the terminal double bond is energetically disfavored
compared to an internal double bond. Furthermore, the presented results prove cis
isomers thermodynamically always less stable than the corresponding trans isomers
because of intramolecular repulsive interactions arising from the cis-structure [Jörke
et al. 2016]. The values of Gibbs energy of formation of the symmetric 5-decenes are
higher compared to the other internal n-decenes which is equivalent to less thermo-
dynamic stability. The lower thermodynamic stability of the symmetrical double
bond isomer can be explained by an additional entropic contribution punishing the
symmetry of the molecules because symmetry can be interpreted as an expression of
order. Therefore, it can be expected that symmetrical double bond isomers appear at a
lower concentration at equilibrium compared to non-symmetrical ones, which is in
accordance to several experimental findings in the literature [Dahl et al. 1997; Morrill
and D’Souza 2003; Startseva et al. 2004; Selent et al. 2011].
In the following section, the presented thermodynamic state functions were used to
calculate the thermodynamic reaction equilibrium of the double bond isomerization of
n-decenes using a non-stoichiometric approach based on Gibbs energy minimization
(see section 2.1.1).

3.1.2 Isomerization equilibrium composition and equilibrium

constants

Since Ns − 1 equilibrium reactions are necessary to describe Ns species at equilibrium
using a stoichiometric approach, the simultaneous solution of eight non-linear
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equations would be necessary to calculate the reaction equilibrium of n-decene
isomerization. Additionally, it would be necessary to provide a distinct stoichiometry
for setting up classical mass action law formulations which may not be known a
priori. Using a non-stoichiometric equilibrium formulation based on Gibbs energy
minimization, explained in 2.1.1, is advantageous in this case because the number of
equations to be solved is reduced and no distinct stoichiometry has to be provided.
On the example of n-decene double bond isomerization, the non-stoichiometric
method reduces the complexity of the problem to Nel + 1 = 3 non-linear equations
(Nel = number of different chemical elements present in n-decene double bond iso-
mers: C and H) with three degrees of freedom (total amount of substance ntot and two
Lagrange multipliers for every chemical element, see section 2.1.1). The complexity
can be reduced even further because the total amount of substance ntot in case of
n-decene isomerization remains constant and is known. Therefore, the dimension of
the solution reduces to two Lagrange multipliers in this case. Since only two chemical
elements are present in n-decene isomers and all isomers, obviously, contain the same
amount of elements, the rank of the corresponding element-species-matrix β is equal
to 1. Hence, the solution of the n-decene isomerization equilibrium problem requires
only one Lagrange multiplier as degree of freedom to fulfill (2.3) and (2.4), whereas
the other Lagrange multiplier can be fixed to any non-zero value because it is linearly
dependent (see section 2.1.1).
The numerical solution of (2.3) and (2.4) was carried out using the ”fsolve” solver
in Matlab 2012a. Figure 3.3 summarizes the results in terms of n-decene isomer
distribution at equilibrium as a function of temperature. The calculated isomer
distribution is presented as all possible internal cis and trans n-decenes in Figure 3.3a
and double bond positions along the carbon chain in Figure 3.3b. At equilibrium,
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the calculations reveal that the least abundant n-decene is 1-decene with a mole
fraction of about 1% relative to all n-decene isomers. Regarding internal n-decenes,
the trans isomers are clearly dominating the cis isomers. Within internal cis and trans
isomers, the double bond at second position is always the most stable one. Also,
the symmetrical double bond isomers are always present in lower concentrations
compared to their non-symmetrical counterparts.
The calculated double bond isomer distribution pattern is in accordance to several
experimental findings presented in [Dahl et al. 1997; Morrill and D’Souza 2003; Start-
seva et al. 2004; Selent et al. 2011] but remains contradictory to findings presented in
[Behr et al. 2004]. However, it corresponds to trends in Gibbs energy being discussed
in the previous section. Hence, it is concluded that the calculated thermodynamic
state functions as well as the equilibrium composition are reliable and can be used to
calculate equilibrium constants to be used later on in kinetic models.
With increasing temperature from 25 to 200 ◦C, the double bond isomer equilib-
rium distribution changes slightly with a concentration increase of 1-decene and
cis-decenes while the concentrations of trans-decenes decrease. Hence, temperature
dependent equilibrium constants Keq

ij (T) can be calculated from the presented double
bond isomer distribution, which are the concentration ratios of isomer i to isomer j at
every temperature. They can be calculated by a classical mass action law formulation
(3.1). The activity coefficients γi in (3.1) describe non-ideal molecule-molecule
interactions as well as molecule-solvent interactions [Lemberg et al. 2017]. They can
be canceled out in (3.1) because the internal n-decenes differ only in double bond
position, leading to very similar activity coefficients for all internal n-decenes. Thus,
the introduced error should be small.

Keq
ij (T) =

ai(T)
aj(T)

=
γixi(T)
γjxj(T)

≈ xi(T)
xj(T)

(3.1)

The calculated equilibrium constants are presented in Figure 3.4. It can be seen in
Figure 3.4 that only Keq

21 is temperature dependent to a significant extend. A polynomial
fit of Keq

21(T) is presented in (3.2) covering the studied temperature interval. It becomes
obvious from the comparably high value of Keq

21 (33.77 at a typical reaction temperature
of 115 ◦C) that in equilibrium only small amounts of 1-decene will be present which
was confirmed experimentally in the literature [Dahl et al. 1997; Morrill and D’Souza
2003; Behr et al. 2004; Startseva et al. 2004; Selent et al. 2011].

Keq
21(T) = 6.5744 · 10−8 ◦C−4T4 − 4.5487 · 10−5 ◦C−3T3 (3.2)

+1.2448 · 10−2 ◦C−2T2 − 1.7344 ◦C−1T + 1.2628 · 102
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The other equilibrium constants are almost temperature independent and therefore
assumed to be constant in this thesis for all further calculations. Their values at typical
reaction temperature of 115 ◦C are summarized in (3.3)-(3.6).

Keq
21(115 ◦C) = 33.77 (3.3)

Keq
32 = 0.96 (3.4)

Keq
43 = 1.00 (3.5)

Keq
54 = 0.50 (3.6)

Regarding the trans-cis ratio presented in Figure 3.4b, it can be seen that it is equal for
all internal n-decenes because the same cis-contribution is added to all thermodynamic
state functions in BGCM. However, the values correspond well to reported trans-cis
ratios in the literature [Startseva et al. 2004].
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Figure 3.4: Temperature dependent isomerization equilibrium constants for n-decenes
with respect to double bond positions.

3.1.3 Experimental validation

In this section, the calculated n-decene double bond isomerization equilibria are
validated with experimental data. Hence, an isomerization batch experiment with
initially pure 1-decene (c0

1D = 0.9 mol l−1) was performed until the equilibrium
state was reached at 105 ◦C. The experimental procedure included activation of
the Rh-BiPhePhos catalyst with 10 bar synthesis gas in a thermomorphic solvent
(TMS). Subsequently, the gas phase was exchanged to 1 bar nitrogen to prevent
hydroformylation and hydrogenation. Injecting the substrate 1-decene started the
isomerization reaction. More experimental details about procedures, substances,
solvents, apparatuses and analytics are summarized in appendix A and section 3.4.
The experimental data in Figure 3.5 proves fast isomerization of 1-decene and high
catalyst activity with an initial turn over frequency (TOF) (3.7) of ≈ 3 · 105 h−1.
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Figure 3.5: Experimentally observed n-decene double bond isomer composition: a)
1-decene and cis isomers, b) 1-decene and trans isomers, c) and d) 1-decene
and double bond position isomers. (TMS, 105 ◦C, 3 bar N2, c0

sub = 0.9
mol l−1, Rh:sub (molar) = 1:10000, Rh:lig (molar) = 1:3)

Compared to the isomerization rate of 1-decene, the isomerization rates of internal
n-decenes were found to become significantly lower with more internal double bond
position. This is reasonable because steric hindrances due to the complex ligand
structure (see appendix F.2) will increase for more internal double bond positions
[Behr and Neubert 2012].
The reaction equilibrium between all n-decene double bond isomers was reached
after ≈ 120 minutes (Figure 3.5c) with almost quantitative conversion of 1-decene
to internal n-decenes after 2 minutes (Figure 3.5d). The composition of internal
n-decenes (after 24h of isomerization) is summarized in Table 3.3. It can be seen that
the concentrations converged to the calculated equilibrium composition using BGCM
(denoted with t → ∞) presented in the previous section. Only minor deviations exist
between the calculated and experimentally determined equilibrium composition,
confirming the calculations. At equilibrium, only small amounts of 1-decene were
detected (< 1 %). Regarding internal n-decenes, the symmetric 5-decenes were
found to be present at concentrations half as much as the other internal n-decenes,
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confirming the thermodynamic calculations and double bond isomer distribution
patterns in the literature [Dahl et al. 1997; Morrill and D’Souza 2003; Startseva et al.
2004; Selent et al. 2011]. The mean ratio between trans/cis internal n-decenes was
experimentally determined to be between 3.0-3.5, which is in accordance to results
presented in Figure 3.4b and the literature [Startseva et al. 2004].
The results prove successful calculations of the n-decene double bond isomerization
equilibrium using Gibbs energy minimization and Benson’s group contribution
method. Hence, the calculated equilibrium constants can be regarded as reliable and
will be used in further kinetic modeling. Furthermore, the presented methods are
generally applicable to other substrates, which cannot be resolved experimentally in
its entirety.

Table 3.3: Experimentally observed n-decene isomerization equilibrium composition
in mole fractions after 24 h at 378 K and 3 bar N2 and calculated equilibrium
composition using thermodynamic state functions obtained with BGCM.

1-decene (E)-2 (E)-3 (E)-4 (E)-5 (Z)-2 (Z)-3 (Z)-4 (Z)-5

xeq
i,exp / % 0.81 19.47 19.06 24.45 12.23 7.92 5.34 7.05 3.66

xeq
i,cal / % 0.79 21.11 20.25 20.25 10.13 8.08 7.76 7.76 3.88

Δxeq
i,abs / % 0.02 1.64 1.19 4.20 2.10 0.16 2.42 0.71 0.22

Δxeq
i,rel / % 2.47 8.42 6.24 17.18 17.17 2.02 45.32 10.07 6.01

3.2 Hydroformylation reaction mechanism for 1-decene

It is one of the major goals of this thesis to create a mechanistic kinetic model that
describes the Rh-BiPhePhos catalyzed hydroformylation of 1-decene including all
relevant side reactions, such as double bond isomerization and hydrogenation.
Since the model derivation is based on reaction mechanisms, it should be able to
describe all borderline cases in terms of reactions conditions and therefore also the
tandem isomerization-hydroformylation with one set of kinetic parameters. However,
mechanistic kinetic models derived from complex catalytic reaction mechanisms
often contain a large number of unknown kinetic parameters which are difficult
to estimate [Helfferich 2004]. Therefore, it is necessary to reasonably simplify
reaction mechanisms to reduce these models for an efficient and effective parameter
estimation. Reasonable simplification in this context means to find relevant Rh-species
and reaction steps that contribute to the overall catalyst material mass balance and
reactions rates, respectively, which are the issues of the following sections.
One generally accepted hydroformylation mechanism for cobalt and rhodium
catalysts is the ”Wilkinson” cycle (see Figure 3.6) [Evans et al. 1968]. This mechanism
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was extended to take the most dominant side reactions (double bond isomerization,
hydrogenation and iso-aldehyde production) into account [Markert et al. 2013;
Kiedorf et al. 2014]. The mechanism can be divided into two parts: (1) the catalyst
formation and pre-equilibrium and (2) the coupled reaction cycles consisting of
double bond isomerization (branch I), double bond hydrogenation (branch IIa-b) and
hydroformylation (branch IIIa for the production of linear aldehydes and IIIb for the
production of branched aldehydes).
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Figure 3.6: Extended most general Rh-BiPhePhos catalyzed hydroformylation reac-
tion mechanism including catalyst pre-equilibria as well as main and
side reactions: I double bond isomerization, IIa-b hydrogenation, IIIa
hydroformylation producing linear aldehydes and IIIb hydroformylation
producing branched aldehydes.

Regarding the catalyst pre-equilibrium depicted in part (1) of Figure 3.6, it is crucial to
accurately balance the active, inactive or non-selective catalyst material present under
reaction conditions. It is reasonable to assume equilibrium between these catalyst
complexes since it was found experimentally with operando FTIR spectroscopy that
transformation of Rh-complexes into each other is very fast compared to substrate
conversion, even at room temperature [Kubis 2012; Kubis et al. 2012; Jörke et al.
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2017b]. Several catalyst species were reported in the literature: Rh-dimers [Moasser
et al. 1995; Bronger et al. 2004; Deshpande et al. 2011], hydrido-Rh-dicarbonyl
complexes [Evans et al. 1968; Deshpande et al. 2011; Selent et al. 2011; Kubis 2012],
Rh-bischelate complexes [Hamerla et al. 2013], Rh-tetracarbonyl complexes and
higher clusters [Chew et al. 2002; Li et al. 2002; Hamerla et al. 2013] and the hydrido-
Rh-monocarbonyl complex as active catalyst [Evans et al. 1968; Carvajal et al. 2009].
However, it depends strongly on the electronic and steric interactions between
ligand and metal, if a specific catalyst complex is present to a significant extend or
not. Hence, experimental investigations supported by computational chemistry are
essential to identify relevant (non-) reactive and (non-) selective catalyst complexes.
Regarding the Rh-BiPhePhos catalyst system used in this thesis, FTIR spectroscopic
investigations in combination with DFT calculations proved the existence of hydrido-
Rh-dicarbonyl complexes under hydroformylation conditions with e,e-coordination of
the ligand [Kubis 2012].
The coupled reaction cycles are depicted in part (2) of Figure 3.6. In the case of hydro-
formylation, the olefin coordinates at the unsaturated and active 16 valence electron
(ve) hydrido-Rh-carbonyl complex HRh(BP)(CO). Which carbon of the double bond is
inserted into the Rh-hydride bond decides whether a linear or a branched aldehyde is
formed (branch IIIa or IIIb). After addition and migratory insertion of CO into the
alkyl substituent, an unsaturated acyl complex is formed. Subsequently, oxidative H2

addition to the unsaturated acyl complex changes the oxidation state of Rh from I to
III. Finally, reductive elimination releases the aldehyde, reduces the oxidation state
of Rh back to I and the active 16ve hydrido-Rh-monocarbonyl is formed back again
to close the catalytic cycle. Hydrogenation occurs, if oxidative H2 addition happens
before CO addition (branch IIa-b). If β-H elimination follows the double bond
insertion, internal n-olefins are produced until thermodynamic equilibrium is reached
(branch I).
The mechanism of the tandem isomerization-hydroformylation of internal n-olefins
consists of two cycles running simultaneously. First, the hydroformylation reaction
consumes terminal 1-olefins from the n-olefin double bond isomer mixture and
disturbs the isomerization equilibrium. At the same time, the isomerization reaction
counteracts this disturbance to restore the thermodynamic equilibrium. In this
manner, new terminal 1-olefins are produced from internal n-olefins, which are then
available for hydroformylation again [Vilches-Herrera et al. 2014].
Taking all these steps into account would lead to a very general kinetic model.
However, it is unlikely that all steps are equally fast and contribute to the overall
reaction rate. Hence, the most general kinetic model is overparameterized and needs
to be reduced. Significant model reduction can be achieved by assuming one step in
the catalytic reaction mechanisms as rate determining step (RDS) [Helfferich 2004].
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In the literature, mainly two possible RDS are discussed for the hydroformylation
of cyclic, branched and straight-chain olefins: i) the oxidative addition of hydrogen
to the unsaturated acyl complex, which was observed for unmodified Rh-carbonyl
complexes [Garland and Pino 1991; Fyhr and Garland 1993; Zhang et al. 2003],
monophosphine modified Rh [Bhanage et al. 1997; Nair et al. 1999; Caporali et al.
2004; Shaharun et al. 2009] and also monophosphite modified Rh [van Rooy et al.
1995; Kubis et al. 2012] and ii) the coordination of the olefin double bond to the 16ve
hydrido-Rh-monocarbonyl complex which was also observed for monophosphine
modified Rh [van Rooy et al. 1996b], diphosphine modified Rh [Bronger et al. 2004;
Zuidema et al. 2008], monophosphite modified Rh [Dabbawala et al. 2009; Shaharun
et al. 2010; Güven et al. 2014] and diphosphite modified Rh [van Rooy et al. 1996a; van
Leeuwen et al. 2000; Rush et al. 2009].
Two effects are responsible for observing different rate determining steps: i) the ligand
type (phosphines: σ-donor, phosphites: π-acceptor) influences the π-backbonding
ability of the metal with respect to substrates or CO ligands and ii) steric hindrances
between substrate and ligand can affect coordination and transformation of substrates
at the metal center, if bulky ligands are used [van Leeuwen et al. 2000; Behr and
Neubert 2012; Franke et al. 2012]. The coupling of both effects explains why the same
catalyst shows different RDS with different substrates [van Rooy et al. 1995; Caporali
et al. 2004]. Thus, no general statement regarding rate determining steps for a specific
hydroformylation catalyst system can be made.
Operando FTIR spectroscopy is a very useful tool to investigate homogeneously
catalyzed reactions regarding the detection of reactants, catalytic intermediates and
products [Behr and Neubert 2012; Diebolt et al. 2012] It is especially well suited
for the detection and distinction of metal-carbonyls [Braterman 1975]. Hence, this
technique was applied in this thesis to the Rh-BiPhePhos catalyzed isomerization,
hydrogenation and hydroformylation of 1-decene (see section 3.2.1) and UME (see
section 4.2.1) to clarify which relevant catalyst species are observable. Conclusions
regarding relevant catalyst complexes contributing to the Rh mass balance can be
drawn in terms of catalyst pre-equilibria. Rate determining steps can also be identified
because the intermediate before a slow step would accumulate as a consequence of
Bodenstein’s principle and thus become visible in the IR spectrum.

3.2.1 Mechanistic investigations using operando FTIR spectroscopy

This section presents experimental results of operando FTIR spectroscopic investiga-
tions of the Rh-BiPhePhos catalyzed isomerization, hydrogenation and hydroformy-
lation of 1-decene. It is the goal to find relevant Rh-complexes that contribute to the
overall catalyst material mass balance and to identify rate determining steps.
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The pre-formation of the hydroformylation catalyst is done by stirring (800 rpm)
a toluene solution (15 ml) of catalyst precursor Rh(acac)(CO)2 (12 mg) and ligand
BiPhePhos (60 mg) at 40 ◦C under 10 bar synthesis gas in a 75 ml sealed batch
autoclave equipped with a Si-ATR probe attached to a FTIR spectrometer (Fa. Mettler
Toledo, ReactIR10, resolution = 4 cm−1). Injecting the substrate 1-decene (4.5 ml in
5.5 ml toluene) after catalyst activation starts the hydroformylation including side
reactions. Studying subnetworks (isomerization or hydrogenation) individually is
possible by changing the gas phase composition after catalyst activation. Exchanging
synthesis gas with inert nitrogen or CO allows the double bond isomerization only
after substrate injection whereas exchanging synthesis gas with pure hydrogen leads
to hydrogenation and isomerization. This subnetwork analysis strategy will be
explained in more detail in section 3.4.1. More experimental details about equipment
and materials are summarized in appendix A.
Figure 3.7 summarizes series of operando FTIR spectra recorded during a) isomeriza-
tion, b) hydrogenation and c) hydroformylation of 1-decene focusing on reactants and
reaction products. Most interesting in this context are the =C−H bending vibration
region between 850 - 1050 cm−1 to observe conversion of the double bond as well as
isomerization from terminal to internal positions and the C=O stretching vibration
region between 1650 - 1800 cm−1 to observe aldehyde production. Even at 40 ◦C,
the catalyst is active, the reactions are fast and high conversions and yields can be
achieved. Thus, a wide conversion range could be studied. Under isomerization
conditions, fast isomerization occurs until complete conversion of 1-decene (=C−H
bending bands at 911 and 994 cm−1) after 12 minutes to internal n-decenes (=C−H
bending band at 967 cm−1). The same holds for the hydrogenation experiment where
isomerization and hydrogenation are running simultaneously. It is not possible to
observe the alkane product directly because it has the same bands as the olefin, apart
from bands belonging to the double bond. Thus, decreasing signal intensity of the
band belonging to the internal double bond at 967 cm−1 proves alkane production
indirectly. Under hydroformylation conditions, almost no double bond isomerization
and hydrogenation occurs whereas high conversion of 1-decene to undecanal (C=O
carbonyl stretching band at 1729 cm−1) is achieved. The selectivity to the linear
aldehyde, expressed as linear-to-branched aldehyde ratio, was confirmed using gas
chromatography to be ≈ 99:1.
Figure 3.8 summarizes series of operando FTIR spectra recorded during a) isomeriza-
tion, b) hydrogenation and c) hydroformylation of 1-decene focusing on the metal
carbonyl region to detect catalyst complexes or intermediates. The pre-formation
of the Rh-BiPhePhos catalyst starts with dissolving the precursor Rh(acac)(CO)2 in
toluene and bringing it into contact with the ligand BiPhePhos (BP). The resulting
Rh(acac)(BP) complex is formed instantly under release of two equivalents gaseous
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Figure 3.7: Operando FTIR spectra (=C−H bending vibration and C=O stretching vi-
bration region) recorded during isomerization, hydrogenation and hydro-
formylation of 1-decene after solvent background subtraction. a) I: catalyst
activation at 10 bar synthesis gas, II: gas phase exchange to 1 bar N2, III:
substrate injection, b) I: catalyst activation at 10 bar synthesis gas, II: gas
phase exchange to 10 bar H2, III: substrate injection and c) I: catalyst acti-
vation at 10 bar synthesis gas, II: substrate injection at 20 bar synthesis gas.
(toluene, 40 ◦C, c0

sub = 1 mol l−1, Rh:sub (molar) = 1:500, Rh:lig (molar) =
1:1.5, time interval between spectra = 6 min)

CO [Jörke et al. 2017b]. Since the mixing of both substances took place beforehand,
the starting signal belongs to the Rh(acac)(BP) complex in toluene that, of course,
does not include carbonyl signals and thus appears as flat baseline (see first spectra in
Figure 3.8a-c). Adding 10 bar synthesis gas under stirring initiated catalyst activation
to form the hydrido-Rh-dicarbonyl complex HRh(BP)(CO)2 with typical carbonyl
bands at 2017 and 2075 cm−1. These wavenumbers correspond to an e,e-coordinated
ligand and were reported for this type of catalyst in the literature [Moasser et al.
1995; van Leeuwen et al. 2000; Kubis 2012]. Interestingly, no other carbonyl signals
were detectable giving rise to the conclusion that using BiPhePhos as ligand allows
the formation of hydrido-Rh-dicarbonyl complexes under synthesis gas atmosphere
exclusively (see Figure 3.8a-c section I). Addition of 1-decene into the synthesis
gas atmosphere does not change the detected spectra despite a reduction of signal
intensity caused by dilution (see Figure 3.8c section II). The observed Rh-carbonyl
bands belonging to the hydrido-Rh-dicarbonyl complex remain stable over the whole
conversion range (> 90 %) and saturated acyl complexes were not observed.
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Figure 3.8: Operando FTIR spectra (metal carbonyl vibration region) recorded during
isomerization, hydrogenation and hydroformylation of 1-decene after sol-
vent background subtraction. a) I: catalyst activation at 10 bar synthesis
gas, II: gas phase exchange to 1 bar N2, III: substrate injection, b) I: catalyst
activation at 10 bar synthesis gas, II: gas phase exchange to 10 bar H2, III:
substrate injection and c) I: catalyst activation at 10 bar synthesis gas, II:
substrate injection at 20 bar synthesis gas. (toluene, 40 ◦C, c0

sub = 1 mol l−1,
Rh:sub (molar) = 1:500, Rh:lig (molar) = 1:1.5, time interval between spec-
tra = 6 min)

If the synthesis gas atmosphere is exchanged after catalyst activation with inert
nitrogen or hydrogen (see Figure 3.8a-b section II) significant changes were observed
in the Rh-carbonyl region. The bands belonging to the hydrido-Rh-dicarbonyl
complex disappear almost completely and a new band rises at 2047 cm−1. This
band remains stable under isomerization and hydrogenation conditions over the full
conversion range. Other bands, however, were not detectable (see Figure 3.8a-b)
section III). Whereas it is pretty obvious that the bands at 2017 and 2075 cm−1

belong to the hydrido-Rh-dicarbonyl complex HRh(BP)(CO)2 [Moasser et al. 1995;
van Leeuwen et al. 2000; Kubis 2012], the new band at 2047 cm−1 was not described
in the literature yet. Since the conditions under which this band appears are almost
CO free, it is likely that a hydrido-Rh-monocarbonyl complex HRh(BP)(CO) was
formed, confirming the catalyst pre-equilibrium shown in Figure 3.6. Such a complex
would be an extremely reactive unsaturated 16ve complex. Hence, a free ligand or the
sterically less demanding H-acac might take the free coordination site, stabilizing the
monocarbonyl complex without deactivating it. An approaching substrate molecule
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would replace such a ”placeholder” molecule easily, so it was omitted in Figure 3.6
for better clarity.
Detailed DFT calculations were performed in [Kohls 2018 - in preparation] to
identify the catalyst complexes being responsible for the experimentally observed
FTIR spectra. In total, four potentially relevant Rh-BiPhePhos catalyst structures
were calculated using the BP86 functional/def2-TZVP basis set for comparison
to experimental data: i) a hydrido-Rh-dicarbonyl complex HRh(BP)(CO)2 with
e,e-coordination of the ligand ii) a Rh-dimer with simultaneously bridging μ-CO and
ligand, iii) a hydrido-Rh-monocarbonyl complex with trans coordination of hydride
and CO in the same vertical axis and iv) a hydrido-Rh-monocarbonyl complex
with cis coordination of hydride and CO [Kohls 2017, 2018 - in preparation]. The
corresponding structures are shown in Figure F.3 in appendix F.2. In Figure 3.9, the
corresponding calculated IR spectra are compared to experimentally observed FTIR
spectra. The presence of the hydrido-Rh-dicarbonyl complex HRh(BP)(CO)2 with
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Figure 3.9: Comparison of experimentally observed FTIR spectra with DFT calcula-
tions (shifted by 15 cm−1 to higher wavenumbers) taken from [Kohls 2017,
2018 - in preparation]: a) Rh-carbonyl region, b) bridging carbonyl region.
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e,e-coordination of the ligand was clearly confirmed by DFT calculations. The band at
2047 cm−1 appearing in absence of CO was assigned to a hydrido-Rh-monocarbonyl
complex HRh(BP)(CO) with the hydride and the carbonyl ligand in the same vertical
axis1. The cis isomer of this complex was not observable. A Rh-dimer could not
be confirmed neither, even under extreme CO or H2 lean conditions, because of
the absence of typical bridging μ-CO signals between 1800 and 1900 cm−1 and the
non-matching carbonyl bands around 2000 cm−1.
The hydroformylation experiment shown in Figure 3.7c was used to analyze the
kinetics of the hydroformylation reaction until high substrate conversion of ≈ 80
% (see Figure 3.10). Normalizing the observed C=O stretching band of undecanal
at 1729 cm−1 band as well as the =C−H bending band at 911 cm−1 of 1-decene in
accordance to the stoichiometry of the hydroformylation reaction (see Figure 3.10a)
allowed to use them for the calculation of time dependent 1-decene conversion X (3.9)
and subsequently the turnover frequency TOF (3.7).

TOF =
rhyf(t)
cRh,tot

(3.7)

rhyf = −dc1D

dt
≈ −Δc1D

Δt
(3.8)

X =
c0

1D − c1D

c0
1D

= 1 − a911 cm−1

a0
911 cm−1

(3.9)

cn
1D =

c1D

c0
1D

=
a911 cm−1

a0
911 cm−1

(3.10)

The TOF corresponds to the reaction rate and was plotted vs. the normalized
concentration 1-decene (3.10) in Figure 3.10b. The linear regression in Figure 3.10b
shows an excellent linear correlation coefficient (R2 = 0.9520). The same result was
obtained using a higher initial concentration of 1-decene (1.63 mol l−1) and lower
Rh:substrate ratio (1:1000) [Jörke et al. 2017b]. Hence, the hydroformylation of
long-chain n-olefins is evidently a first-order reaction with respect to the substrate
concentration, if a Rh-BiPhePhos catalyst is used. Combining this finding with the
aforementioned IR results (no detectable Rh-intermediate from ”inside” the catalytic
cycles) leads to the conclusion that the olefin coordination to the Rh-catalyst is rate
determining.

1 As already discussed, an attached ligand, solvent or H-acac molecule is probably stabilizing the
hydrido-Rh-monocarbonyl. DFT calculations proved no significant shift of the CO band, if a sol-
vent molecule (DMF) is taking the free coordination site [Kohls 2017, 2018 - in preparation].
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Figure 3.10: Hydroformylation kinetics studied with operando FTIR spectroscopy: a)
concentration profiles of 1-decene and undecanal and b) linear regression
of the TOF vs. substrate concentration. (toluene, 40 ◦C, 20 bar synthesis
gas, c0

sub = 1 mol l−1, Rh:sub (molar) = 1:500, Rh:lig (molar) = 1:1.5)

3.2.2 Reduced hydroformylation reaction mechanism for n-decene

The IR-spectroscopic findings presented in the previous section allow to derive a
reduced hydroformylation reaction mechanism for n-decenes presented in Figure 3.11.
The following assumptions were made to reduce the reaction mechanism:

1. All inactive or non selective species are neglected except for the hydrido-Rh-
dicarbonyl complex HRh(BP)(CO)2.

2. All oxidative additions of hydrogen are irreversible as well as all reductive elim-
ination steps [Garland and Pino 1991; van Rooy et al. 1995; Bhanage et al. 1997].

3. The coordination of the olefin double bond to the catalyst is rate determining for
isomerization, hydrogenation and hydroformylation.

The well-founded complexity reduction, especially in the catalyst pre-equilibrium,
allows the derivation of handy mechanistic kinetic models with a low number of
unknown parameters without accepting accuracy losses. In the following section,
a corresponding mechanistic kinetic model will be derived using the reduced
reaction mechanism and including all relevant side reactions (isomerization and
hydrogenation) as well as the main hydroformylation reaction.
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Figure 3.11: Reduced Rh-BiPhePhos catalyzed hydroformylation reaction mechanism
including catalyst pre-equilibria as well as main and side reactions.

3.3 Kinetic modeling

The reduced hydroformylation reaction mechanism presented in the previous section
contains three reactions, which form a reaction network: double bond isomerization,
hydrogenation and hydroformylation (see Figure 3.12). It is intended in this section
to assign a mechanistic kinetic model to each of the discussed reactions. For the
isomerization case, only the shift of the double bond position was considered without
addressing cis/trans isomerism. This corresponds to lumped cis and trans n-decene
isomers, leading to four equilibrium limited isomerization rate laws (riso1 - riso4). For
the hydrogenation case, it is assumed that 1-decene is hydrogenated much faster
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than internal n-decenes due to less steric hindrances (see [Behr and Neubert 2012]
and section 3.4.2 in this work). Therefore, the branch IIb in figure Figure 3.11 was
neglected and only one reaction rate equation is needed for the hydrogenation of
1-decene to decane (rhyd). In case of hydroformylation, it is assumed that 1-decene is
converted to the desired linear aldehyde undecanal (rhyf1) but also to the undesired
branched aldehyde 2-methyl-decanal (rhyf2). Additionally, internal n-decenes can also
be converted to branched aldehydes. However, it was not possible in this thesis to
distinguish which internal olefin is converted to which branched aldehyde. Thus,
a third rate law was set up, which represents the transformation of the sum of all
internal n-decenes to the pseudo-component ”iso-aldehyde” (rhyf3).
If several catalytic cycles are running in parallel, as it is the case for Rh-BiPhePhos,
it is possible that they have an influence on each other making the kinetic modeling
very complicated. However, considering the reaction cycles as independent from
each other, justifying the usage of equation (2.28) without taking interaction between
cycles into account, is possible, if the majority of the catalyst material is located at the
starting point of the cycles and not within a cycle [Helfferich 2004]. This situation is
equivalent with the substrate coordination to the catalyst being the rate determining
step which is the case for the Rh-BiPhePhos catalyst used (see section 3.2.1). The
following subsections will illustrate the derivation of all rate equations using
Christiansen’s approach presented in detail in section 2.2.2 as well as the derivation of
an equation representing the catalyst pre-equilibrium.
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Figure 3.12: Hydroformylation reaction network of 1-decene including main (rhyf1) and
side reactions.
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3.3.1 Catalyst pre-equilibrium

The catalyst pre-equilibrium is an important part of the kinetic model because it
controls the amount of available active catalyst. The equilibrium assumption between
saturated 18ve hydrido-Rh-dicarbonyl (DC) complexes HRh(BP)(CO)2 and active
16ve hydrido-Rh-monocarbonyl (MC) complexes HRh(BP)(CO) is equivalent with a
fast dissociation of CO. Assuming a fast dissociation of CO is reasonable for phosphite
ligands, because CO and the phosphite compete with each other for π-backbonding
at the Rh-center, which weakens the Rh-CO bond [Kamer et al. 2004; Shaharun et al.
2010; Behr and Neubert 2012; Franke et al. 2012]. The reversibility of this reaction was
proven experimentally in this thesis using operando FTIR spectroscopy in section 4.2.1
(see Figure 4.11b). Hence, the concentration of HRh(BP)(CO) can be calculated from a
Rh mass balance (3.11) and a mass action law formulation of the equilibrium between
those complexes (3.12). The total amount of Rh is equal to the amount of catalyst
precursor Rh(acac)(CO)2 .

cRh,tot = cDC + cMC (3.11)

KI
cat =

cDC

cMCcCO
(3.12)

Combining equations (3.11) and (3.12) leads to an explicit expression for the concen-
tration of active HRh(BP)(CO) as function of the catalyst precursor and dissolved CO
concentrations (3.13).

cMC =
cRh,tot(

1 + KI
catcCO

) (3.13)

3.3.2 Isomerization

The double bond isomerization of n-decenes is a reversible equilibrium limited reac-
tion. Therefore, all four steps in the corresponding reaction cycle are reversible and no
step can be neglected. The set of pseudo first-order rate coefficients ωij (3.14) (see sec-
tion 2.2.2) holds for all four isomerization rate equations that are necessary to describe
the isomerization equilibrium of n-decenes.

ω12 = k12ciD ω21 = k21

ω23 = k23 ω32 = k32

ω34 = k34 ω43 = k43

ω41 = k41 ω14 = k14c(i+1)D

i = 1 . . . 4 (3.14)
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The resulting Christiansen Matrix Ciso (3.15) (cf. equation (2.29)) depends on a constant
term (first row), substrate concentration ciD and product isomer concentration c(i+1)D.

Ciso =

⎛
⎜⎜⎜⎜⎝

Ω11 Ω12 Ω13 Ω14

Ω21(ciD) Ω22(ciD) Ω23(ciD) Ω24(c(i+1)D)

Ω31(ciD) Ω32(ciD) Ω23(c(i+1)D) Ω34(c(i+1)D)

Ω41(ciD) Ω42(c(i+1)D) Ω23(c(i+1)D) Ω44(c(i+1)D)

⎞
⎟⎟⎟⎟⎠ i = 1 . . . 4 (3.15)

From assuming the substrate coordination to be rate determining (holds also for
the coordination of the product isomer) follows a simplified Christiansen Matrix.
Only constant terms of the first row remain in the simplified Christiansen Matrix
(3.16) because all terms containing the elementary step rate constant k12 and k14,
representing coordination of n-decenes, are negligibly small.

Ciso =

⎛
⎜⎜⎜⎜⎝

Ω11 Ω12 Ω13 Ω14

0 0 0 0
0 0 0 0
0 0 0 0

⎞
⎟⎟⎟⎟⎠ (3.16)

Applying (2.28) using (3.16) leads to the final explicit n-decene double bond iso-
merization rate expressions (3.18) after lumping all elementary step rate constant
products in (3.17).

risoi =
k12k23k34k41ciD − k21k32k43k14cjD(

k23k34k41 + k21k34k41+

k21k32k41 + k21k32k43

) · cRh,tot(
1 + KI

catcCO
) (3.17)

risoi = kisoi(T)

(
ciD − cjD

Keq
ji

)
· cRh,tot(

1 + KI
catcCO

) i = 1 . . . 4, j = i + 1 (3.18)

3.3.3 Hydrogenation

The hydrogenation of 1-decene to n-decane is not reversible because the reductive
product elimination step as well as the oxidative hydrogen addition step are consid-
ered to be irreversible. Thus, the corresponding pseudo first-order rate coefficients of
the backward reactions ω43 and ω14 are zero. The resulting set of pseudo first-order
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rate coefficients is summarized in (3.19).

ω12 = k12c1D ω21 = k21

ω23 = k23 ω32 = k32

ω34 = k34cH2 ω43 = 0
ω41 = k41 ω14 = 0

(3.19)

The resulting Christiansen Matrix Chyd (3.20) (cf. equation (2.29)) depends on a con-
stant term, substrate concentration c1D and dissolved hydrogen concentration cH2.

Chyd =

⎛
⎜⎜⎜⎜⎝

Ω11(cH2) Ω12(cH2) Ω13 0
Ω21(c1D, cH2) Ω22(c1D) 0 0

Ω31(c1D) 0 0 0
Ω41(c1D, cH2) 0 0 0

⎞
⎟⎟⎟⎟⎠ (3.20)

From assuming the substrate coordination to be rate determining follows a simplified
Christiansen Matrix depending only on a constant term and the concentration of
dissolved hydrogen (3.21) because all terms containing the corresponding elementary
step rate constant k12 are negligibly small.

Chyd =

⎛
⎜⎜⎜⎜⎝

Ω11(cH2) Ω12(cH2) Ω13 0
0 0 0 0
0 0 0 0
0 0 0 0

⎞
⎟⎟⎟⎟⎠ (3.21)

Applying (2.28) using (3.21) leads to the final explicit 1-decene hydrogenation rate ex-
pression (3.23) after lumping all elementary step rate constant products in (3.22).

rhyd =
k12k23k34k41 c1D cH2(

k21k32k41+

(k23k34k41 + k21k34k41) cH2

) · cRh,tot(
1 + KI

catcCO
) (3.22)

rhyd =
khyd(T) c1D cH2(

1 + KhydcH2
) · cRh,tot(

1 + KI
catcCO

) (3.23)

3.3.4 Hydroformylation

The hydroformylation of 1-decene to undecanal is not reversible because the reductive
product elimination step as well as the oxidative hydrogen addition step are consid-
ered to be irreversible. Thus, the corresponding pseudo first-order rate coefficients of
the backward reactions ω65 and ω16 are zero. The resulting set of pseudo first-order
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rate coefficients is summarized in (3.24).

ω12 = k12c1D ω21 = k21

ω23 = k23 ω32 = k32

ω34 = k34cCO ω43 = k43

ω45 = k45 ω54 = k54

ω56 = k56cH2 ω65 = 0
ω61 = k61 ω16 = 0

(3.24)

The corresponding Christiansen Matrix Chyf (3.25) (cf. equation (2.29)) depends on a
constant term, substrate concentration c1D and dissolved H2 and CO concentrations
cH2 and cCO, respectively.

Chyf =⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Ω11(cCO, cH2) Ω12(cCO, cH2) Ω13(cH2) Ω14(cH2) Ω15 0
Ω21(c1D, cCO, cH2) Ω22(c1D, cH2) Ω23(c1D, cH2) Ω24(c1D) 0 0

Ω31(c1D, cH2) Ω32(c1D, cH2) Ω33(c1D) 0 0 0
Ω41(c1D, cCO, cH2) Ω42(c1D, cCO) 0 0 0 0

Ω51(c1D, cCO) 0 0 0 0 0
Ω61(c1D, cCO, cH2) 0 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(3.25)

From assuming the substrate coordination to be rate determining follows a simplified
Christiansen Matrix depending only on a constant term and the concentrations
of dissolved H2 and CO (3.21) because all terms containing the corresponding
elementary step rate constant k12 are negligibly small.

Chyf =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Ω11(cCO, cH2) Ω12(cCO, cH2) Ω13(cH2) Ω14(cH2) Ω15 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(3.26)

Applying (2.28) using (3.26) leads to the final explicit 1-decene hydroformylation rate
expression (3.28) after lumping all elementary step rate constant products in (3.27).

rhyf1 =
k12k23k34k45k56k61 c1D cCO cH2⎛

⎜⎝ k21k32k43k54k61+

(k21k32k45k56k61 + k21k32k43k56k61) cH2+

(k23k34k45k56k61 + k21k34k45k56k61) cH2cCO

⎞
⎟⎠

· cRh,tot(
1 + KI

catcCO
) (3.27)
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rhyf1 =
khyf1(T) c1D cCO cH2(

1 + KI
hyfcH2 + KII

hyf cH2cCO

) · cRh,tot(
1 + KI

catcCO
) (3.28)

In principle, the rate equations describing the production of branched aldehydes from
1-decene as well as from internal n-decenes (3.29)-(3.30) have the same structure as the
rate equation for the production of undecanal (3.28) but with different kinetic parame-
ter values.

rhyf2 =
khyf2(T) c1D cCO cH2(

1 + KIII
hyfcH2 + KIV

hyf cH2 cCO

) · cRh,tot(
1 + KI

catcCO
) (3.29)

rhyf3 =

khyf3(T)
5∑

i=2
ciD cCO cH2(

1 + KIII
hyfcH2 + KIV

hyf cH2 cCO

) · cRh,tot(
1 + KI

catcCO
) (3.30)

The temperature dependence of the rate constants is expressed by a reparameterized
Arrhenius approach (2.38) described in more detail in section 2.2.2. Summarizing,
eight rate equations were derived containing 22 unknown parameters including
kinetic rate constants, apparent activation energies, inhibition constants and equilib-
rium constants. Values for the four double bond isomerization equilibrium constants
Keq

ij were calculated in section 3.1.2.
The next section is dedicated to carefully designed kinetic (semi-) batch experiments
to generate experimental data for the estimation of the unknown kinetic parameters.

3.4 Kinetic experiments and parameter estimation

In this section, the design of kinetic (semi-) batch experiments using the equipment
described in detail in appendix A is explained in terms of a subnetwork analysis
strategy. The estimation of unknown kinetic parameter values belonging to the
kinetic model developed in the previous section follows subsequently. The parameter
estimation was performed by minimizing a least-squares objective function using
experimental data from (semi-) batch experiments, the developed kinetic model and
the reactor model presented in section 2.2.1. Matlab 2012a was used with a standard
non-linear least-squares solver (lsqnonlin) and central differences for gradient ap-
proximation. All experiments were evaluated simultaneously to estimate the kinetic
parameter vector as a whole without using sequential fitting procedures. Therefore,
all estimated kinetic parameter values are valid for all studied reaction conditions,
although the subnetworks will be discussed individually in the corresponding
sections.
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3.4.1 Experimental design and subnetwork analysis

Since all branches in the extended mechanism discussed above run in parallel, it
is difficult to study them individually. Therefore, the complex system was divided
into three major subnetworks (isomerization, hydrogenation and hydroformylation).
Controlling which reaction takes place is possible by manipulating the gas phase
composition which is possible by gas phase exchange after activation of the catalyst
with synthesis gas. Subsequently, it was possible to study the individual subnetworks
with increasing complexity (isomerization < hydrogenation < hydroformylation).

3.4.1.1 Catalyst activation

To activate the catalyst, the Rh-precursor Rh(acac)(CO)2 and the ligand BiPhePhos
were dissolved in DMF and n-dodecane at room temperature. Details about the used
thermomorphic multicomponent solvent system (TMS) are summarized in appendix
A. The mixture was added to the reactor and inertized under stirring with Schlenk
technique using nitrogen. Pressurizing the reactor with synthesis gas (CO:H2 = 1:1,
isomerization/hydrogenation: 15 bar, hydroformylation: ≈ 2 bar less than reaction
pressure) while heating up the mixture to reaction temperature (95 - 135 ◦C, ca. 30
min) under constant stirring (1200 rpm) initiated the formation of saturated 18ve
hydrido-Rh-dicarbonyl complexes HRh(BP)(CO)2 (see Figure 3.8 in section 3.2.1).

3.4.1.2 Isomerization subnetwork

Studying the isomerization subnetwork aims for generation of experimental data to
estimate kinetic parameters that belong to the derived isomerization reaction rate
laws riso1−4 (3.18) (cf. Figure 3.12). The procedure is explained in the following.
The synthesis gas atmosphere was removed completely after catalyst activation to
perform double bond isomerization reactions without hydrogenation or hydroformy-
lation. Cooling down the reactor to room temperature before removing the gas
phase using a vacuum pump and inert nitrogen for flushing was necessary to avoid
evaporation of the solvents. Subsequent n-olefin injection into the reaction mixture
containing the activated catalyst via a pressure lock with inert pressurized nitrogen or
CO starts the isomerization reaction (see appendix A for more details about the used
equipment).
Using CO as injection gas allows to study the CO dependence of the equilib-
rium between the saturated and inactive 18ve hydrido-Rh-dicarbonyl complex
HRh(BP)(CO)2 and the unsaturated and active 16ve hydrido-Rh-monocarbonyl
complex HRh(BP)(CO) indirectly. This is possible, because the isomerization reaction
itself is not influenced by CO (see Figure 3.11). Hence, a CO induced change in
isomerization rate has to originate from the formation of inactive HRh(BP)(CO)2



3.4 Kinetic experiments and parameter estimation 71

reducing the overall available amount of active catalyst material. In total, six
isomerization experiments were performed. The experimental conditions, initial
pressures and initial molar ratios are summarized in Table 3.4. At CO pressures below
2 bar, additional 2 bar of inert nitrogen was added to allow sampling of the liquid
reaction mixture. In all other cases, the partial pressure of CO is identical to the total
pressure.

3.4.1.3 Hydrogenation subnetwork

Investigating the hydrogenation subnetwork aims for generation of experimental data
to estimate kinetic parameters that belong to the derived hydrogenation reaction rate
law rhyd (3.23). Additionally, the isomerization reaction rates riso1−4 (3.18) are included
in the hydrogenation subnetwork (cf. Figure 3.12). In the following, the procedure is
explained.
The synthesis gas atmosphere was removed completely after catalyst activation and
replaced with pure H2. The applied H2 pressure before substrate injection was set
to 1-2 bar below the initial hydrogenation pressure to keep the catalyst close to the
desired reaction conditions. Different feed mixtures were hydrogenated to study, if
the components are influencing each other. In total, four hydrogenation experiments
were performed. The experimental conditions, initial H2 pressures and initial molar
ratios are summarized in table Table 3.4. It should be noted that the hydrogenation
subnetwork includes the isomerization subnetwork.

3.4.1.4 Hydroformylation network

Investigating the hydroformylation network aims for generation of experimental
data to estimate kinetic parameters that belong to the derived hydroformylation
reaction rate laws rhyf1−3 (3.28)-(3.30). Additionally, the isomerization riso1−4 (3.18)
and hydrogenation reaction rates rhyd (3.23) are included in the hydroformylation
network (cf. Figure 3.12). In the following, the procedure is explained.
Performing hydroformylation reactions does not require to exchange the gas phase
after catalyst activation. Using 1-decene and a technical equilibrium mixture of
internal n-decenes in different feed ratios allowed to study the coupling between iso-
merization and hydroformylation. Since the tandem isomerization-hydroformylation
reaction is slow, reaction temperature and catalyst loading were increased up to
135 ◦C to preserve the catalyst from thermal stress induced degradation [Gaide
et al. 2017b] and a Rh:substrate ratio of 1:500, respectively. In total, eight hy-
droformylation experiments using 1-decene as initial substrate and five tandem
isomerization-hydroformylation experiments using an equilibrated n-decene mixture
as initial substrate were performed. The experimental conditions, initial synthesis gas
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pressures and initial molar ratios are summarized in Table 3.4. It should be noted that
the hydroformylation network is the most general case including the isomerization
and hydrogenation subnetworks.

Table 3.4: Experimental design for subnetwork analysis: Isomerization, hydro-
genation, hydroformylation and tandem isomerization-hydroformylation.
Solvent: TMS. Rh:lig (molar) = 1:3 (except iHyf4 and 5: 1:5). Initial concen-
tration of n-decene: 0.9 mol l−1 (except iHyf5: 1.2 mol l−1).

Exp. ID p / bar T / ◦C 1D:iD Rh:substrate Gas supply

Iso1 0 105 1:0 1:10000 No consumption
Iso2 1 105 1:1 1:10000 No consumption
Iso3 5 105 1:0 1:10000 No consumption
Iso4 10 105 1:0 1:10000 No consumption
Iso5 5 95 1:0 1:10000 No consumption
Iso6 5 115 1:0 1:10000 No consumption

Hyd1 20 105 3:1 1:10000 batch
Hyd2 21 105 0:1 1:10000 batch
Hyd3 10 95 0:1 1:10000 batch
Hyd4 10 115 0:1 1:10000 batch

Hyf1 5 105 1:0 1:10000 batch
Hyf2 10 105 1:0 1:10000 batch
Hyf3 20 105 1:0 1:10000 batch
Hyf4 20 105 1:1 1:10000 batch
Hyf5 5 105 7:4 1:10000 batch
Hyf6 5 105 2:9 1:10000 batch
Hyf7 20 115 1:0 1:10000 batch
Hyf8 20 95 1:0 1:10000 batch

iHyf1 5 105 0:1 1:1000 semi-batch
iHyf2 10 105 0:1 1:1000 semi-batch
iHyf3 20 105 0:1 1:1000 semi-batch
iHyf4 5 135 0:1 1:1000 semi-batch
iHyf5 5 135 0:1 1:500 semi-batch

3.4.2 Isomerization subnetwork

Six isomerization batch experiments were performed (see Table 3.4) to estimate
kinetic parameter values using the generated experimental data. Time resolved
concentration profiles of the isomerization of 1-decene to internal n-decenes are
presented in Figure 3.13 as well as the corresponding modeling results. The estimated
kinetic parameters for catalyst pre-equilibrium and double bond isomerization are
summarized in Table 3.5.
According to experimental results, the n-decene double bond isomerization is
strongly dependent on the applied partial pressure of CO. Without CO (Iso1),
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Figure 3.13: Experimental and modeling results of the isomerization subnetwork
analysis for 1-decene. Symbols: Experimental data, Solid lines:
Corresponding simulation using the developed mechanistic kinetic model
with estimated parameter values. Legend in Iso1 holds for all plots except
for Iso2. Experimental conditions: See Table 3.4.

the catalyst activity was extremely high (initial TOF ≈ 3 · 105 h−1). The reaction
equilibrium between all possible n-decene isomers was reached in a series reaction
sequence (see Figure 3.12) after 90 minutes. However, already low CO partial
pressures (Iso2) inhibit the isomerization reaction rate significantly. At higher partial
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pressures of CO (>5 bar, Iso3-6), no significant detection of double bond isomers
beyond 2-decene was possible, indicating a strong reduction of catalyst activity. The
observed reaction rate reduction is assigned to the formation of saturated and inactive
hydrido-Rh-dicarbonyl complexes HRh(BP)(CO)2 by the presence of strongly binding
CO. Figure 3.14 shows the percentage of active catalyst material as a function of
dissolved CO (3.13). It can be seen that already low CO partial pressures of 2 bar
reduce the relative amount of active catalyst material below 1 % proving the catalyst
pre-equilibrium being strongly on the side of the saturated Rh-dicarbonyl complex
HRh(BP)(CO)2. A very similar trend was found using a TDTBPP ligand in twenty-fold
excess [Kubis et al. 2012].
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Figure 3.14: Relative amount of active catalyst in % as a function of CO partial pressure
at 115 ◦C (equation (3.13)). The gas solubility of CO was determined
experimentally for the used TMS (see appendix B).

It is evident from experimental data (Iso1) that isomerization rates slowed down with
more internal double bond position. The corresponding relative isomerization rate
constants at reference temperature are kiso1 : kiso2 : kiso3 : kiso4 = 161.2 : 2.7 : 2.7 : 1
(see table Table 3.5). One possible interpretation of decreasing rate constant values is
an increase of steric hindrances for the substrate coordination to the Rh-catalyst with
more internal double bond position.
The developed mechanistic kinetic model (3.18) fits the experimental data very
well with only two estimated parameters per isomerization rate equation and one
parameter controlling the catalyst pre-equilibrium. This emphasizes the advantage of
mechanistic kinetic expressions and supports the assumption that the coordination
of n-decenes is determining the rate of double bond isomerization. Using local
parameter subset selection explained in section 2.3 proved all kinetic isomeriza-
tion parameters to be identifiable using the experimental design in Table 3.4 (see
Figure D.1a in appendix D). The recalculated apparent activation energies for the
isomerization of 1-decene to 2-decene and all other isomerization reactions are 58.2
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kJ mol−1 and 49.1 kJ mol−1, respectively. These numbers are within the range of
quantum chemical calculations for the isomerization of n-butenes and n-octenes with
bulky Rh-diphosphine ligands (≈ 40 - 80 kJ mol−1 at 125 ◦C) [Carvajal et al. 2009].

3.4.3 Hydrogenation subnetwork

Four hydrogenation batch experiments were performed (see Table 3.4) to estimate
kinetic parameter values using the generated experimental data. Time resolved
concentration profiles of the hydrogenation of 1-decene to decane are presented in
Figure 3.15 as well as the corresponding modeling results. The estimated kinetic
hydrogenation parameters are summarized in Table 3.5.
Since no CO is present in the hydrogenation experiments, the catalyst is always
fully active and causes instant isomerization of 1-decene to internal n-decenes
(Hyd1). The hydrogenation reaction, however, appears to be slow compared to
double bond isomerization. This can be explained by assuming that 1-decene is
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Figure 3.15: Experimental and modeling results of the hydrogenation subnetwork
analysis for 1-decene. Symbols: Experimental data, Solid lines:
Corresponding simulation using the developed mechanistic kinetic model
with estimated parameter values. Experimental conditions: See Table 3.4.
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hydrogenated preferably due to low steric hindrances and thus highest reactivity.
The low concentration of 1-decene at equilibrium, however, causes a low driving
force towards hydrogenation, which explains the low hydrogenation rate. While
proceeding, the hydrogenation consumes 1-decene and disturbs the isomerization
equilibrium. The double bond isomerization reaction works against this distur-
bance and restores the equilibrium by converting internal n-decenes to 1-decene
(Hyd2). In this sense, the hydrogenation is a tandem reaction as well as the tandem
isomerization-hydroformylation discussed in section 3.2.
The mechanistic kinetic model represents the experimental data very well with only
three kinetic hydrogenation parameters (see table Table 3.5). Again, the assumption
that the olefin coordination is the rate determining step for the hydrogenation as well
is supported by the good accordance between model and experimental data. The
tandem character of the hydrogenation is achieved by modeling the simultaneously
running isomerization reaction as equilibrium limited reaction being able to run
back and forth. The coupling element is the concentration of 1-decene, which is
consumed by hydrogenation and refilled by the back-isomerization of internal
n-decenes. Using local parameter subset selection explained in section 2.3 proved all
kinetic hydrogenation parameters to be identifiable using the experimental design
in Table 3.4 (see Figure D.1b in appendix D). The recalculated apparent activation
energy for the hydrogenation of 1-decene to decane is 64.2 kJ mol−1, which is within a
reasonable order of magnitude.

3.4.4 Hydroformylation network

Eight hydroformylation batch experiments were performed (see Table 3.4) to estimate
kinetic parameter values using the generated experimental data. Time resolved
concentration profiles of the hydroformylation of 1-decene to undecanal are presented
in Figure 3.16 and Figure 3.17 as well as the corresponding modeling results. The
estimated kinetic hydroformylation parameters are summarized in Table 3.5.
At this stage, all main and side reactions are running in parallel. During hydro-
formylation of terminal 1-decene (Hyf1-8), the double bond isomerization is the most
dominant side reaction. Especially at low synthesis gas pressures, the isomerization is
dominating the yield (Hyf1). The hydrogenation to n-decane and the production of
branched aldehydes, however, are of minor importance. Increasing the synthesis gas
pressure from 6 bar (Hyf1) to 11 bar (Hyf2) and 22 bar (Hyf3) increases the aldehyde
yield significantly whereas the yield of undesired internal n-decenes drops because
the isomerization is suppressed by CO. The conversion of 1-decene, however, is
hardly affected by changing synthesis gas pressure.
Using mixtures of 1-decene and n-decene double bond isomers (Hyf5) allowed to
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Figure 3.16: Experimental and modeling results of the hydroformylation subnetwork
analysis for 1-decene. Symbols: Experimental data, Solid lines:
Corresponding simulation using the developed mechanistic kinetic model
with estimated parameter values. Experimental conditions: See Table 3.4.

overcome the low aldehyde yield with respect to 1-decene at low synthesis gas
pressures. This is possible because the initially present concentration of internal
n-decenes reduces the driving force of 1-decene isomerization. As a result, 1-decene
undergoes hydroformylation to the desired aldehyde instead of being isomerized to
undesired internal n-decenes. This observation suggests recycling produced internal
n-olefins in a continuous process to substantially reduce the undesired double
bond isomerization, if an isomerization active catalyst is used and isomerization is
considered undesired.
The mechanistic kinetic model agrees very well with experimental hydroformylation
data using only four kinetic parameters for each of the three hydroformylation rate
laws (see Table 3.5). The assumption that the olefin coordination is rate determining
for all rates is supported by the good agreement between model and experimental
data.
Using local parameter subset selection explained in section 2.3 proved all kinetic
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hydroformylation parameters to be identifiable using the experimental design in
Table 3.4 (see Figure D.1c in appendix D). The recalculated apparent activation energy
for the hydroformylation of 1-decene to undecanal (rhyf1) is 30.3 kJ mol−1, whereas
the formation of iso-aldehydes (rhyf2−3) showed an apparent activation energy of
56.7 kJ mol−1, indicating that low reaction temperatures are beneficial for high
linear/branched aldehyde selectivity. Similar energy barriers for substrate association
controlled hydroformylation (≈ 25-30 kJ mol−1) where reported in the literature
[Landis and Uddin 2002; Gleich and Hutter 2004; Gellrich et al. 2015].
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Figure 3.17: Experimental and modeling results of the hydroformylation subnetwork
analysis for 1-decene. Symbols: Experimental data, Solid lines:
Corresponding simulation using the developed mechanistic kinetic model
with estimated parameter values. Experimental conditions: See Table 3.4.

Only one kinetic parameter
(

KIV
hyf

)
turned out to be insignificant and was excluded

from parameter estimation because the estimated value approached zero. A con-
ceivable mechanistic explanation for the higher apparent activation energy and the
insignificant second inhibition parameter KIV

hyf for the branched aldehyde formation
rate is that CO insertion, forming the unsaturated acyl complex, is a slow step as well
as the substrate coordination (see branch IIIb in Figure 3.11), possibly because of steric
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interactions between the ligand and the branched alkyl [Paciello et al. 1999]. This
conclusion can be deduced from analyzing the derivation of the hydroformylation
rate expression (3.27). The rate constant representing CO insertion k45 is a factor
of KIV

hyf but not of KIII
hyf

2. Thus, the increased apparent activation energy could be
a consequence of two slow steps with significant energy barrier contributing to the
branched aldehyde formation rate instead of one step in case of linear aldehyde
formation.

3.4.5 Tandem isomerization-hydroformylation network

Five tandem isomerization-hydroformylation semi-batch experiments were per-
formed (see Table 3.4) to estimate kinetic parameter values using the generated
experimental data. Time resolved concentration profiles of the tandem isomerization-
hydroformylation of n-decene double bond isomers to undecanal are presented in
Figure 3.18 as well as the corresponding modeling results. The estimated kinetic
hydroformylation parameters are summarized in Table 3.5. It should be noted that the
initial composition of internal n-decenes is identical to the equilibrium composition
presented in Table 3.3.
In case of the tandem isomerization-hydroformylation, the hydroformylation de-
pendence on synthesis gas pressure was observed to be reversed compared to
the hydroformylation of terminal 1-decene (Hyf1-3 vs. iHyf1-3). The explanation
for this observation lies within the coupled nature of the tandem isomerization-
hydroformylation, where the catalyst pre-equilibrium, the double bond isomerization
and the hydroformylation reaction are connected via the concentration of dissolved
CO. The equilibrium limited double bond isomerization reaction is the essential cou-
pling element because it converts internal n-decenes to 1-decene, which is consumed
by hydroformylation subsequently. However, the CO inhibition of the double bond
isomerization is more pronounced compared to the hydroformylation, which is almost
hyperbolic with respect to CO. Consequently, the isomerization shows a negative CO
reaction order whereas the CO reaction order of the hydroformylation lies between 1
and 0. Therefore, it is optimal for the hydroformylation of 1-decene to be operated at
maximum possible CO partial pressure to suppress the undesired isomerization side
reaction (see Hyf1-3) whereas the tandem isomerization-hydroformylation requires
a low but non-zero CO partial pressure to achieve a fast back-isomerization and
hydroformylation rate (see iHyf1-3).
It was found experimentally that temperatures above 135 ◦C can damage the catalyst
after long time of operation [Gaide et al. 2017b]. Hence, the upper reaction temper-

2 In principle, the CO coordination could also be responsible because its rate constant k34 is a factor of
KIV

hyf as well. However, it is unlikely that the coordination of CO, which is a sterically undemanding
ligand with high affinity to Rh, is slow. Therefore, this possibility was rejected.
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Figure 3.18: Experimental and modeling results of the tandem isomerization-
hydroformylation subnetwork analysis for 1-decene. Symbols: Experi-
mental data, Solid lines: Corresponding simulation using the developed
mechanistic kinetic model with estimated parameter values. Experimen-
tal conditions: See Table 3.4.

ature limit was set to 135 ◦C (iHyfo4-5) for high productivity without significant
catalyst degradation. This measure almost doubled the undecanal yield from 30
% (iHyf1) to 55 % (iHyf4). However, the linear:branched aldehyde ratio dropped
at 135 ◦C to 93:7. In the last experiment (iHyf5), the catalyst loading was doubled
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additionally compared to iHyf4. Thus, it was possible to achieve a high product yield
and productivity, similar to the hydroformylation of terminal 1-decene. However,
twenty-times more catalyst was necessary compared to the hydroformylation of
1-decene, which could be a drawback from an economic point of view, if the catalyst
recycling is insufficient. Nevertheless, the presented results encourage to perform
tandem isomerization-hydroformylation reactions to produce valuable products with
high selectivity and yield from internal n-olefin mixtures.
In summary, the good agreement between model and experimental data (see parity
plots in Figure 3.19 and Figure 3.20) speaks again for the benefits of using mechanistic
kinetic models and reasonable assumptions regarding rate determining steps. Hence,
the developed mechanistic kinetic model is able to reproduce all relevant borderline
cases, including double bond isomerization, hydrogenation, hydroformylation of
terminal 1-decene as well as the tandem isomerization-hydroformylation of internal
n-decenes over a broad range of reaction conditions using a small number of esti-
mated kinetic parameters. The parity plots prove the absence of significant systematic
model errors. This holds also for the side products (decane and iso-aldehydes) that
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Figure 3.19: Parity plot of all 23 performed kinetic (semi-) batch experiments using
1-decene. Experimental conditions: See table Table 3.4.
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appear in low concentrations during hydroformylation.
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Table 3.5: Kinetic parameters for the hydroformylation of n-decenes using a Rh-
BiPhePhos catalyst including side reactions. Estimated kinetic parameter
values with 95 % confidence interval and recalculated apparent frequency
factors and activation energies. Temperature dependence of the rate constant
is expressed as k = exp(A + B (1 − Tref/T)), Tref = 378 K.

Rate equation Estimated parameters with 95 % CI

Cat. pre-equilibrium: KI
cat = 5.5 · 103 l mol−1 ± 1.2 %

Eq. (3.13)

Isomerization 1: Aiso1 = 11.04 ± 1.0 % Biso1 = 18.53 ± 8.5 %

Eq. (3.18) kiso1
∞ = 7.0 · 1012 l mol−1 min−1 Eiso1

A = 58.2 kJ mol−1

Isomerization 2: Aiso2 = 6.94 ± 1.4 % Biso2 = 15.63 ± 10.8 %

Eq. (3.18) kiso2
∞ = 6.3 · 109 l mol−1 min−1 Eiso2

A = 49.1 kJ mol−1

Isomerization 3: Aiso3 = 6.96 ± 2.4% Biso3 = 15.63 ± 10.8 %

Eq. (3.18) kiso3
∞ = 6.5 · 109 l mol−1 min−1 Eiso3

A = 49.1 kJ mol−1

Isomerization 4: Aiso4 = 5.96 ± 3.3% Biso4 = 15.63 ± 10.8 %

Eq. (3.18) kiso4
∞ = 2.4 · 109 l mol−1 min−1 Eiso4

A = 49.1 kJ mol−1

Hydrogenation: Ahyd = 12.73 ± 1.1 % Bhyd = 20.44 ± 7.4 %

Eq. (3.23) khyd
∞ = 2.5 · 1014 l2 mol−2 min−1 Ehyd

A = 64.2 kJ mol−1

Khyd = 10.20 l mol−1 ± 17.4 %

Hydroformylation 1: Ahyf1 = 20.41 ± 1.0 % Bhyf1 = 9.65 ± 11.2 %

Eq. (3.28) khyf1
∞ = 1.1 · 1013 l3 mol−3 min−1 Ehyf1

A = 30.3 kJ mol−1

KI
hyf = 92.10 l mol−1 ± 8.2 %

KII
hyf = 1063.60 l2 mol−2 ± 4.0 %

Hydroformylation 2: Ahyf2 = 19.10 ± 12.2 % Bhyf2 = 18.04 ± 9.2 %

Eq. (3.29) khyf2
∞ = 1.3 · 1016 l3 mol−3 min−1 Ehyf2

A = 56.7 kJ mol−1

KIII
hyf = 5775.00 l mol−1 ± 27.4 %

KIV
hyf ≈ 0 l2 mol−2± > 109 %

Hydroformylation 3: Ahyf3 = 14.90 ± 15.9 % Bhyfo3 = 18.04 ± 9.2 %

Eq. (3.30) khyf3
∞ = 2.0 · 1014 l3 mol−3 min−1 Ehyf3

A = 56.7 kJ mol−1

KIII
hyf = 5775.00 l mol−1 ± 27.4 %

KIV
hyf ≈ 0 l2 mol−2± > 109 %
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3.5 Optimal reaction control strategies

Finding optimal reaction conditions for the (tandem isomerization-) hydroformy-
lation is not trivial because several reactions are coupled and the dependencies
on the dissolved gases are complex. Therefore, the developed and parameterized
mechanistic kinetic model presented in the previous section was taken to rigorously
optimize n-decene hydroformylation for a maximum yield of undecanal Y at a
specified space time yield STY. It should be noted that it is intended with this study
to find optimal reaction temperature and pressure control profiles for the (tandem
isomerization-)hydroformylation to illustrate how the reaction would have to be
controlled in an optimal way over reaction time. However, a realization of these
controls is very challenging, especially for a industrially more relevant continuous
production process, and the results should be seen more as a comparison between
interesting reaction scenarios.
The used batch reactor model, the gas solubilities and mass transfer coefficients
are summarized in section2.2.1 and appendix B, respectively. To compare both,
hydroformylation and the tandem reaction, an initial total olefin concentration of 1
mol l−1 was fixed for both cases as well as a typical STY for hydroformylation reactors
of 100 kg m−3 h−1 aldehyde product [Beller 2006]. To achieve a reasonable conversion,
the required STY for the tandem isomerization-hydroformylation case was set to
50 kg m−3 h−1 aldehyde product. The degrees of freedom for the optimization
are the reaction temperature and the partial pressures of CO and H2 within the
experimentally validated range as time functions.
The resulting optimal control problem (3.31) was solved by transformation into a high
dimensional non-linear program (NLP) by discretization of the resulting differential
and algebraic equations with orthogonal collocation on finite elements.

Obj = max
T(t),pCO(t),pH2 (t)

Yundecanal (tend) (3.31)

s.t.

Balance equations

Gas solubilities

Mass transfer coefficients

Kinetic model

STY = 100 − 50 kg m−3 h−1

This implicit approach is especially well suited for stiff dynamic systems with steep
gradients [Carey and Finlayson 1975]. More details about this method as well as a
comprehensive comparison to other methods can be found in [Carey and Finlayson
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1975; Biegler 1984; Logsdon and Biegler 1989; Oh and Luus 2007].
The solution of the resulting high-dimensional non-linear optimization problem was
carried out using ”A Mathematical Programming Language” (AMPL) in combination
with the Conopt 3.17A solver using gradient-based sequential quadratic program-
ming [Fourer et al. 2009]. Since AMPL codes are not sequential but equation-oriented
and use exact derivatives calculated by automatic differentiation instead of numerical
derivatives calculated by finite differences, such problems are solved very fast and
efficiently.
The optimization results for the hydroformylation of 1-decene are shown in Fig-
ure 3.21. The reaction time is expressed as a normalized reaction time τ to compare
the case of 1-decene hydroformylation with the tandem case. This reaction time is
normalized to the optimal reaction time of the hydroformylation of 1-decene (87.8
min). As expected, the reaction temperature is at the lower boundary of 80 ◦C and the
partial pressures of CO and H2 are at the upper boundary of 10 bar (total synthesis
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Figure 3.21: Optimization results for the hydroformylation of 1-decene: a) optimal
temperature profile. b) optimal partial pressure profiles. c) concentration
profiles in molar fractions. (c0

sub = 1 mol l−1, Rh:sub (molar) = 1:10000,
STY = 100 kg m−3 h−1)
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gas pressure = 20 bar), initially. This is a result of the already discussed temperature
and pressure dependencies and aims for the suppression of the undesired double
bond isomerization. At high conversion of 1-decene, the temperature is increased to
the upper limit of 125 ◦C to increase the low hydroformylation rate because of the
low 1-decene concentration. Furthermore, the CO partial pressure is reduced to 1
bar and less to increase the amount of active catalyst while the H2 partial pressure
remains at the upper boundary of 10 bar. This reduction in CO partial pressure
aims for increasing the concentration of active catalyst to compensate the decreasing
hydroformylation rate caused by the low 1-decene concentration. The maximum
achievable yield of undecanal for the hydroformylation of 1-decene at the specified
STY is 86 %.
Figure 3.22 summarizes optimization results for the tandem isomerization-hydro-
formylation of n-decene double bond isomers. The optimal temperature profile is
always constant at the upper boundary of 125 ◦C to keep the hydroformylation rate
high as well as the isomerization to reproduce consumed 1-decene from n-decene
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Figure 3.22: Optimization results for the tandem isomerization-hydroformylation of
n-decene double bond isomers: a) optimal temperature profile. b) optimal
partial pressure profiles. c) concentration profiles in molar fractions.
(c0

sub = 1 mol l−1, Rh:sub (molar) = 1:500, STY = 50 kg m−3 h−1)
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double bond isomers. As expected, the optimal CO pressure profile is always at low
values and drops from 2.5 bar to 0.25 bar to compensate the decreasing substrate
concentrations by increasing the amount of active catalyst material. The H2 pressure
also follows an optimal trajectory between 4 and 10 bar. Keeping H2 at the upper
limit would result in more hydrogenation and less aldehyde yield whereas a low H2

pressure would reduce the hydroformylation rate. The increase of the H2 pressure at
the end of the reaction to the upper limit increases the hydroformylation rate and
compensates the low substrate concentration to meet the desired STY. The maximum
yield of undecanal for the tandem isomerization-hydroformylation of n-decene
double bond isomers at the specified STY is 66 %. In this case, also significant
amounts of n-decane are produced by hydrogenation with a yield of 20 %.

3.6 Summary

This chapter was dedicated to the Rh-BiPhePhos catalyzed hydroformylation of
1-decene, a representative long-chain n-olefin. Thereby, side reactions such as
hydrogenation and most importantly the double bond isomerization of n-decenes
played a crucial key role to understand not only the hydroformylation including side
reactions but also the tandem isomerization-hydroformylation. Several issues were
addressed theoretically and experimentally:

• Calculation of the thermodynamic reaction equilibrium of the double bond iso-
merization of n-decenes using Gibbs energy minimization and Benson’s groups
contribution method

• Detection of catalyst species using FTIR spectroscopy and subsequent reduction
of a general hydroformylation reaction mechanism

• Mechanistic kinetic modeling of all relevant main and side reactions based on the
reduced reaction mechanism

• Design and conduct of 23 (semi-) batch experiments to analyze the isomeriza-
tion, hydrogenation, hydroformylation (sub)networks as well as the tandem
isomerization-hydroformylation

• Estimation of kinetic parameter values for the developed kinetic model using the
observed experimental data

• Optimal reaction control strategies for the hydroformylation of 1-decene as well
as the tandem isomerization-hydroformylation of n-decene double bond isomer
mixtures
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The thermodynamic reaction equilibrium of the double bond isomerization of
n-decenes was calculated using a non-stoichiometric Gibbs energy minimization
method [White et al. 1958]. The necessary thermodynamic state functions of formation
were calculated using Benson’s group contribution method [Benson et al. 1969]. The
results were validated experimentally and corresponding equilibrium constants were
used in kinetic models later on.
A general extended hydroformylation reaction mechanism, including double bond
isomerization and hydrogenation as relevant side reactions as well as the formation
of several possibly inactive or non-selective catalyst species, was used as basis for
mechanistic kinetic modeling. It was possible to show with operando FTIR spec-
troscopy that hydrido-Rh-monocarbonyl complexes HRh(BP)(CO) are dominating
under CO free conditions (isomerization, hydrogenation) whereas the saturated
hydrido-Rh-dicarbonyl complex HRh(BP)(CO)2 was dominant under CO rich
conditions (hydroformylation). No other Rh-complexes were detectable and it was
concluded additionally that the substrate coordination is rate determining. These
conclusions allowed to reduce the general hydroformylation reaction mechanism
significantly.
From the reduced hydroformylation mechanism, mechanistic kinetic models were
derived using Christiansen’s method [Christiansen 1953]. The models include a term
for the catalyst pre-equilibrium and the rate-determining-step assumption.
23 isomerization, hydrogenation and hydroformylation (semi-) batch experiments
were designed and conducted to generate experimental data for subsequent pa-
rameter estimation. Special emphasis was given to the tandem isomerization-
hydroformylation reaction of internal n-decenes to undecanal. Interestingly, it was
found experimentally that the tandem reaction followed an opposite synthesis gas
pressure dependence compared to the conventional hydroformylation of 1-decene.
Fitting the mechanistic kinetic model to experimental data succeeded with low
deviation between model and experiment. The estimated kinetic parameters were
within reasonable orders of magnitude with low 95 % confidence intervals. Parameter
identifiability was verified with local parameter subset selection.
The developed and parameterized mechanistic kinetic model allowed to calculate
optimal reaction control profiles in terms of temperature and partial pressures of
CO and H2 to maximize the yield of undecanal semi-batchwise. The results lead to
the conclusion that hydroformylation of terminal 1-decene should be operated at
high synthesis gas pressure and low temperature to suppress undesired double bond
isomerization. The tandem isomerization-hydroformylation, however, should be
performed at low synthesis gas pressure and high temperature to accelerate double
bond back-isomerization.
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The next chapter is dedicated to the hydroformylation of the renewable methyl ester
methyl 10-undecenoate with analogous structure compared to 1-decene. It is intended
to reveal, if the presence of a methyl ester group has a significant influence on the
catalysis and thus the reaction rates compared to 1-decene.





4 Hydroformylation of

methyl 10-undecenoate

The hydroformylation of unsaturated oleochemicals is an attractive possibility to
generate platform chemicals for the production of e.g. bio-based polymers [Behr
and Vorholt 2012; Vanbésien et al. 2016], as already discussed in section 1.2.4. One
renewable substrate of interest is the monounsaturated methyl oleate (OME). Using
this long-chain C18 molecule in hydroformylation implies two major challenges: i)
due to the internal double bond, tandem isomerization-hydroformylation is necessary
and ii) the weakly nucleophilic carbonyl oxygen of the ester group may interact with
the catalyst. Whereas the first issue was clarified in the previous chapter, this chapter
is dedicated to investigating interactions between the ester group and the Rh-catalyst.
The goal is to derive mechanistic kinetic models, which are not available in the
literature up to now, and to deduce optimal hydroformylation reaction conditions for
oleochemicals, e.g. the tandem isomerization-hydroformylation of OME. The studies
were carried out using methyl 10-undecenote (UME) with terminal double bond as
substrate because the molecule is analogous in structure compared to 1-decene (see
Figure 4.1).

O

O

a�

b�

a)

b)

Figure 4.1: Structures of a) 1-decene and b) methyl 10-undecenoate (UME)

Because of the structural similarity, conclusions regarding the influence of the ester
group on the catalysis and reaction rates can be drawn by comparison of these
substrates under identical reaction conditions. Apart from hydroformylation experi-
ments, special emphasis was given to relevant side reactions, namely hydrogenation
and most importantly double bond isomerization. The results were achieved using
methods and models presented in chapter 2.
The first part of this chapter compares the isomerization, hydrogenation and hydro-
formylation (sub)networks using 1-decene and UME. From the observed results,

91
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possible interactions between the ester group, the Rh-catalyst and the dissolved
gases can be deduced indirectly. In the second part of this chapter, operando FTIR
spectroscopy experiments, analogous to those presented in chapter 3, were used to
identify relevant Rh-complexes during isomerization, hydrogenation and hydro-
formylation reactions using UME as substrate. Subsequently, reaction mechanisms
as well as the mechanistic kinetic model, presented in chapter 3, were updated
based on the experimental observations followed by parameter estimation using
(semi-) batch data from carefully designed experiments. The last part of this chapter
uses the parameterized mechanistic kinetic model to calculate optimal dynamic
reaction control profiles in terms of reaction temperature and synthesis gas pressure
to compare and discuss optimal reaction conditions for the (tandem isomerization-)
hydroformylation of UME.

4.1 Comparison of UME to 1-decene

In this section, the well understood substrate 1-decene is compared experimentally
to the structural analogous oleocompound UME. Kinetic key batch experiments,
using the same equipment as in the previous chapter, were performed with both
substrates, 1-decene and UME, under identical reaction conditions, respectively.
All internal double bond isomers were lumped to ”iso-decene” and ”iUME” for
the following comparison because it was not possible to assign UME double bond
isomers analytically using gas chromatography due to non-availability of calibration
standards.
The comparison comprises not only the hydroformylation but, very importantly,
double bond isomerization as well as hydrogenation of the double bond. Putting
emphasis on this side reactions, especially on the double bond isomerization, is
essential to understand the tandem isomerization-hydroformylation of internal
oleochemicals.
Various reports are available in the literature about interactions between carbonyl
groups and transition metals. To be more specific, bonding of carbonyl oxygen to Rh
[Matsumoto and Tamura 1982; Lee and Alper 1995; Kuriyama et al. 2002; Walczuk
et al. 2003; Kamer et al. 2004; Nishimura et al. 2010; Schreiner and Beck 2010; Behr
and Neubert 2012; Yang et al. 2014; Nelsen et al. 2015; Costa et al. 2016], Pd [Roesle
et al. 2012, 2014], Co and Zn [Houghton 1979] as well as Sn and Sb [Hein 1950] were
presented leading to stable complexes. For instance, it was shown in [Walczuk et al.
2003; Kamer et al. 2004] with in situ IR and NMR spectroscopy that adding enones to a
Rh-TPP catalyzed hydroformylation of 1-octene leads to a severe hydroformylation
rate reduction due to the formation of dormant/inactive η1-oxygen bound Rh-enolate
species. After the enone was hydrogenated to the saturated ketone, the catalyst
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activity was reversibly restored. Thus, it is likely that the ester group of UME interacts
with the Rh-BiPhePhos catalyst as well, leading to possibly inactive Rh-complexes
[Franke et al. 2012]. Of course, such an effect has to be included into a mechanistic
kinetic model in order to correctly reproduce reaction rates of unsaturated esters.
However, systematic and quantitative studies or even kinetic models containing these
effects are hardly available in the literature, especially not for interactions between
methyl esters and the Rh-BiPhePhos hydroformylation catalyst.
Another point of interest is the solvent in which the reactions should be carried out.
It is known for the Rh-BiPhePhos catalyzed isomerization of 1-decene that solvent
polarity has no effect on reaction rates [Jörke et al. 2015a]. Thus, it is likely that the
hydroformylation is, apart from different gas solubilities, also not influenced by
solvent polarity. However, no studies are available proving the absence or existence
of solvent influences for the hydroformylation of substrates with heteroatomic
functional groups, e.g. methyl esters.
The addressed issues need clarification which is intended in this section by comparing
experimental isomerization, hydrogenation and hydroformylation batch data of
1-decene and UME. Two solvents with strongly different polarity and coordination
ability to metal complexes (toluene: non-polar and low coordination ability, DMF:
strongly polar and high coordination ability [Shestakova et al. 2014; Kohls 2017, 2018
- in preparation] are used to study possible solvent effects. The comparison basis is
the turnover frequency TOFn (4.1), normalized by the initial substrate concentration
c0

sub. This normalization allows to evaluate catalyst activity at different substrate
concentrations because the initial rates depend strongly on these concentrations.

TOFn =
TOF
c0

sub
=

r(t → 0)
cRh,tot · c0

sub
(4.1)

4.1.1 Isomerization subnetwork

In order to understand the tandem isomerization-hydroformylation of long-chain
internal oleochemicals, the double bond isomerization of oleochemicals has to be
understood well. More specifically, the influence of the ester group on the catalyst
and consequently on the isomerization reaction rate was investigated in the following
sections as well as the influences of solvent and dissolved CO.

4.1.1.1 Influence of substrate and solvent

The first set of isomerization experiments compares both substrates in toluene and
DMF as solvent. The results are shown in Figure 4.2. Comparing the isomerization of
1-decene to UME using toluene as solvent (Figure 4.2a vs. c) reveals a strong influence
of the substrate on the catalyst activity, which is reduced by a factor of ≈ 100 when
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using UME instead of 1-decene. The same holds for using DMF as solvent (Figure 4.2b
vs.d) but with a significant lower catalyst activity reduction for UME (Figure 4.2c vs.
d). In contrast to this observation, the catalyst activity for 1-decene is not influenced
by the solvent (Figure 4.2a vs. b)1.
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Figure 4.2: Isomerization of 1-decene and UME in toluene or DMF. (100 ◦C, c0
sub = 1

mol l−1, Rh:sub (molar) = 1:10000, Rh:lig (molar) = 1:3)

An explanation for the reduced isomerization rate in toluene would be a coordination
of the carbonyl oxygen of the ester group to the catalyst. Thus, stable inactive Rh-ester
complexes are formed, which reduce the amount of active Rh. Similar observations
were made using enones with Rh-TPP catalysts [Walczuk et al. 2003] or unsaturated
methyl esters [Nelsen et al. 2015; Costa et al. 2016]. Using polar DMF reduces this
catalyst deactivation to a certain extent because it stabilize the ester group in solution,
reducing its coordination potential. Another possible explanation is a stronger
competitive coordination between the polar solvent and ester carbonyl oxygen to the
Rh-catalyst.

1 It should be noted that only inert N2 was present in the gas phase to allow sampling. Therefore,
the observed substrate and solvent influence is evidently caused by catalyst-substrate-solvent inter-
actions and cannot be explained by differences in gas solubility of both substrate-solvent-systems.
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The observed phenomena deserve further investigations to reveal their origin. Hence,
a second set of isomerization experiments was designed to compare pure 1-decene
and UME to mixtures of both substrates. If the suspected interaction between ester
and Rh-catalyst is truly the formation of a stable complex, as described in [Walczuk
et al. 2003] or [Nelsen et al. 2015; Costa et al. 2016], the isomerization rate of 1-decene
would decrease in case of simultaneously present ester. If the isomerization rate of
1-decene is not affected by the simultaneously present ester, the reason for the low
catalyst activity for UME is something else, maybe a different rate determining step in
the reaction mechanism.
In principle, two Rh-ester interactions are possible: i) Coordination of the ester
carbonyl oxygen as monodentate ligand [Walczuk et al. 2003] and ii) chelation of the
unsaturated ester after double bond coordination [Nelsen et al. 2015; Costa et al. 2016].
The decision tree in Figure 4.3 illustrates the logic behind designing isomerization
experiments with substrate mixtures. Two methyl esters were used for mixing with
1-decene: i) UME and ii) its saturated counterpart methyl undecanoate (abbreviated
with hUME because it is the hydrogenation product of UME). In the first stage, an
isomerization of pure 1-decene will be compared to an isomerization of a 1:1 mixture
of 1-decene and hUME. The second stage compares the isomerization of a 1:1 mixture
of 1-decene and UME with first stage results. A reduced catalyst activity in presence
of hUME would prove coordination of the ester to the catalyst as monodentate ligand.
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Figure 4.3: Decision tree for clarification of the described Rh-ester interaction.



96 4 Hydroformylation of methyl 10-undecenoate

Therefore, the isomerization of 1-decene can not be faster in presence of UME because
both are esters that would both coordinate to Rh. If both mixture experiments show a
reduced and identical catalyst activity in terms of TOFn, the ester group coordinates as
a monodentate ligand exclusively. If the catalyst activity in both mixture experiments
is different but less compared to pure 1-decene, coordination of the ester group as
well as chelation of UME occurs. If the rate is not affected by hUME but reduced by
UME, chelation of UME occurs exclusively. No interaction between ester and Rh was
already disproven (Figure 4.2a vs. c).
Figure 4.4 compares the isomerization of 1-decene to the isomerization of a 1:1 mixture
of 1-decene and hUME. First of all, reducing the initial concentration of 1-decene to
0.5 mol l−1 does not change the catalyst activity in terms of TOFn (Figure 4.2a vs.
Figure 4.4a). This is reasonable and was expected because the TOFn is equal to the
isomerization rate constant, if no double bond isomers or dissolved CO is present
initially (see equation (3.18)). Secondly, the isomerization rate of 1-decene is evidently
not influenced by the presence of hUME. Hence, ester coordination as monodentate
ligand is refuted.
The isomerization rate of pure UME is again lower compared to 1-decene (Figure 4.4a
vs. Figure 4.4c). However, the catalyst activity in terms of TOFn is higher for lower
initial concentrations of UME (Figure 4.2c vs. Figure 4.4c). In contrast to isomerization
results using a 1-decene/hUME mixture, the isomerization rate of 1-decene is
drastically reduced in presence of UME (Figure 4.4b vs. d). Interestingly, the TOFn

is almost identical for both substrates and the concentration profiles are shaped
equally. The same holds for the isomerization of a 2:1 mixture of 1-decene and UME,
respectively (Figure 4.4e). It can be concluded that UME chelates and forms stable
and inactive dormant Rh-complexes, similar to complexes reported in [Nelsen et al.
2015; Costa et al. 2016], leading to the observed isomerization rate reduction. The
isomerization reaction itself, however, is the same for both substrates with, most
probably, identical mechanisms and rate determining steps.
Figure 4.5 summarizes the observed catalyst activities in terms of normalized
turnover frequency as a function of initial substrate concentration. In case of 1-decene,
the TOFn is constant for all studied initial substrate concentrations2 proving no
substrate effects for olefins. However, increasing initial concentrations of UME lead to
significantly decreased catalyst activity. The pronounced concentration dependence
is most probably a consequence of thermodynamic equilibrium limitations of the
Rh-ester complex formation.

2 A third isomerization experiment with a 1-decene initial concentration of 0.25 mol l−1 was performed
analogously to already discussed experiments.
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4.1.1.2 Influence of dissolved CO

It was already proven experimentally in the previous chapter that dissolved CO
strongly reduces the isomerization rate of 1-decene (see section 3.4.2). However, it is
unknown to this point how dissolved CO influences the isomerization of UME and
especially the Rh-ester complexation. Hence, isomerization experiments at different
CO pressures (0, 1 and 5 bar) using 1-decene and UME are compared in the following.
Figure 4.6 summarizes the respective TOFn values (see Figure G.1 in appendix G for
corresponding concentration profiles). As already shown and discussed in section
3.4.2, the isomerization rate of 1-decene steadily decreases by an increasing amount of
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Figure 4.6: Influence of dissolved CO on catalyst activity expressed as TOFn for
1-decene and UME. Concentrations of dissolved CO (corresponding pres-
sure = 0, 1 and 5 bar from left to right) were calculated using Henry’s
law (see appendix B). (toluene, 100 ◦C, c0

sub = 1 mol l−1, Rh:sub (molar)
= 1:10000, Rh:lig (molar) = 1:3)
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dissolved CO due to the CO dependent catalyst pre-equilibrium.
The dependence of UME isomerization on dissolved CO, however, appears to be
more complex. Although the reaction rate is low without CO, it increases at elevated
CO partial pressure (1 bar) and decreases again at higher partial pressures (5 bar).
Obviously, an optimal CO partial pressure for a maximum UME isomerization
reaction rate exists. A possible explanation for this observation would be a compet-
itive coordination between CO and the carbonyl oxygen of the ester group to the
Rh-catalyst. In this way, the highly Rh-affine CO occupies free coordination sites,
preventing the rather weak interaction between Rh and the ester group. In this way,
the isomerization can proceed more rapidly. A more detailed mechanistic discussion
is presented later in section 4.2.2 after additional operando FTIR spectroscopic studies.

4.1.2 Hydrogenation subnetwork

Since unsaturated oleochemicals undergo undesired hydrogenation to saturated
molecules as well as olefins, it is worth to study and understand this side reaction for
oleochemicals in order to avoid it. More specifically, the influence of the ester group
on the catalyst and consequently on the hydrogenation and isomerization reaction
rates was studied by comparison of 1-decene and UME in the following sections as
well as the influences of solvent and dissolved H2.

4.1.2.1 Influence of substrate and solvent

The first set of hydrogenation experiments compares both substrates, 1-decene and
UME, in toluene and DMF, analogously to the isomerization experiments discussed
above at standard reaction conditions. The results are shown in Figure 4.7 and
prove significant influences of the ester group on the catalysis, although the effect
is much less pronounced compared to the isomerization case (cf. Figure 4.7a and c
and Figure 4.2a and c). Apart from lower rates for UME compared to 1-decene, the
observed concentration profiles are qualitatively similar. Furthermore, a significant
solvent effect for UME is evident from experimental data (cf. Figure 4.7c and d)
which is absent for 1-decene, as expected3 (cf. Figure 4.7a and b). The results
have in common that, compared to 1-decene, the isomerization rate of UME is
always lower as well as the hydrogenation rate and yield of the hydrogenation
product methyl undecanoate (hUME). This can be assigned to the already discussed
Rh-ester complexation reducing the catalyst activity. The increased rates in DMF
may also result from already discussed competitive coordination of the polar
solvent at the catalyst or the stabilization of the ester group in solution by the polar
solvent. However, the hydrogenation experiments were conducted under CO free

3 Differences in reaction rate originate from different gas solubility of H2 in toluene compared to DMF.
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Figure 4.7: Comparison of 1-decene to UME in toluene or DMF - hydrogenation sub-
network. (100 ◦C, 0.00 bar CO, c0

sub = 1 mol l−1, Rh:sub (molar) = 1:10000,
Rh:lig (molar) = 1:3)

conditions and therefore the rates for UME should be much lower since the Rh-ester
complexation should be stronger. Hence, it is evident from the observations that the
presence of H2 increases the catalyst activity in case of using UME.

4.1.2.2 Influence of dissolved H2

As second experimental set, a dynamic experiment was performed for further
clarification of the H2 influence. The experiment started as isomerization with
addition of H2 after a certain time (approx. 20 min). The result is shown in Figure 4.8
and proves that it is possible to ”switch” from isomerization to hydrogenation
and thus from low to high catalyst activity by adding H2. This can be seen most
clearly from the concentration profile of UME double bond isomers (iUME) because
H2 should not directly influence the isomerization reaction. Consequently, the
rate increase has to be related to a certain reactivation of deactivated Rh-ester
complexes. One possible explanation would be that H2 oxidizes a certain amount
of HRhI(BP)(CO) under CO free conditions to RhIII-trihydride complexes, which
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are active and catalyze double bond isomerization and hydrogenation, as described
experimentally and by DFT calculations for a similar Rh-catalyst in [Walter et al.
2017]. In this way, inactive Rh-ester complexes are converted to a certain extend to
active RhIII-trihydride complexes, which would explain the observed catalyst activity
increase.
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Figure 4.8: Perturbed hydrogenation of UME. (toluene, 100 ◦C, 0.00 bar CO, c0
sub = 1

mol l−1, Rh:sub (molar) = 1:10000, Rh:lig (molar) = 1:3)

Of course, this oxidation should happen as well in case of using 1-decene but nothing
significant in terms of a H2 influence could be observed experimentally. Additionally,
the kinetic model for 1-decene, which does not include the discussed phenomena, fits
the data very well (see section 3.4.3). A possible explanation would be that i) all Rh is
active under CO free conditions because 1-decene cannot interact deactivatingly with
Rh and ii) the rate would probably be the same for both catalytic cycles starting from
RhI or RhIII since the coordination of the substrate is rate limiting and determined by
steric interactions between ligand and substrate [Walter et al. 2017]. If this is true, the
total amount of active catalyst (RhI + RhIII) is still 100% under olefin hydrogenation
conditions, which explains why this effect was not observed for 1-decene.
In conclusion, the activity increase under UME hydrogenation conditions results
probably from indirect reactivation of inactive Rh-ester complexes by H2 induced
oxidation of RhI to RhIII-complexes. A more detailed mechanistic discussion is
presented later in section 4.2.2 after additional operando FTIR spectroscopic studies.

4.1.3 Hydroformylation network

After studying the isomerization and hydrogenation subnetworks, UME is compared
to 1-decene in toluene or DMF under typical hydroformylation conditions (20
bar synthesis gas) including all relevant side and main reactions. The results in
Figure 4.9 prove no significant substrate influences apart from a slightly lower UME
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isomerization rate (cf. Figure 4.9a and c) as well as no significant solvent influences
apart from a slightly higher UME isomerization rate in DMF compared to toluene
(cf. Figure 4.9c and d). The hydroformylation product yields after 90 min reaction
time are almost identical in all four cases as well as the regioselectivity in terms of a
linear:branched oxo-ester ratio (≈ 99:1). The same holds for undesired hydrogenation
yields (≈ 2 %). Again, the Rh-ester complexation may be responsible for slightly
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Figure 4.9: Comparison of 1-decene to UME in toluene or DMF - hydroformylation
network. (c0

sub = 1 mol l−1, Rh:sub (molar) = 1:10000, Rh:lig (molar) = 1:3)

lower isomerization rates of UME in toluene compared to 1-decene. DMF, as already
discussed, reduces this Rh-ester interaction, which leads to higher rates because more
active Rh is available.
Apart from that, the solubility of CO and H2 is different in both solvent/substrate
systems, which affects the catalyst pre-equilibria. The experimental data proves that
high partial pressures and concentrations of CO and H2 reduce the deactivating
Rh-ester interactions significantly. Therefore, no significant differences between olefin
and ester are present under typical hydroformylation reaction conditions.



4.2 Hydroformylation reaction mechanism for UME 103

4.2 Hydroformylation reaction mechanism for UME

In the previous section, kinetic key experiments comparing the isomerization,
hydrogenation and hydroformylation (sub)networks of 1-decene and UME were
discussed. It was possible to conclude that i) both substrates follow the same reaction
mechanisms with the same rate determining steps (see section 3.2.2, Figure 3.11), ii)
Rh-ester complextion reduces the amount of active Rh under CO/H2 free conditions
significantly and iii) the dissolved gases strongly influence the ester-catalyst interac-
tions. Hence, the hydroformylation reaction mechanism valid for 1-decene has to
be enhanced for UME in terms of catalyst pre-equilibria to include the suspected
additional Rh-species. In order to clarify the true nature of the suspected Rh-ester
complexes further, operando FTIR experiments, analogously to those presented in
section 3.2.1, were conducted and will be discussed in the following. Finally, the
enhanced hydroformylation reaction mechanism for UME will be presented. The
mechanistic kinetic model presented in section 3.3 will be enhanced subsequently in
accordance to the respective mechanistic findings.

4.2.1 Mechanistic investigations using operando FTIR spectroscopy

This section presents experimental results of operando FTIR spectroscopic investiga-
tions of the Rh-BiPhePhos catalyzed isomerization, hydrogenation and hydroformyla-
tion of UME. It is the goal to find relevant Rh-complexes that contribute to the overall
catalyst material mass balance as well as to identify suspected Rh-ester complexes.
The experimental equipment and procedures are identical to those being used in
section 3.2.14.
Figure 4.10 summarizes series of operando FTIR spectra recorded during a) isomeriza-
tion, b) hydrogenation and c) hydroformylation of UME focusing on reactants and
reaction products. Most interesting in this context is the =C−H bending vibration
region between 850 - 1050 cm−1 to observe conversion of the double bond as well
as isomerization from terminal to internal positions. The C=O stretching vibration
region between 1650 - 1800 cm−1 is not well suited to observe oxo-ester production
because the ester carbonyl group shows strong IR absorption in this wavenumber
region and overlaps with the aldehyde group. Therefore, the overtone of the C=O
stretching vibration between 2650 - 2800 cm−1 was used to observe the production of
oxoUME.
Compared to the isomerization of 1-decene in Figure 3.7a, the isomerization rate of
UME (=C−H bending bands at 913 and 995 cm−1) to double bond isomers iUME
(=C−H bending band at 967 cm−1) under the same reaction conditions is much

4 12 mg Rh(acac)(CO)2 and 60 mg BiPhePhos in 15 ml toluene + 5 ml UME in 5 ml toluene.
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lower (see Figure 4.10a, > 90 min for approx. 90 % conversion for UME, 12 min for
100% conversion for 1-decene). As already discussed in the previous section, ester
chelation under CO free conditions is most probably responsible for significantly
reducing catalyst activity. However, the Rh-ester interaction seems to be weaker in
these experiments, probably due to low temperatures (40 ◦C) and higher Rh-substrate
ratios (1:500).
Under hydrogenation conditions, the catalyst activity is drastically increased. This
increase can be assigned to reactivation of inactive Rh-ester complexes by oxidation of
RhI to RhIII-species. This can be seen by the fast isomerization of UME (full conversion
of UME to mostly double bond isomers iUME after 18 min, see Figure 4.10b). It is not
possible to observe the hydrogenation product directly because it has the same bands
as UME and iUME, apart from bands belonging to the double bond. However, the
decreasing signal intensity of the band belonging to the internal double bond at 967
cm−1 proves production of hUME indirectly.
Under hydroformylation conditions, almost no double bond isomerization and
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Figure 4.10: Operando FTIR spectra (=C−H bending vibration and C=O stretching vi-
bration overtone region) recorded during isomerization, hydrogenation
and hydroformylation of UME after solvent background subtraction. a)
I: catalyst activation at 10 bar synthesis gas, II: gas phase exchange to 1
bar N2, III: substrate injection, b) I: catalyst activation at 10 bar synthesis
gas, II: gas phase exchange to 10 bar H2, III: substrate injection and c) I:
catalyst activation at 10 bar synthesis gas, II: substrate injection at 20 bar
synthesis gas. (toluene, 40 ◦C, c0

sub = 1 mol l−1, Rh:sub (molar) = 1:500,
Rh:lig (molar) = 1:1.5, time interval between spectra = 6 min)
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hydrogenation occurs whereas high conversion of UME to oxoUME (C=O carbonyl
stretching overtone band at 2717 cm−1) is achieved. The selectivity to the linear
oxo-ester, expressed as linear:branched ratio, was confirmed by gas chromatography
to be ≈ 99:1.
Figure 4.11 summarizes series of operando FTIR spectra recorded during a) isomer-
ization, b) hydrogenation and c) hydroformylation of UME focusing on the metal
carbonyl region to detect catalyst complexes or intermediates. Pre-formation of
the Rh-BiPhePhos catalyst was carried out the same way as described in section
3.2.1. Adding 10 bar synthesis gas under stirring initiated catalyst activation to form
exclusively hydrido-Rh-dicarbonyl complexes e,e-HRh(BP)(CO)2 with their typical
carbonyl bands at 2017 and 2075 cm−1 (see spectra set I in Figure 4.11a-c).
Addition of UME into the liquid phase under synthesis gas atmosphere did not
change the detected spectra despite a reduction of signal intensity caused by dilution
(see Figure 4.11c, spectra set II). This observation is perfectly identical to results using
1-decene in section 3.2.1 proving the same reaction mechanism and rate determining
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Figure 4.11: Operando FTIR spectra (metal carbonyl vibration region) recorded during
isomerization, hydrogenation and hydroformylation of UME after solvent
background subtraction. a) I: catalyst activation at 10 bar synthesis gas,
II: gas phase exchange to 1 bar N2, III: substrate injection, b) I: catalyst
activation at 10 bar synthesis gas, II: gas phase exchange to 10 bar H2, III:
substrate injection, IV: addition of 10 bar CO and c) I: catalyst activation at
10 bar synthesis gas, II: substrate injection at 20 bar synthesis gas. (toluene,
40 ◦C, c0

sub = 1 mol l−1, Rh:sub (molar) = 1:500, Rh:lig (molar) = 1:1.5, time
interval between spectra = 6 min)
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step for both substrates under hydroformylation conditions.
After the synthesis gas atmosphere was exchanged with inert nitrogen or hydrogen
(see Figure 4.11a-b, spectra set II) the hydrido-Rh-monocarbonyl complex with its
characteristic band 2047 cm−1 was formed. This complex remained stable under
isomerization and hydrogenation conditions, which is completely analogous to
experiments with 1-decene (see Figure 4.11a-b, spectra set III). However, the signal
intensity of this band is lower under isomerization conditions compared to the
corresponding 1-decene experiment (see Figure 3.8a, spectra set III), supporting the
presumption that less Rh is active as a consequence of ester chelation. Since no
other bands were detectable, the suspected Rh-ester complex is most probably not
containing a carbonyl ligand.
After the hydrogenation experiment, 10 bar CO were injected into the 10 bar H2

atmosphere (spectra set VI in Figure 4.11b). The results prove the reversibility of the
transformation between hydrido-Rh-mono- and dicarbonyl complexes because the
corresponding typical carbonyl bands returned immediately.

4.2.2 Extended hydroformylation reaction mechanism for UME

Combining experimental findings discussed in section 4.1 and operando FTIR experi-
ments discussed in section 4.2.1 leads to the following conclusions regarding the
Rh-BiPhePhos catalyzed hydroformylation reaction mechanism of UME:

• Under typical hydroformylation conditions (high partial pressures of CO
and H2), the reaction rates of 1-decene and UME do not differ. Hence, the
mechanisms and rate determining steps of the isomerization, hydrogenation
and hydroformylation reactions are identical.

• Without CO and H2, UME chelates and forms inactive Rh-ester complexes,
reducing the amount of active catalyst. Similar interactions with Rh-catalysts
were observed in [Nelsen et al. 2015; Costa et al. 2016].

• Presence of dissolved CO counteracts the Rh-ester complexation.

• The Rh-ester complex does not contain a CO ligand.

• Presence of dissolved H2 increases the catalyst activity by reactivation of
deactivated Rh-ester complexes, probably caused by oxidation of RhI to
RhIII-trihydride, as described in [Walter et al. 2017].

Hence, the catalyst pre-equilibrium was extended for UME (see Figure 4.12), whereas
the catalytic cycles for isomerization, hydrogenation and hydroformylation remain
the same as in Figure 3.11. Two respective Rh-species were added: i) An inactive
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Figure 4.12: Extended hydroformylation reaction mechanism for UME with two
new added Rh-species: Rh-ester complex and RhIII-trihydride complex
catalyzing I: isomerization and II: hydrogenation of UME. For RhI cat-
alyzed reactions see Figure 3.11.

Rh-ester complex, similar to dormant ring-structures5 described in [Nelsen et al.
2015; Costa et al. 2016] and ii) a RhIII-trihydride complex, catalyzing double bond
isomerization and hydrogenation [Walter et al. 2017].
The reaction mechanisms for the RhIII-trihydride catalyzed isomerization and hydro-
genation start with association of the double bond to the unsaturated Rh-trihydride
complex. Insertion of the double bond into the Rh-hydride bond followed by β-H
elimination yields subsequently the double bond isomer of UME and restores

5 The real nature of the inactive Rh-ester complex could not be proven yet, but it is more likely that ring
formation occurs. This can be explained by the observed catalyst reactivation after addition of CO
(cf. Figure 4.6). CO probably prevents ring formation by occupation of necessary coordination sites.
If Rh-carboalkoxy complex formation would occur, as observed in [Walczuk et al. 2003], the catalyst
activity would not be increased by CO.
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the RhIII-trihydride complex. The hydrogenation pathway requires double bond
insertion into a Rh-hydride bond followed by association of an H2 molecule, similar
to complexes reported in [Morris 2008]. Subsequent irreversible product elimination
and instant re-oxidation of Rh by the associated H2 molecule produces the saturated
ester hUME and closes the catalytic cycle. DFT calculations presented in [Walter et al.
2017] support the existence of the suspected RhIII-trihydride mechanism.
In the following sections, the mechanistic kinetic model, derived in section 3.3, will
be adjusted in accordance to the enhanced hydroformylation reaction mechanism for
UME and fitted to carefully designed kinetic (semi-) batch experiments.

4.3 Kinetic modeling

In this section, the mechanistic kinetic model for the hydroformylation of UME
including double bond isomerization and hydrogenation side reactions is presented.
The reaction network is very similar to the reaction network for 1-decene. However,
the hydroformylation of UME double bond isomers to branched hydroformyla-
tion products was neglected. Double bond isomers of UME as well as branched
hydroformylation products were lumped to the pseudo-components iUME and
ioxoUME, respectively, because unique analytical identification was not possible due
to non-available calibration standards. Figure 4.13 summarizes the hydroformylation
reaction network including isomerization of UME to iUME (riso), hydrogenation of
UME to hUME (rhyd), hydroformylation of UME to oxoUME (rhyf1) and its branched
counterpart ioxoUME (rhyf2).
As already discussed in previous sections, the reaction mechanisms are identical
for 1-decene and UME. The catalyst pre-equilibrium for UME, however, is different
and contains two additional Rh-complexes, an inactive Rh-ester complex [Nelsen
et al. 2015; Costa et al. 2016] and an isomerization and hydrogenation active RhIII-
trihydride complex [Walter et al. 2017]. Hence, all kinetic equations from section 3.3,
apart from the catalyst pre-equilibrium, are also valid for UME (for their derivation:
see section 3.3). This holds for the isomerization and hydrogenation catalyzed by
RhIII-trihydride complexes as well since the reaction steps are formally the same
and lead therefore to the same kinetic rate equation. The respective rate constants
are assumed to be identical to those for isomerization and hydrogenation catalyzed
by hydrido-Rh-monocarbonyl complexes to reduce the number of unknown kinetic
parameters. This assumption is reasonable because the rate determining substrate
coordination is mostly hindered by steric interactions between substrate and ligand,
which are the same for both active catalyst complexes [Walter et al. 2017].
Apart from the inactive hydrido-Rh-dicarbonyl complex (DC), the catalyst pre-
equilibrium contains two additional Rh-species, inactive Rh-ester complexes (EC)
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(rhyf1) and side reactions.

and active RhIII-trihydride complexes (TH). It should be noted that all unsaturated
esters may form Rh-ester complexes. Therefore, terminal UME as well as internal
iUME are assumed to form Rh-ester complexes, denoted as EC1 and EC2. To derive
an explicit expression for the concentrations of the two active catalyst complexes,
hydrido-Rh-monocarbonyl (MC) and trihydride (TH), a Rh mass balance (4.2) as well
as classical mass action law formulations (4.3)-(4.6) were used. The total amount of Rh
is equal to the amount of catalyst precursor Rh(acac)(CO)2.

cRh,tot = cDC + cMC + cEC1 + cEC2 + cTH (4.2)

KI
cat =

cDC

cMCcCO
(4.3)

KII
cat =

cEC1cCO

cMCcUME
(4.4)

KIII
cat =

cEC2cCO

cMCciUME
(4.5)

KIV
cat =

cTHcCO

cMCcH2
(4.6)

Combining equations (4.2)-(4.6) leads to an explicit expression for the concentration
of active MC (4.7) and TH (4.8) as function of the catalyst precursor concentration,
unsaturated ester concentration and dissolved CO/H2 concentrations.
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cMC =
cRh,tot(

1 + KI
catcCO + KII

cat
cUME
cCO

+ KIII
cat

ciUME
cCO

+ KIV
cat

cH2
cCO

) (4.7)

cTH =
cRh,tot(

1 + KI
cat

KIV
cat

c2
CO

cH2
+

KII
cat

KIV
cat

cUME
cH2

+
KIII

cat
KIV

cat

ciUME
cH2

+ 1
KIV

cat

cCO
cH2

) (4.8)

In summary, the set of kinetic rate equations for the isomerization, hydrogenation and
hydroformylation of UME is shown in (4.9)-(4.12). The equilibrium constant used in
(4.9) was assumed to be identical to the equilibrium constant between 1- and 2-decene
Keq

21, because under typical hydroformylation conditions of 1-decene, no significant
amounts of double bond isomers beyond 2-decene were observed and it is assumed
that this pattern holds for UME as well.

riso = kiso(T)

(
cUME − ciUME

Keq
21

)
· (cMC + cTH) (4.9)

rhyd =
khyd(T) cUME cH2(

1 + KI
hydcH2

) · (cMC + cTH) (4.10)

rhyf1 =
khyf1(T) cUME cCO cH2(

1 + KI
hyfcH2 + KII

hyf cH2cCO

) · cMC (4.11)

rhyf2 =
khyf2(T) cUME cCO cH2(

1 + KIII
hyfcH2 + KIV

hyf cH2cCO

) · cMC (4.12)

4.4 Kinetic experiments and parameter estimation

In this section, kinetic (semi-) batch experiments were designed and conducted
in terms of a subnetwork analysis, analogous to section 3.4.1. The experimental
equipment and procedures used are described in detail in appendix A. Subsequently,
estimation of unknown kinetic parameters of the developed mechanistic kinetic
model followed using the observed experimental data. The parameter estimation was
performed by minimizing a least-squares objective function, analogously to section
3.4.

4.4.1 Experimental design and subnetwork analysis

The subnetwork analysis strategy for UME is identical to the strategy for 1-decene
discussed in section 3.4.1. Table 4.1 summarizes all designed kinetic experiments.
Less experiments were designed because the UME system has less components and
kinetic parameters compared to the 1-decene system. Additionally, parameter subset
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selection was used to support the experimental design for reduction of the amount of
necessary kinetic experiments. Interesting key experiments, such as Hyd3 (perturbed
hydrogenation experiment, see Figure 4.8), were added because the mechanistic
kinetic model should be able to reproduce these data points.

Table 4.1: Experimental design for subnetwork analysis: Isomerization, hydrogena-
tion and hydroformylation. (toluene, c0

UME = 1 mol l−1, Rh:sub (molar) =
1:10000, Rh:lig (molar) = 1:3)

Exp. ID p / bar T / ◦C Gas supply

Iso1 0 100 No consumption
Iso2 1 100 No consumption
Iso3 5 100 No consumption

Hyd1 5 100 batch
Hyd2 10 100 batch
Hyd3 10 100 batch

Hyf1 20 100 batch
Hyf2 5 100 semi-batch
Hyf3 20 110 batch
Hyf4 20 90 batch

4.4.2 Isomerization subnetwork

In order to estimate unknown kinetic parameters of the double bond isomerization
of UME as well as catalyst pre-equilibrium parameters associated with CO induced
(de)activation, three isomerization batch experiments at different partial pressures of
CO were conducted (see Table 4.1). These experimental results were already discussed
in section 4.1.1.2, see Figure 4.6.
Figure 4.14 presents the corresponding experimental concentration profiles of the
isomerization of UME to iUME as well as simulation results using the estimated
kinetic parameters, summarized in Table 4.2. As already discussed in section 4.1.1.2,
the isomerization of UME shows a complex dependence on the concentration of
dissolved CO, which is completely different compared to the CO dependence of
the isomerization of 1-decene. Whereas the catalyst activity is low under CO free
conditions (Figure 4.14, Iso1), the activity increases with increasing CO pressure
(Figure 4.14, Iso2), passes a maximum and decreases at higher CO levels (Figure 4.14,
Iso3). It was concluded that the interplay between catalyst deactivation by Rh-ester
formation and the equilibrium between hydrido-Rh-mono- and dicarbonyl complexes
is responsible for the observations because both equilibria depend on dissolved CO.
It can clearly be seen in Figure 4.14 that the extended mechanistic model is able to
reproduce the CO dependence of the double bond isomerization reaction with good
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Figure 4.14: Experimental and modeling results of the isomerization subnet-
work analysis for UME. Symbols: Experimental data, Solid lines:
Corresponding simulation using the developed mechanistic kinetic model
with estimated parameter values. Experimental conditions: See Table 4.1.

accuracy. This supports the proposed extension of the catalyst pre-equilibrium for
UME presented in Figure 4.12 and the assumption that the reaction follows the same
mechanism with the same rate determining step (substrate coordination) as 1-decene.
Using local parameter subset selection (see section 2.3) proved all kinetic isomeriza-
tion and catalyst pre-equilibrium parameters to be identifiable using the experimental
design (see Figure D.2a in appendix D).

4.4.3 Hydrogenation subnetwork

In order to estimate unknown kinetic parameters of the double bond hydrogenation
of UME as well as catalyst pre-equilibrium parameters associated with H2 caused
RhIII-trihydride complex formation, three hydrogenation batch experiments at
different partial pressures of H2 were conducted (see Table 4.1). These experimental
results were already partly discussed in section 4.1.2.2, Figure 4.7c and Figure 4.8.
Figure 4.15 presents the corresponding experimental concentration profiles of the
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hydrogenation of UME to hUME, including the isomerization to iUME, as well as
simulation results using the estimated kinetic parameters, summarized in Table 4.2.
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Figure 4.15: Experimental and modeling results of the hydrogenation subnet-
work analysis for UME. Symbols: Experimental data, Solid lines:
Corresponding simulation using the developed mechanistic kinetic model
with estimated parameter values. Experimental conditions: See Table 4.1.

As already discussed in section 4.1.2.2, the catalyst activity under H2 rich conditions
is higher compared to isomerization conditions without H2 or CO (see Figure 4.14,
Iso1 and Figure 4.15, Hyd1-2). Comparing the experimental and modeling results
in Figure 4.15, Hyd1-2 reveals that the catalyst activity increases with increasing H2

pressure/concentration, indicated by the increased isomerization reaction rate. The
perturbed experiment that started as isomerization with addition of 10 bar H2 after
20 minutes (see discussion in section 4.1.2.2) proved that the low catalyst activity
under isomerization conditions can be increased drastically and instantly by H2

addition (see Figure 4.15, Hyd3). It was concluded that significant oxidation of RhI

to RhIII-trihydride complexes reactivates deactivated Rh-ester complexes and thus
increases the overall amount of active catalyst.
The corresponding mechanistic kinetic model, which includes the discussed catalyst
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species, reproduces the observed experimental data with very good accuracy. This
supports the proposed extension of the catalyst pre-equilibrium for UME presented in
Figure 4.12 and the assumption that the reaction follows the same mechanism with
the same rate determining step (substrate coordination) as 1-decene.
Using local parameter subset selection (see section 2.3) proved all kinetic hydrogena-
tion and catalyst pre-equilibrium parameters to be identifiable using the experimental
design (see Figure D.2b in appendix D).

4.4.4 Hydroformylation network

The missing kinetic parameters associated with hydroformylation of UME were
estimated using four (semi-) batch hydroformylation experiments at different partial
pressures of synthesis gas and temperatures (see Table 4.1). Parts of the presented
experimental results were already discussed in section 4.1.3, Figure 4.9c. The
corresponding experimental concentration profiles of the hydroformylation of UME to
oxoUME and ioxoUME are presented in Figure 4.16. Additionally, the isomerization
of UME to iUME and the hydrogenation of UME to hUME are included as well as
simulation results using the estimated kinetic parameters, which are summarized in
Table 4.2.
As already discussed in section 4.1.3, no significant difference between reaction rates
under hydroformylation conditions between UME and 1-decene were observable.
The data in Figure 4.16a and b shows that it is possible to shift the product selectivity
from mostly double bond isomers iUME at low synthesis gas pressures to mostly
linear hydroformylation product oxoUME at high synthesis gas pressures, which is
very similar to hydroformylation results using 1-decene (see 3.4.4, Figure 3.16). Also,
a significant temperature dependence of the main and side reactions was observed
(see Figure 4.16c and d).
In total, the extended mechanistic kinetic model is able to reproduce the concentration
profiles under the studied (semi-) batch conditions and reaction temperatures with
high accuracy. This supports the proposed extension of the catalyst pre-equilibrium
for UME presented in Figure 4.12 and the assumption that the reaction follows the
same mechanism with the same rate determining step (substrate coordination) as
1-decene.
Using local parameter subset selection (see section 2.3) proved that all kinetic
hydroformylation parameters are identifiable with the experimental design (see
Figure D.2c in appendix D). Their values are summarized in Table 4.2. The apparent
activation energies for the hydroformylation rates are in a similar reasonable order
of magnitude compared to the olefin case (≈ 56.0 kJ mol−1). Interestingly, both
hydroformylation rates for the formation of linear and branched oxo-esters have
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Figure 4.16: Experimental and modeling results of the hydroformylation net-
work analysis for UME. Symbols: Experimental data, Solid lines:
Corresponding simulation using the developed mechanistic kinetic model
with estimated parameter values. Experimental conditions: See Table 4.1.

the same apparent activation energy, which is almost identical to the apparent
activation energy of the formation of branched aldehydes for 1-decene. Furthermore,
the second inhibition parameter in both hydroformylation rate equations turned
out to be insignificant because they were estimated to be zero, analogously to the
branched aldehyde formation rate using 1-decene. Hence, it can be concluded that
the CO insertion may also be a slow step for the formation of linear and branched
oxo-esters, similar to branched aldehyde formation (see discussion in section 3.4.4).
As a consequence, the temperature does not influence the linear:branched ratio to a
significant extent.
The presented subnetwork analysis allowed to estimate all catalyst pre-equilibrium
parameters for the UME case, which represent the influence of substrate, CO and
H2 concentrations on catalyst activity. Figure 4.17 compares both expressions for the
amount of active catalyst (hydrido-Rh-monocarbonyl and Rh-trihydride complexes)
for 1-decene (see (3.13)) and UME (see (4.7)-(4.8)) using the respective estimated
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parameters. The amount of active catalyst is steadily decreasing with increasing CO
partial pressure for the 1-decene system and is not influenced by H2 at all, as already
discussed in section 3.2.2. Using UME as substrate, however, results in more complex
dependencies of the active catalyst concentrations on dissolved CO and H2. It can be
seen in Figure 4.17 that an optimal CO partial pressure for a maximum amount of
active catalyst (≈ 100 mbar) and a critical CO partial pressure at which both models
become identical (≈ 500 mbar) exist. This explains the observed identical reaction
rates of UME compared to 1-decene under hydroformylation conditions but strongly
different reaction rates in CO/H2 free cases.
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Figure 4.17: Comparison of the relative amount of active catalyst for UME (green) and
1-decene (blue) in % as a function of CO and H2 partial pressure at 115 ◦C.

In summary, the good agreement between model and experimental data (see Fig-
ure 4.18), especially under borderline or perturbed reaction conditions, speaks
again for the benefits of using mechanistic kinetic models. The suspected Rh-ester
complexation as well as Rh-trihydride formation under H2 atmosphere in CO free
cases are likely to exist since the corresponding kinetic model perfectly explains all
experimental observations. However, it was not possible yet to proof the existence of
the suspected complexes e.g. spectroscopically. The good fit of the mechanistic kinetic
model to experimental data supports assuming identical reaction mechanisms for
UME and 1-decene as well as the substrate coordination being rate determining.
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Figure 4.18: Parity plot of all 10 performed kinetic (semi-) batch experiments using
UME. Experimental conditions: See table Table 4.1.
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Table 4.2: Mechanistic kinetic models for the hydroformylation of UME using a Rh-
BiPhePhos catalyst including side reactions. Estimated kinetic parameter
values with 95 % confidence interval and recalculated apparent frequency
factors and activation energies. Temperature dependence of the rate constant
is expressed as k = exp(A + B (1 − Tref/T)), Tref = 373 K.

Rate equation Estimated parameters with 95 % CI

Cat. pre-equilibrium: KI
cat = 5.5 · 103 l mol−1 ± 1.2 %

Eq. (4.7) and (4.8) KII
cat = 2.3 · 10−3 ± 6.1 %

KIII
cat = 1.7 · 10−2 ± 13.0 %

KIV
cat = 4.6 · 10−3 ± 7.4 %

Isomerization: Aiso = 10.46 ± 1.0 % Biso = 22.90 ± 29.0 %

Eq. (4.9) kiso
∞ = 3.1 · 1014 l mol−1 min−1 Eiso

A = 71.0 kJ mol−1

Hydrogenation: Ahyd = 12.35 ± 1.0 % Bhyd = 23.70 ± 12.9 %

Eq. (4.10) khyd
∞ = 4.5 · 1015 l2 mol−2 min−1 Ehyd

A = 73.5 kJ mol−1

Khyd ≈ 0 l mol−1± > 109 %

Hydroformylation 1: Ahyf1 = 19.68 ± 1.3 % Bhyf1 = 18.24 ± 16.8 %

Eq. (4.11) khyf1
∞ = 7.0 · 1012 l3 mol−3 min−1 Ehyf1

A = 56.6 kJ mol−1

KI
hyf = 1.3 · 102 l mol−1 ± 7.2 %

KII
hyf ≈ 0 l2 mol−2± > 109 %

Hydroformylation 2: Ahyf2 = 14.79 ± 2.0 % Bhyf2 = 18.12 ± 24.4 %

Eq. (4.12) khyf2
∞ = 7.0 · 1012 l3 mol−3 min−1 Ehyf2

A = 56.2 kJ mol−1

KIII
hyf = 1.4 · 103 l mol−1 ± 7.2 %

KIV
hyf ≈ 0 l2 mol−2± > 109 %

4.5 Optimal reaction control strategies

It is very likely that optimal hydroformylation reaction conditions for UME differ to
some extent from those found for 1-decene (see section 3.5). Especially the interesting
tandem isomerization-hydroformylation case may be controlled differently using
long-chain oleocompounds as substrates because the Rh-ester complexation has a
significant influence on the essential double bond isomerization reaction. The role of
dissolved CO and H2 is pronounced in this context because both gases are strongly
involved in catalyst pre-equilibria controlling the overall catalyst activity. Therefore,
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the developed mechanistic kinetic model, presented in the previous section, was taken
to rigorously optimize a semi-batch UME hydroformylation for a maximum yield of
oxoUME Y at a specified space time yield STY. The optimization problem for UME
was defined and solved identically to the olefin case (3.31) but with different equality
constraints in terms of kinetic rate equations and corresponding parameters. All other
constraints and the objective function are identical (see section 3.5).
The reaction time τ is again normalized to the optimal reaction time of the hydro-
formylation of 1-decene (87.8 min) to compare both cases. Evidently, UME needs ≈
30 % more reaction time compared to 1-decene to meet the desired STY under optimal
temperature and pressure control (see Figure 4.19).
Figure 4.19a shows the optimal temperature profile for the hydroformylation of UME.
Qualitatively, the profile does not differ strongly from the optimal temperature profile
for 1-decene (see Figure 3.21a). Similar activation energies are responsible for similar
temperature dependence of the reactions, which is reasonable because both substrates
follow the same reaction mechanism.
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Figure 4.19: Optimization results for the hydroformylation of UME: a) optimal
temperature profile. b) optimal partial pressure profiles. c) concentration
profiles in molar fractions. (c0

sub = 1 mol l−1, Rh:sub (molar) = 1:10000,
STY = 100 kg m−3 h−1)
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Regarding optimal partial pressures, the optimal profile for H2 is not at the upper
boundary most of the reaction time in contrast to the olefin case. It follows an optimal
trajectory as a compromise between high hydroformylation rate and low undesired
isomerization and hydrogenation rate. At high UME conversions, the optimal
pressure of H2 meets the upper boundary to accelerate back-isomerization of iUME
to UME for fast oxoUME production. The optimal partial pressure of CO, however,
is always at the upper boundary to counteract Rh-ester complexation and suppress
undesired isomerization and hydrogenation. The maximum achievable yield of
oxoUME for the hydroformylation of UME at the specified STY is 86 %, which is
identical to the undecanal yield in case of using 1-decene.
To study how the tandem isomerization-hydroformylation reaction of renewable
long-chain internal oleo-esters compares to a mixture of internal olefins, an optimiza-
tion calculation was performed using pure iUME initially. Figure 4.20 summarizes
the optimization results of this tandem isomerization-hydroformylation study.
The optimal temperature profile is always constant at the upper boundary of 125
◦C to keep the hydroformylation rate high as well as the back-isomerization for
reproduction of consumed UME from iUME. This finding is identical to internal
n-decene results. Regarding optimal partial pressure profiles, the UME results differ
significantly from those calculated for internal n-decenes. The optimal CO partial
pressure profile decreases with increasing reaction time almost linearly from high
values (≈ 7 bar) to low values (≈ 0.3 bar). The reason for this linear trajectory is
to counteract Rh-ester complexation at high ester concentrations to maintain high
catalyst activity. Furthermore, the hydroformylation rate is kept high whereas
undesired hydrogenation is suppressed by the optimal CO partial pressure profile.
The optimal H2 partial pressure profile looks qualitatively similar to the olefin
case but the absolute optimal value is lower to balance high hydroformylation
and back-isomerization rates against the undesired hydrogenation rate. At high
iUME conversion, the optimal partial pressure of H2 increases to compensate
hydroformylation rate reduction due to low substrate concentrations. Theoretically,
these measures allow to produce oxoUME with excellent selectivity and yield
(≈ 95 %) from iUME with very low yield of undesired hydrogenated ester (≈ 4 %) at
the specified STY.
In summary, the hydroformylation of UME is controlled optimally in a similar way
compared to 1-decene, which is a consequence of almost identical reaction rates under
hydroformylation conditions. The tandem isomerization-hydroformylation of iUME,
however, has to be operated differently compared to internal n-decenes. Especially
the partial pressure of CO plays a crucial role for the catalyst activity because it
significantly influences catalyst deactivation by Rh-ester complexation.
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Figure 4.20: Optimization results for the tandem isomerization-hydroformylation of
UME: a) optimal temperature profile. b) optimal partial pressure profiles.
c) concentration profiles in molar fractions. (c0

sub = 1 mol l−1, Rh:sub (mo-
lar) = 1:500, STY = 50 kg m−3 h−1)

4.6 Summary

This chapter was dedicated to the Rh-BiPhePhos catalyzed hydroformylation of UME
as representative long-chain oleo-ester from renewable resources (castor oil). The
benefit of studying UME as hydroformylation substrate is the possibility to investigate
influences of the ester group on the Rh-BiPhePhos catalyst by direct comparison of
experimental results to those obtained from the structurally similar olefin 1-decene.
Several issues were addressed in this chapter theoretically and experimentally:

• Comparison of key experiments for the isomerization, hydrogenation and
hydroformylation (sub)networks using UME and 1-decene in different solvents
(toluene, DMF) to reveal substrate and solvent effects

• Detection of catalyst species using FTIR spectroscopy and subsequent extension
of the reduced olefin hydroformylation reaction mechanism
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• Extension of the mechanistic kinetic model developed in the previous chapter in-
cluding additional (in)active Rh-complexes that become relevant in case of using
UME as substrate

• Design and conduct of 10 (semi-) batch experiments for isomerization, hydro-
genation, hydroformylation (sub)networks using UME

• Estimation of kinetic parameter values for the enhanced mechanistic kinetic
model using the observed (semi-) batch experimental data

• Optimal reaction control strategies for the hydroformylation of UME as well as
the tandem isomerization-hydroformylation of iUME

Comparing UME to 1-decene revealed a significant influence of the ester group on
the catalyst activity under H2 free isomerization conditions. Especially without CO,
the catalyst activity was reduced drastically by a factor of ≈ 100 compared to the
olefin case. This effect was assigned to the formation of inactive Rh-ester complexes
by chelation of the unsaturated ester, which reduces the amount of available active
Rh-catalyst.
Furthermore, the comparison study revealed a strong solvent influence on the catalyst
activity for UME under isomerization conditions, which was not observable for
1-decene. It was concluded that polar solvents might compete for free coordination
sites at the Rh-catalyst or stabilize the ester group in solution reducing its tendency to
chelate. Both possibilities would increase the catalyst activity by preventing Rh-ester
complexation.
Under CO free hydrogenation conditions, significant catalyst reactivation by H2 was
observable. It is likely that this reactivation is a consequence of an oxidation of RhI

to isomerization and hydrogenation active RhIII-trihydride complexes, increasing the
amount of active Rh.
Since both, the Rh-ester and Rh-trihydride complex formations, are suppressed by
CO, no significant difference in reaction rates and catalyst activity between UME
and 1-decene was observable under typical hydroformylation conditions using high
synthesis gas pressure. The choice of solvent did not significantly affect the reactions
rates of UME under hydroformylation conditions because the Rh-ester complex
formation was already suppressed by CO.
It was not possible to observe new catalyst complexes using operando FTIR spec-
troscopy, analogously conducted to studies using 1-decene in the previous chapter.
It was concluded that the suspected (in)active complexes do not contain carbonyl
ligands. Furthermore, it became evident that the reactions themselves follow the
same mechanism with identical rate determining steps for both substrates. Thus,
the reaction mechanism as well as the mechanistic kinetic model presented in the
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previous chapter were extended in terms of catalyst pre-equilibria including the
suspected Rh-ester and Rh-trihydride complexes.
Fitting of the model by parameter estimation to 10 carefully designed (semi-) batch
isomerization, hydrogenation and hydroformylation experiments was successful with
a high quality of fit. Thus, the existence of the suspected additional Rh-complexes
is likely because the model including them is able to reproduce all experimental
observations, even under borderline conditions. Furthermore, the good fit supports
the assumption that the reactions follow the same mechanism with the same rate
determining steps for both substrates.
The extended mechanistic kinetic model allowed to calculate optimal control profiles
for semi-batch hydroformylation reaction temperature and pressures to maximize
the yield of oxoUME. It was revealed that the optimal control profiles for the
hydroformylation of UME are similar to those obtained using the n-decene model.
The tandem isomerization-hydroformylation of iUME, however, needs different
control strategies because of more complex interactions between the Rh-catalyst and
the ester carbonyl group.





5 Outlook

The intention of this thesis was to contribute to the understanding of tandem
isomerization-hydroformylation reactions, especially those using long-chain unsat-
urated renewable oleochemicals as feedstocks (e.g. methyl oleate (OME)). These
molecules are promising platform chemicals for e.g. renewable polymers production
and could substitute petrochemicals in the future [Behr and Vorholt 2012]. The
conducted model substance investigations using n-decenes, to understand the
tandem isomerization-hydroformylation mechanism of internal substrates, and
methyl 10-undecenoate, to evaluate the influence of the ester group on the used
Rh-BiPhePhos catalyst, revealed that:

1. An optimal CO partial pressure exists for the tandem isomerization-hydro-
formylation to achieve a maximum aldehyde production rate.

2. Oleo-esters form inactive Rh-complexes under CO free conditions, which leads
to catalyst deactivation.

3. Polar solvents (e.g. DMF) are suited to counteract Rh-ester complexation, which
causes catalyst deactivation.

A special role in this context plays the double bond isomerization reaction. If
substrates are not a thermodynamic mixture of double bond isomers (e.g. OME),
it would be reasonable to perform double bond isomerization prior to tandem
isomerization-hydroformylation. This measure ensures the presence of terminal
double bonds for hydroformylation to the desired linear oxo-product and facilitates
back-isomerization of consumed terminal double bonds from next neighbor positions.
To evaluate the potential of the discussed measures, two preliminary tandem
isomerization-hydroformylation batch experiments using the Rh-BiPhePhos catalyst
and OME were performed in DMF: i) without pre-isomerization of the substrate and
ii) with pre-isomerization of the substrate. The chosen experimental conditions are
oriented towards those used in the literature [Behr et al. 2005]. A high synthesis
gas pressure of 20 bar was chosen to suppress catalyst deactivation by Rh-ester
complexation.
Figure 5.1 summarizes the experimental results of both preliminary batch ex-
periments. The quantities of interest in Figure 5.1a are OME conversion XOME,
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Figure 5.1: Tandem isomerization-hydroformylation of OME: a) OME conversion and
product yields, b) regioselectivity expressed as linear:branched ratio. (DMF,
150 ◦C, 20 bar synthesis gas, c0

sub = 1.35 mol l−1, Rh:sub (molar) = 1:700,
Rh:lig (molar) = 1:5)

hydroformylation product yield (sum of all linear and branched oxo-esters) YΣoxoUME

and hydrogenation product yield YhOME. The dashed lines in Figure 5.1 represent
the case without pre-isomerization, whereby OME was injected into the liquid
solvent-catalyst mixture after catalyst activation with 20 bar synthesis gas. The solid
lines correspond to the experiment with pre-isomerization of OME after catalyst
activation (2 h pre-isomerization at 120 ◦C and 0 bar CO) before synthesis gas
injection. No significant effect of the pre-isomerization on the conversion of OME or
the product yields (see Figure 5.1a, solid lines) was observable.
The hydroformylation regioselectivity, expressed as linear:branched oxoOME ratio,
however, was significantly improved by pre-isomerization of OME (see Figure 5.1b).
After ≈ 20 min reaction time, however, the linear:branched selectivity breaks
down, since the hydroformylation of terminal double bonds is faster than the
back-isomerization to restore them.
At 150 ◦C and 20 bar synthesis gas in DMF, the TOFn of OME was ≈ 30 l mol−1 h−1

after 4 h reaction time in the preliminary experiments. In the literature, the reported
TOFn of the tandem isomerization-hydroformylation of OME was significantly lower
(≈ 10 l mol−1 h−1, toluene, 125 ◦C and 20 bar synthesis gas) after 17 h reaction time
[Behr et al. 2005]. Regarding hydrogenation, a similar unfavorably high yield of
methyl stearate (hOME) was reported.
These facts underline the great importance of understanding the complex interactions
between solvent, catalyst and substrate to improve the hydroformylation productivity
for OME. Future work may thus address these issues to overcome poor hydroformy-
lation rates and selectivities of OME by systematic modeling and further optimization
based on extending the findings of this thesis.
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This thesis is part of the collaborative research center SFB/TRR63 ”Integrated
Chemical Processes in Liquid Multiphase Systems (InPROMPT)” and intends to
contribute to the understanding of complex tandem isomerization-hydroformylation
reaction networks catalyzed by Rh-BiPhePhos complexes. Substrates of particular
interest are mono-unsaturated long-chain renewable oleochemicals, such as methyl
oleate (OME) originating from e.g. rapeseed oil. Their hydroformylation products are
bi-functional (aldehyde- or oxo-esters) and can be used elegantly in e.g. subsequent
renewable polymers production. In contrast to established hydroformylation pro-
cesses converting n-olefins with terminal double bond, two major issues arise from
using OME as substrate:

1. The double bond of OME is located at position 9 of the carbon chain, which makes
double bond isomerization essential for desired linear oxo-ester production.

2. The mildly polar ester group contains oxygen and may thus interact with the
hydroformylation catalyst, altering its activity.

These issues are hardly discussed in the literature up to now. To be more specific, no
systematic strategy and no kinetic models are available for tandem isomerization-
hydroformylation reactions using n-olefins or oleo-esters. In fact, no kinetic models
are available for the hydroformylation of oleo-esters at all. The lack of this information
makes it difficult to rigorously design and optimize hydroformylation processes using
renewable feeds. Hence, it was decided to contribute to this field by developing
mechanistic kinetic models for the (tandem isomerization-) hydroformylation of
mono-unsaturated long-chain substrates in this thesis, including all relevant main and
side reactions with subsequent generation of optimal reaction control strategies.
However, studying OME as substrate is difficult because it contains both, an internal
double bond and an ester group. Consequently, the influence of the ester group
will overlap the double bond isomerization, hydroformylation and the tandem
isomerization-hydroformylation reaction, which complicates a correct assignment of
observations to causes. Hence, a decoupling strategy of using two model compounds,
1-decene as representative long-chain n-olefin and methyl 10-undecenoate (UME)
as oleo-ester with analogous structure compared to 1-decene, was used to study
the mentioned issues separately. The long-chain n-decenes can be characterized
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well in terms of analytical resolution of double bond isomers. Hence, they were
used to develop and parameterize a mechanistic kinetic model for the double
bond isomerization, hydrogenation and hydroformylation as well as the tandem
isomerization-hydroformylation. The oleo-ester UME was used to reveal influences of
the ester group on the Rh-catalyst and its activity under various reaction conditions
by comparison to 1-decene results because UME is structurally analogous to 1-decene.
The observed ester-catalyst interactions were subsequently included in the mechanis-
tic kinetic model for UME. These mechanistic kinetic models for both substrates are
the ultimate objectives of this thesis, from which conclusions regarding improved
hydroformylation reaction conditions for OME were drawn.

In the following, major findings and results of the thesis are summarized.

Parameter identifiability

Model parameter estimation for both substrates using experimental (semi-) batch data
requires determination of parameter identifiability depending on model structure
and experimental design beforehand. In case of dynamic (semi-) batch experiments,
the parameter identifiability is also time-dependent, which leads to time domains
in the experimental data with different information density. Knowing these time
domains is essential to adapt sampling frequencies. Hence, a model based method,
which exploits rigorously calculated parameter sensitivities, was used and extended
in this thesis to a local analysis to account for dynamic (semi-) batch systems [Jörke
et al. 2015b]. This local parameter subset selection method is able to determine
the identifiability of model parameters and time domains with high informational
density. A set of unknown model parameters can thus be divided into a sensitive
(identifiable) and insensitive (non-identifiable) subset depending on the experimental
design, which can be adjusted iteratively to increase the sensitive parameter subset.
Generally, the presented method is not limited to reaction systems but applicable to
any dynamic system.

Hydroformylation of n-decene

Double bond isomerization equilibrium The double bond isomerization reaction
equilibrium for all internal n-decenes was calculated using Gibbs energy minimiza-
tion [White et al. 1958]. This method requires provision of thermodynamic state
functions only, which were calculated using Benson’s group contribution method
[Benson et al. 1969]. Assuming a distinct stoichiometry of the reaction equilibrium
network is not necessary. The method allowed to calculate the weakly temperature
dependent n-decene isomer distribution at thermodynamic equilibrium efficiently,
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which served for determining equilibrium constants [Jörke et al. 2015a]. Thus,
the number of unknown kinetic model parameters was reduced. It was found
that most n-decene isomers have an internal double bond at equilibrium (≈ 99 %).
The symmetric 5-decenes are half as stable than the other non-symmetric internal
n-decenes, which are all almost equally stable. Comparing the results to quantum
chemical calculations as well as experimental data confirmed their reliability [Jörke
et al. 2016].

Hydroformylation reaction mechanism for n-decene A general extended Wilkinson-
type hydroformylation reaction mechanism [Evans et al. 1968], including a detailed
catalyst pre-equilibrium as well as double bond isomerization and hydrogenation
side reactions, was presented and used as basis for further mechanistic kinetic
modeling. Significant reduction of the detailed catalyst pre-equilibrium was possible
using operando FTIR spectroscopy by detection of Rh-catalyst species during catalyst
pre-formation as well as under various reaction conditions. It was possible to prove
that hydrido-Rh-mono- HRh(BP)(CO) and dicarbonyl HRh(BP)(CO)2 complexes are
the dominating observable Rh-species during isomerization, hydrogenation and
hydroformylation of n-decenes. Furthermore, the coordination of the substrate double
bond to the Rh-BiPhePhos catalyst was found to be the rate determining step for the
hydroformylation, hydrogenation and isomerization of n-decenes [Jörke et al. 2017b].
Upon these findings, the general reaction mechanism was reduced.

Mechanistic kinetic modeling and parameter estimation Based on the reduced
reaction mechanism, a set of mechanistic kinetic rate equations was derived for
1-decene using Christiansen’s method [Christiansen 1953] for all main (hydroformy-
lation) and side reactions (double bond isomerization and hydrogenation). The
design of kinetic experiments for subsequent parameter estimation was supported
by local parameter subset selection, as mentioned above. It was possible to estimate
all significant kinetic parameters with low 95 % confidence intervals using (semi-)
batch data from only 23 carefully designed n-decene isomerization, hydrogenation,
hydroformylation and tandem isomerization-hydroformylation experiments [Jörke
et al. 2017a]. The experiments revealed that the yield of the desired hydroformylation
product undecanal increased with increasing synthesis gas pressure. This observation
is explained by suppression of the undesired isomerization side reaction, which
shows a negative partial reaction order with respect to CO caused by the CO
dependent catalyst pre-equilibrium. This indirect CO influence was included in the
kinetic model by separate modeling of the catalyst pre-equilibrium. The tandem
isomerization-hydroformylation of internal n-decenes, however, showed a reversed
dependence on synthesis gas pressure because high synthesis gas pressure (and
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therefore CO concentration) inhibits the essential reproduction of consumed 1-decene
by back-isomerization of internal n-decenes. The mechanistic kinetic model was
able to reproduce all experimental observations with very good accordance to
experimental data, even borderline cases and tandem isomerization-hydroformylation
experiments [Jörke et al. 2017a].

Hydroformylation of methyl 10-undecenoate

Comparison of UME to 1-decene The influence of the ester group on the Rh-
BiPhePhos catalyst was investigated by comparing kinetic key isomerization,
hydrogenation and hydroformylation experiments of 1-decene to the structurally
similar oleo-ester UME. It turned out that the catalyst activity was reduced signif-
icantly by the presence of UME under CO/H2 free isomerization conditions, which
could be reversed by small amounts of dissolved CO. Presence of saturated esters,
however, had no influence on the catalyst activity. The findings suggested that the
unsaturated ester chelates and forms inactive Rh-ester complexes, reducing the
overall available amount of active Rh-BiPhePhos catalyst. The choice of solvent also
influenced the catalyst activity significantly in case of converting UME depending
on the gas phase composition. A five-fold activity increase was observed by using a
polar solvent (DMF) compared to a non-polar solvent (toluene) for the isomerization
of UME under CO free conditions. The catalyst activity during the same experiment
conducted with 1-decene, however, was independent from the solvent choice.
Competitive coordination of DMF or stabilization of the ester group in solution might
be responsible but could not be proven yet.
Under CO free hydrogenation conditions (10 bar H2), the catalyst activity was
significantly higher compared to isomerization results. This observation was traced to
reactivation of deactivated Rh-catalyst by H2 induced oxidation of RhI to double bond
isomerization and hydrogenation active RhIII-trihydride complexes, as described
in [Walter et al. 2017]. Using DMF instead of toluene increased the hydrogenation
and isomerization reaction rates of UME, but not as much as under isomerization
conditions. Additionally, the different solubility of H2 in both solvents influences the
observations as well.
Under typical hydroformylation conditions (20 bar CO/H2), no significant differences
in reaction rates between UME and 1-decene were experimentally detectable in
DMF or toluene. Thus, it can be concluded that the presence of highly Rh affine CO
suppresses the formation of inactive Rh-ester and RhIII-trihydride complexes because
it occupies necessary coordination sites.
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Hydroformylation reaction mechanism for UME Unfortunately, operando FTIR
spectroscopy was incapable to prove directly the existence of the presumed Rh-ester
and RhIII-trihydride complexes under isomerization, hydrogenation and hydro-
formylation conditions. Only the hydrido-Rh-mono- HRh(BP)(CO) and dicarbonyl
HRh(BP)(CO)2 complexes were observable while converting UME. However, the
catalyst activity during UME isomerization was significantly reduced in the FTIR
experiments compared to 1-decene. Also, the H2 induced catalyst reactivation was
experimentally evident in FTIR experiments. It was concluded that the suspected
complexes are lacking CO ligands, which makes them difficult to observe in the IR
spectrum. All findings were included in an extended reaction hydroformylation
reaction mechanism for UME, which contains catalyst deactivation by Rh-ester
complexation as well as its reactivation by H2. Based on the comparison to 1-decene
results, it was evident that the catalytic cycles and rate determining steps for double
bond isomerization, hydrogenation and hydroformylation are the same for UME.

Mechanistic kinetic modeling and parameter estimation The mechanistic ki-
netic model derived from the extended hydroformylation reaction mechanism for
UME contains the extended catalyst pre-equilibrium but identical rate expressions
compared to the n-decene model, which is equivalent with assuming the same rate
determining steps and catalytic cycles for UME and n-decenes. Parameters were
estimated using data from only 10 carefully designed UME isomerization, hydrogena-
tion and hydroformylation (semi-) batch experiments. Parameter identifiability was
verified by local parameter subset selection and very good accordance of simulations
to experimental data was achieved.

Optimal reaction control strategies

Dynamic optimization was used to calculate optimal reaction control strategies for
semi-batch (tandem isomerization-) hydroformylation reactions of both substrates
using the developed mechanistic kinetic models. The objective was to maximize
the yield of linear hydroformylation product, subject to an industrially relevant
space-time-yield under variation of dynamic process variable trajectories (reaction
temperature and partial pressures of CO/H2). The optimal control problem was
transformed into a high dimensional non-linear program by discretization of the
resulting differential and algebraic equations with orthogonal collocation on finite
elements. AMPL in combination with the Conopt 3.17A solver was used to obtain
the solution efficiently. The optimization results suggested that substrates with
terminal double bond (n-olefins and esters) should be converted preferably using low
reaction temperature and high synthesis gas pressures to suppress undesired double
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bond isomerization, which has a higher apparent activation energy. The tandem
isomerization-hydroformylation, however, should be conducted for both substrates at
the highest reaction temperature possible to increase the back-isomerization rate from
internal to terminal double bond isomers. In terms of gas phase composition, different
optimal partial pressure trajectories for internal n-olefins and esters were obtained.
Internal n-olefins should be converted preferably at low synthesis gas (especially
CO) pressure to keep reproduction of consumed 1-decene by back-isomerization
of internal n-decenes at a high rate. For internal oleo-esters, a high CO partial
pressure is beneficial to counteract catalyst deactivation by Rh-ester complexation
at low conversion. With increasing conversion, the optimal CO partial pressure
should be reduced to counteract catalyst deactivation by formation of inactive
hydrido-Rh-dicarbonyl complexes. The H2 partial pressure should kept low for both
substrates to reduce undesired hydrogenation.

Outlook

Preliminary experiments showed that it is possible to improve the tandem isomer-
ization-hydroformylation of OME significantly based on combined findings of
n-decene and UME. The selectivity towards the desired linear oxo-ester was increased
drastically from ≈ 0 % to ≈ 100 % initially by pre-isomerization. Conducting the
reactions in a polar solvent (DMF) caused a threefold productivity increase compared
to literature results, which used non-polar toluene as solvent. Therefore, further
systematic investigations of renewable oleo-compound hydroformylation seem to be
promising for future work.

Conclusion

This interdisciplinary thesis contributed to several research areas. The parameter
identifiability results are generally applicable and may help to further improve
experimental design methods. Regarding the studied chemistry, significant contri-
butions to the understanding of thermodynamics, catalysis and systematic kinetic
modeling of hydroformylation systems were made. It was possible to derive and
present comprehensive mechanistic kinetic models for the double bond isomerization,
hydrogenation, hydroformylation and most importantly the tandem isomerization-
hydroformylation of long-chain n-olefins and renewable oleo-esters. These models
were not available in the literature so far but are desirable for rigorous development
and optimization of ”Green Hydroformylation” processes.



References

M. Baerns. Technische Chemie. Wiley-VCH GmbH & Co. KGaA, Weinheim, 2012.

H. Bahrmann, H. W. Bach, and G. D. Frey. Oxo synthesis. In Ullmann’s Encyclopedia of
Industrial Chemistry. Wiley-VCH GmbH & Co. KGaA, Weinheim, 2013.

T. Barz and G. Wozny. Kalibrierung dynamischer Modelle durch adaptive, optimale
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A Experimental details

A.1 Setup

All experiments in presented in this thesis were conducted in 75 ml high pressure
(semi-) batch autoclaves (Parr Instrument Co., see Figure A.1). These reactors are
equipped with a magnetic stirrer, a pressure lock for substrate injection and can
be inertized using a vacuum pump and inert N2. Additionally, the reactors are
temperature controlled with total pressure recording by the process control system.
Two different reactor head setups were used: i) a kinetic reactor and ii) an operando
FTIR reactor (see Figure A.2 for photographs). For the kinetic reactor, sampling of the
liquid phase was possible by opening a valve connected to a sampling tube. Excess
pressure inside the reactor allowed drawing a liquid sample (≈ 0.25 ml). Analysis of
the sample was made offline using gas chromatography, which is explained later on.
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Figure A.1: Scheme of the used 75 ml high pressure (semi-) batch autoclaves.
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xiv A Experimental details

The FTIR reactor was equipped with a Si-ATR-FTIR probe for operando spectroscopic
measurements, connected to a FTIR spectrometer (Mettler Toledo, ReactIR 10) with
liquid N2 cooled MCT detector and a resolution of 4 cm−1. Offline sampling was also
possible for the FTIR reactor. The reactor head setup for the 3/4” FTIR probe was not
available by standard and had to be redesigned and manufactured (see Figure A.3).

Figure A.2: Photographies of the used (semi-) batch reactors: left) reactor for kinetic
experiments, right) reactor for operando FTIR spectroscopic experiments.
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Figure A.3: Technical drawing of the redesigned (semi-) batch operando FTIR reactor
head setup (stainless steel, all dimensions in mm).
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A.2 Procedures, solvents and materials

If not stated otherwise, experiments with n-decene were conducted in a thermomor-
phic multicomponent solvent (TMS) system (see section 1.2.3) [Behr and Fängewisch
2001; Schäfer et al. 2012]. The TMS consisted of polar DMF (> 99.5 %, used as
received, Roth), non-polar n-dodecane (> 99 %, used as received, Alfa Aesar) and the
substrate n-decene (1-decene: 94 %, used as received, Sigma Aldrich; equilibrium
mixture of internal n-decenes: 95 %, used as received, Sasol) in a molar ratio of 4:3:1,
respectively. The TMS becomes homogeneous at T ≥ 85 ◦C. Experiments with UME
(purified by distillation prior to use, Sigma Aldrich) were always conducted in pure
DMF or toluene (> 99.9 %, used as received, Merck).
All experiments (except preliminary gas solubility measurements) started with cata-
lyst pre-formation. For the catalyst pre-formation, catalyst precursor Rh(acac)(CO)2

(99.9 %, used as received, Umicore) and ligand BiPhePhos (99.9 %, used as received,
Molisa) were dissolved in the solvent used followed by inertization with standard
Schlenk technique. After inert transfer of the solvent-catalyst mixture into the reactor,
addition of synthesis gas (2 bar below desired reaction pressure, CO:H2 = 1:1, used as
received and stored in aluminum bottle, Linde) while heating to reaction temperature
under constant stirring (1200 rpm) initiated catalyst pre-formation. It should be
noted that during catalyst pre-formation no substrate was present in the reactor. The
substrate was injected after catalyst pre-formation to start the reactions.
All experiments were prepared by transfer of substrate into the pressure lock
with Schlenk technique parallel to catalyst pre-formation. For hydroformylation
experiments, substrate injection with the desired synthesis gas pressure via the
pressure lock started the experiment after reaching reaction temperature. For
isomerization or hydrogenation experiments, the activated solvent-catalyst mixture
was cooled down to room temperature after reaching reaction temperature with
subsequent gas phase exchange to inert N2 (1 bar) or H2 (2 bar below desired reaction
pressure), respectively. Cooling to room temperature was necessary to prevent
significant solvent evaporation during evacuation for gas phase exchange. Injection
of the substrate with 3 bar N2 (isomerization) or H2 (hydrogenation) started the
respective experiments after reaching reaction temperature again. The stirring rate
was always at the maximum possible rate (1200 rpm) for all experiments to minimize
gas-liquid mass transfer limitations.
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A.3 Gas chromatographic analysis

Offline sample analysis was done using a gas chromatograph (Agilent 6890 Series),
equipped with a flame ionization detector. Two column setups were used: i) A
HP-INNOWax column (120 m length, 0.25 mm inner diameter, 0.50 μm film thickness)
for complete resolution of n-decenes (see Figure A.4a) and ii) a HP-5 column
(30 m length, 0.25 mm inner diameter, 0.25 μm film thickness) for short analysis
time (see Figure A.4b) [Jörke et al. 2015a, 2016]. The method of internal standard
was used for quantification, using n-dodecane (TMS experiments) or toluene (all
other experiments) as internal standard (ISTD). All used calibration standards and
response factors are summarized in Table A.1. Response factors of compounds with
non-available calibration standards were estimated by closing atom balances.
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Figure A.4: Resolution of n-decenes using a) 120 m HP-INNOWax column and b) 30 m
HP-5 column.



xviii A Experimental details

Table A.1: Calibration standards and respective response factors RF for quantification

Component Supplier Purity ISTD RF R2 Median

1-decene Fluka 99% n-dodecane 1.03 0.99 -

(E)-2-dec ChemSampCo 95% n-dodecane 0.99 0.99

1.07(E)-3-dec ChemSampCo 95% n-dodecane 1.07 0.99
(E)-4-dec ChemSampCo 89% n-dodecane 1.17 0.99
(E)-5-dec ABCR 95% n-dodecane 1.07 0.99

(Z)-2-dec TCI 86% n-dodecane 1.19 0.99
1.19(Z)-3-dec ChemSampCo 62% n-dodecane 1.04 0.99

(Z)-5-dec ChemSampCo 72% n-dodecane 1.47 0.99

decane Alfa Aesar 99% n-dodecane 1.02 0.99 -

undecanal Alfa Aesar 99% n-dodecane 1.49 0.99 -

UME TCI 99% toluene 1.34 0.99 -
iUME - - toluene 1.34 = UME -

hUME TCI 99% toluene 1.35 0.99 -

oxoUME - - toluene 1.70 C-balance -

OME TCI 96% n-dodecane 1.10 0.99 -
iOME - - n-dodecane 1.10 = OME -

hOME TCI 95% n-dodecane 1.10 0.99 -

oxoOME - - n-dodecane 1.05 C-balance -



B Gas solubility and mass transfer

coefficient

Modeling multiphase hydroformylation systems requires knowledge about the
solubility of the gaseous reactants CO and H2 in the complex liquid reaction mixtures
as well as the effective mass transfer coefficient keff. Data from preliminary gas
solubility experiments at different temperatures was used to determine these
parameters. In these experiments, the pressure drop of CO or H2 was measured after
injecting the gases into 45 ml liquid reaction mixture with standard initial composition
(c0

sub = 1 mol l−1) but without catalyst to avoid conversion of the dissolved gases.
From the recorded pressure drop curves followed the amount of dissolved substance
and thus the Henry coefficient as well as its temperature dependence. Additionally,
the effective mass transfer coefficient keff followed from the dynamics of the pressure
curves. The results are presented in Figure B.1 and Table B.1.
Parameter estimation was done by fitting the solution of a dynamic differential
equation describing the pressure curve to experimental data. Starting point of the
derivation of this equation is (2.27). Since no reaction takes place, the reaction mixture
will dissolve gas molecules until the equilibrium between gas and liquid is reached
(see (B.1)).

dpi

dt
= keff

(
ci −

p∗i
Hi

) Vliq

Vgas
RT = keff

(
ni,liq − n∗

i,liq

) RT
Vgas

(B.1)

The amount of dissolved substance Δni,liq is directly proportional to the pressure drop
in the gas phase (see (B.2)).

(
ni,liq − n∗

i,liq

)
= Δni,liq = −Δni,gas =

ΔpiVgas

RT
=

(
p∗i − pi

)
Vgas

RT
(B.2)

From combining (B.1) and (B.2) follows the differential equation for the pressure curve
(B.3). However, the equilibrium pressure p∗i is unknown and has to be substituted.

dpi

dt
= keff(p∗i − pi) (B.3)
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At equilibrium, the amount of dissolved substance n∗
i,liq (B.4) follows from the final

pressure difference between initial pressure p0
i and final equilibrium pressure p∗i .

n∗
i,liq = −n∗

i,gas =

(
p0

i − p∗i
)

Vgas

RT
(B.4)

To calculate the equilibrium pressure with (B.5), (B.4) is inserted into Henry’s Law
2.24.

p∗i = Hi(T) c∗i = Hi(T)
n∗

i
Vliq

=
Hi(T)Vgas

RT

(
p0

i − p∗i
)
= K̂

(
p0

i − p∗i
)

=
K̂

1 + K̂
p0

i (B.5)

From substituting the equilibrium pressure in (B.3) with (B.5) follows the final differ-
ential equation for the pressure curve (B.7) after normalizing by the corresponding
initial partial pressure p0

i (B.6). The advantage of using the normalized pressure
pn,i instead of the real pressure pi lies within the well defined initial condition
pn,i(t = 0) = 1.

dpi

dt
= keff

(
K̂

1 + K̂
p0

i − pi

) /
: p0

i (B.6)

dpn,i

dt
= keff

(
K̂

1 + K̂
− pn,i

)
(B.7)

with

K̂ =
Hi(T)Vgas

RT
i = CO, H2
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Figure B.1: Experimental (symbols) and modeling (solid lines) results of the solubility
of CO (closed symbols) and H2 (open symbols) at different temperatures:
a) n-decene-TMS system and b) UME-toluene system.
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Table B.1: Gas solubility and effective mass transfer parameters with 95 % confidence
interval for the n-decene-TMS and the UME-toluene system. Reference tem-
peratures for Henry’s Law (2.24): 388 K (n-decene) and 378 K (UME).

Parameter n-decene-TMS system UME-toluene system

keff 2.4122 min−1 ± 8.0 % 2.1938 min−1 ± 4.8 %

HCO,ref 1.2352e+04 Pa m3 mol−1 ± 0.4 % 9.3246e+03 Pa m3 mol−1 ± 0.8 %

BCO 0.5977 ± 12.9 % 1.0202 ± 12.8 %

HH2,ref 2.0136e+04 Pa m3 mol−1 ± 0.5 % 1.7190e+04 Pa m3 mol−1 ± 0.5 %

BH2 1.3006 ± 6.9 % 2.4609 ± 3.5 %





C Characterization of gas-liquid mass

transfer limitations

Multiphase reaction systems have to be characterized in terms of possible mass
transfer limitations. For fluid-fluid systems, a common characterization quantity is
the dimensionless Hatta number Ha [Baerns 2012]. The Hatta number is defined as
the ratio of reaction rate in the liquid bulk phase to the mass transfer rate of a gaseous
reactant from the phase boundary into the liquid bulk phase. It is analogous to the
Thiele-modulus known in heterogeneous catalysis. Four typical Hatta regimes are
distinguished:

I: Slow reaction (Ha < 0.3): Bulk reaction

II: Transition regime (0.3 ≤ Ha ≤ 3): Bulk reaction

III: Fast reaction (Ha > 3): Film reaction

IV: Instantaneous reaction (Ha � 3): Reaction in the phase boundary

In case of a slow reaction, the mass transfer is not limiting, the concentration of
dissolved reactant is constant in the whole liquid volume with the reaction taking
place in the bulk. In the transition regime, mass transfer and reaction rate are in
the same order of magnitude with a linear concentration drop of the dissolved
reactant in the film and bulk reaction. Fast reactions are characterized by a non-linear
concentration profile of the dissolved reactant, which is completely consumed in the
film. In this case, the enhancement factor E (C.7) has to be considered. Instantaneous
reactions are so fast, the reaction takes place in the phase boundary and depends only
on the mass transfer rate and the interfacial area (see Figure C.1).
In case of 1-decene hydroformylation, starting point of the Hatta number calculation
is the mass balance of a gaseous reactant (C.1). In the following calculation, the Hatta
number is calculated with respect to H2 because it has a lower solubility than CO and
could become limiting in cases of low synthesis gas pressure (1 bar in this calculation).
However, the discussion could be conducted with CO in an analogous fashion.

dcH2

dt
= keff

(
pH2

HH2
− cH2

)
− khyf1(T) c1D cCO cH2(

1 + KI
hyfcH2 + KII

hyf cH2 cCO

) · cRh,tot

(1 + Kcat cCO)
(C.1)
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Figure C.1: Hatta regimes. I: Slow reaction (Ha < 0.3), II: Transition regime (0.3 ≤ Ha
≤ 3), III: Fast reaction (Ha > 3) and IV: Instantaneous reaction (Ha � 3).

Assuming a steady state situation (d/dt = 0) and low H2 concentration, the reaction
rate becomes a first order reaction with respect to H2 and (C.1) simplifies to (C.2).

keff

(
pH2

HH2
− cH2

)
=

khyf1(T) c1D cCO cH2 cRh,tot

(1 + Kcat cCO)
(C.2)

Assuming constant concentrations of CO, 1-decene and catalyst precursor (differential
conversion), (C.2) simplifies to (C.3).

keff

(
pH2

HH2
− cH2

)
= K̂cH2 (C.3)

with

K̂ =
khyf1(T) c1D cCO cRh,tot

(1 + Kcat cCO)

An explicit expression for the H2 concentration (C.4) follows from (C.3) and is needed
for insertion into the effective reaction rate (C.5) which is influenced by mass transfer.

cH2 =
keff

pH2
HH2(

K̂ + keff
) (C.4)

The effective reaction rate is then

reff = k̂cH2 =

(
1

1/keff + 1/K̂

)
pH2

HH2
. (C.5)

It is obvious from (C.5) that two limiting cases exist, namely fast mass transfer
compared to reaction rate and vice versa. The first case represents a situation with
intense gas-liquid mixing, low catalyst or substrate concentrations or low temperature
(keff � K̂). The concentration of the gaseous reactants in the liquid phase in this case is
equal to the equilibrium concentration at the phase boundary c∗i and can be calculated
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with Henry’s law. Hence, the effective reaction rate shows a first order dependence
with respect to the concentrations of (gaseous and liquid) reactants and catalyst. The
temperature dependence is dominated by the reaction rate constant khyf1.
The second case represents a situation with insufficient gas-liquid mixing, very
high catalyst or substrate concentrations or high temperature (keff � K̂). In this
case, the effective reaction rate is limited by mass transfer and shows a zero order
dependence with respect to liquid substrate and catalyst concentrations but a first
order dependence with respect to gaseous reactants. The temperature dependence is
much less pronounced compared to the first case and dominated by mildly temper-
ature dependent Henry constants because the effective mass transfer coefficient is
considered to be almost temperature independent [Baerns 2012].
The Hatta number Ha can be calculated as the square root of the ratio of the charac-
teristic reaction time tR = 1/K̂ divided by characteristic diffusion time tD = 1/keff

(C.6) [Baerns 2012]. Using the estimated parameter values for the 1-decene system,
standard initial concentration of 1-decene (0.9 mol l−1), standard rhodium to substrate
ratio (1:10000), and 1 bar synthesis gas pressure, the calculated Hatta number at
standard reaction temperature (105 ◦C) is ≈ 2. For this extreme borderline case, the
value is in the transition regime 0.3 ≤ Ha ≤ 3 where mass transport and reaction rate
are in a similar order of magnitude [Baerns 2012].

Ha =

√
tR

tD
=

√
K̂

keff
≈ 2 < 3 (C.6)

The enhancement factor E, describing the mass transfer increase due to reaction in the
liquid film near the phase boundary (C.7), is also ≈ 2 in this case.

E =
Ha

tanh(Ha)
≈ 2 (C.7)

More generally, the characteristic reaction time tR is the reaction rate divided by the
concentration of the gaseous reactant of interest (in this case: H2). Figure C.2 shows
the Hatta number as well as the enhancement factor as a function of the synthesis gas
pressure using standard substrate and catalyst concentrations without simplifying
(C.1). At standard hydroformylation conditions (1-decene system, 5-20 bar synthesis
gas pressure), the Hatta number is between 0.7 - 1.4 with an enhancement factor
between 1.1 - 1.5 for the equipment and conditions used in this thesis.
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D Local parameter subset selection

results

Local parameter subset selection results are presented for the isomerization, hydro-
genation and (tandem isomerization-) hydroformylation (sub)network analysis for
n-decenes in Figure D.1 and UME in Figure D.2. Evidently, the experimental designs,
presented in Table 3.4 and Table 4.1 allowed to maintain identifiability of all kinetic
parameters of the developed mechanistic kinetic models, discernable by the condition
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Figure D.1: Time-resolved FIM condition numbers for reaction subnetwork analy-
sis for n-decene: a) isomerization, b) hydrogenation and c) (tandem
isomerization-) hydroformylation (see Table 3.4).
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numbers κ of the FIM (mostly) not exceeding the numerical threshold (see discussion
in section 2.3).
The parameter estimation problem for n-decenes is conditioned best in the first
10-20 min of reaction time, indicated by low condition numbers in this time domain.
Hence, a high sampling rate was realized in this time domain to exploit the high
informational content.
The condition of the parameter estimation problem for UME looks different as a result
of the extended kinetic model and less experiments in the design. Less experiments
were designed to increase the efficiency in terms of resources consumption. However,
all kinetic parameters were identifiable using this reduced experimental design and
could be determined with high accuracy (see section 4.4).
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Figure D.2: Time-resolved FIM condition numbers for reaction subnetwork analysis
for UME: a) isomerization, b) hydrogenation and c) hydroformylation (see
Table 4.1).



E Derivation of the non-stoichiometric

equilibrium formulation

The non-stoichiometric equilibrium formulation (2.3)-(2.4) is derived by transforma-
tion of the Gibbs energy minimization (E.1) of a reaction system, subject to atom
balances (E.2) of Nel chemical elements present in Ns species at equilibrium.

Geq = min
n

G =
Ns∑

i=1

Δgini (E.1)

s.t.

0 = bj −
Ns∑

i=1

βijni for j = 1 : Nel (E.2)

The optimization problem includes the element-species-matrix β, the amount of
substance n and the total amount of chemical elements b. Since this optimization
problem is equality constrained, it can be reformulated into an unconstrained
optimization problem by introduction of Lagrange multipliers λ [Nocedal and Wright
2006]. From the transformation follows the modified Gibbs energy Gmod (E.3).

Geq = min Gmod =
Ns∑

i=1

Δgini +

Nel∑
j=1

λj

(
bj −

Ns∑
i=1

βijni

)
. (E.3)

The molar standard potential Δgi of species i is defined as

Δgi = Δfg◦i (T) + RT ln(ai) (E.4)

with the temperature dependent molar standard potential of formation Δfg◦i (T) of
species i. Inserting the definitions of activity ai = xi · γi, with the activity coefficient γi

and molar fraction xi = ni/ntot in (E.4), generates

Δgi = Δfg◦i (T) + RT ln(xi) + RT ln(γi) . (E.5)
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In case of n-decene isomerization, ideal behavior of n-olefins in a solvent is assumed
since the molecules are similar, non-polar and diluted, which corresponds to γi = 1.
The third term in (E.5) becomes zero in this case. Combining (E.5) with (E.3) leads to a
simplified expression for Gmod

Geq = min Gmod =
Ns∑

i=1

[
Δfg◦i (T)ni + RTni ln

(
ni

ntot

)]
+

Nel∑
j=1

λj

(
bj −

Ns∑
i=1

βijni

)
. (E.6)

The minimum of Gmod has to satisfy the necessary first order optimality conditions

∂Geq

∂ni
= 0 and

∂Geq

∂λj
= 0. (E.7)

Calculating the first derivative of Geq with respect to the amount of substance ni of
species i leads to

∂Geq

∂ni
= Δfg◦i (T) + RT

(
ln
(

ni

ntot

)
+ 1

)
−

Nel∑
j=1

λjβij = 0. (E.8)

An explicit expression for the molar fraction xi at equilibrium (E.9) can be obtained by
rearranging (E.8).

xi = exp

⎡
⎣ 1

RT

⎛
⎝ Nel∑

j=1

λjβij − Δfg◦i (T)

⎞
⎠− 1

⎤
⎦ (E.9)

The second optimality condition and the bootstrap condition that the sum of all molar
fractions xi is equal to 1 leads to

∂Geq

∂λj
= bj −

Ns∑
i=1

βijni = 0 (E.10)

and
Ns∑

i=1

xi − 1 = 0. (E.11)

Dividing (E.10) by the total amount of substance ntot and inserting (E.9) generates the
final algebraic equation system (2.3)-(2.4) that has to be solved in order to calculate the
reaction equilibrium composition.



F Quantum chemical calculations

It should be noted that the author of this thesis published significant parts of this
chapter as first author in [Jörke et al. 2016]. Further details and results can be found
in the cited article. All QM calculations that are presented in this chapter were done
by Emilija Kohls. More details and results can be found in her thesis [Kohls 2018 - in
preparation].

F.1 Comparison of BGCM to quantum chemical

calculations

Benson’s group contribution method (BGCM) is a well-established and easy to
implement method to calculate thermodynamic state functions of organic compounds.
However, the degree of structural molecular complexity that can be distinguished by
BGCM is limited. In case of n-decenes, it is not possible to distinguish all n-decene
isomers (cis-3-decene = cis-4-decene, trans-3-decene = trans-4-decene). Conformers
of the same isomer are generally not considered in BGCM. Additionally, BGCM
is depending on the experimental database to which the increment values were
fitted. Because of these drawbacks, BGCM was compared to results from ab initio
quantum chemistry calculations (QM) presented in [Jörke et al. 2016; Kohls 2018 - in
preparation] and experimental data to evaluate the quality of BGCM.
Starting point of calculating thermodynamic state functions with QM methods are
molecule structures that represent potential energy minima (see Figure F.1) [Kohls
2017, 2018 - in preparation]. Two representative DFT exchange-correlation functionals
(B3LYP-D3 [Becke 1988; Lee et al. 1988; Grimme et al. 2010], M06-2X [Zhao and
Truhlar 2008]) as well as the post-Hartree-Fock second order Møllet-Plesser MP2
correlated wavefunction method were used for the calculations.
The calculated enthalpies, entropies and heat capacities relative to 1-decene at 298 K
are summarized in Table F.1. BGCM data was used as a reference point to calculate
root mean squared errors RMSE’s due to the lack of experimental data. Generally, the
enthalpies are in good agreement with BGCM and follow the same trend in enthalpy
difference from cis to trans isomers (see Figure F.2a). At 298 K, the calculations yield
that the cis isomers are less stable than the trans isomers by 5.2, 5.8 and 5.0 kJ mol−1

xxxi
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on average, at B3LYP-D3, M06-2X and MP2 levels, respectively. In BGCM at 298 K,
the enthalpy difference between cis and the respective trans isomer is always 4.9 kJ
mol−1.

1-decene (E)-2-decene 
(Z)-2-decene 

(E)-3-decene 
(Z)-3-decene (E)-4-decene 

(E)-5-decene 
(Z)-4-decene 

(Z)-5-decene 

Figure F.1: Structures corresponding to global energy minima of n-decenes used for
QM calculations after thorough exploration of conformer energy landscape.
The double-bonds in all molecules are highlighted with circles [Jörke et al.
2016; Kohls 2017, 2018 - in preparation].

Experimental Gibbs energy differences were calculated from experimentally observed
molar fractions of n-decene isomers at equilibrium (see Table 3.3 in section 3.1.3) using
a standard mass action law formulation (F.1). The resulting experimental Gibbs energy
differences are presented in Figure F.2b and Table F.1.

Keq
i−1D = exp

(
−ΔΔfg◦i(T)

RT

)
=

aeq
i

aeq
1D

=
γix

eq
i

γ1Dxeq
1D

≈ xeq
i

xeq
1D

(F.1)

The calculated relative Gibbs energy differences at process conditions (378 K, 1 bar)
were compared to experimental values directly (Figure F.2b and Table F.1). B3LYP-D3,
M06-2X and MP2 show small mean deviation relative to experimental data (RMSE =

3.4, 4.3 and 3.0 kJ mol1, respectively) but do not follow the trend in isomer energy
ranking. Although the deviation between QM and experiment is not huge, BGCM is
much closer to experimental data. If it is of interest to study the reaction equilibrium
of energetically similar components using calculated Gibbs energy differences, it is
questionable, if the accuracy of thermodynamic data generated with QM methods is
sufficient for this task.
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Figure F.2: Comparison of selected QM calculation results: a) Calculated enthalpy dif-
ferences −ΔΔfh◦(298 K) at B3LYP-D3, M06-2X and MP2 levels of theory
compared to results obtained with BGCM; b) Calculated Gibbs energy dif-
ferences −ΔΔfg◦(378 K) at B3LYP-D3, M06-2X and MP2 levels of theory
compared to results obtained with BGCM and experimental data at pro-
cess conditions (378 K). QM data taken from [Jörke et al. 2016; Kohls 2018 -
in preparation].

Although the enthalpy differences calculated with QM methods give a consistent trend
in the ranking of the n-decene isomers at every level of theory (Figure F.2a), this trend
is not preserved for the calculated relative Gibbs energy differences (Figure F.2b). In
the following paragraph, linear error propagation analysis is used to emphasize the
origin of these deviations.
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The Gibbs energy differences between internal n-decenes and 1-decene at process con-
ditions (378 K, 1bar) were calculated using the Legendre transformation of the Gibbs-
Helmholtz-equation (F.2) and Kirchhoff’s law.

ΔΔfg◦(T) = ΔΔfh◦(T)− TΔs◦(T)

= ΔΔfh−◦ +

T∫
T−◦

Δcp(T)dT − T

⎛
⎝Δs−◦ +

T∫
T−◦

Δcp(T)
T

dT

⎞
⎠ (F.2)

The required values for enthalpies, entropies and heat capacities from QM results are
summarized in Table F.1. Assuming a constant mean heat capacity as first rough esti-
mate, (F.2) becomes (F.3).

ΔΔfg◦(T) = ΔΔfh−◦ + Δcp
(
T − T−◦ )− T

(
Δs−◦ + Δcp ln

(
T

T−◦

))
(F.3)

Form the total differential of ΔΔfg◦(T) follows the expression for linear error propaga-
tion (F.4), which depends only on temperature and error values of the thermodynamic
state functions.

δΔΔfg◦(T) =
∣∣∣∣∂ΔΔfg◦(T)

∂ΔΔfh−◦

∣∣∣∣ δΔΔfh−◦ +

∣∣∣∣∂ΔΔfg◦(T)
∂Δs−◦

∣∣∣∣ δΔs−◦ +

∣∣∣∣∂ΔΔfg◦(T)
∂Δcp

∣∣∣∣ δΔcp

= |1| δΔΔfh−◦ + |−T| δΔs−◦ +

∣∣∣∣(T − T−◦ )− T ln
(

T
T−◦

)∣∣∣∣ δΔcp (F.4)

To estimate the error of Gibbs energy differences at 378 K, the RMSE’s as errors
for relative enthalpy, entropy and heat capacity were taken from Table F.1 as a first
approximation. For MP2, the best performing QM method, the single contributions to
the mean error of Gibbs energy differences δΔΔfg◦(378 K) are shown in (F.5).

δΔΔfg◦(378 K) = ±4.27 kJ mol−1 ≈ 1 kcal

= |1| 0.8 kJ mol−1︸ ︷︷ ︸
0.8 kJ mol−1

+ |−378 K| 9.0 J mol−1 K−1︸ ︷︷ ︸
3.4 kJ mol−1

+ |−9.89 K| 7.4 J mol−1 K−1︸ ︷︷ ︸
0.07 kJ mol−1

(F.5)

It is obvious that the uncertainty of entropy is responsible for 80 % of the ΔΔfg error
at 378 K. The contribution of the heat capacity, however, is negligible compared to
the contribution of entropy, although the uncertainty of both thermodynamic state
functions is in the same range. A strong reduction of entropy uncertainty by one order
of magnitude would be necessary to achieve a similar error contribution compared to
enthalpies. Hence, a precise prediction of ΔΔfg requires further improvement of QM
based calculation of entropy values.
It can be concluded that thermodynamic state function values generated with QM
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methods are useful as far as enthalpies are concerned. If Gibbs energy at elevated
temperatures is of interest, errors become relevant that originate from entropy
uncertainties. Therefore, thermodynamic state function values calculated with BGCM
were preferred in this thesis because of their accordance to experimental data.

Table F.1: Calculated enthalpy, entropy, heat capacity and Gibbs energy differences rel-
ative to 1-decene at B3LYP-D3 (II), M06-2X (III) and MP2 (IV) level of theory
[Jörke et al. 2016; Kohls 2018 - in preparation] versus results from BGCM
(I). Thermodynamic corrections at 298 K and 1 bar. RMSE’s are relative to
BGCM results, except for ΔΔfg◦(378 K) (relative to experimental data).

I II III IV I II III IV Exp.

−ΔΔfh
−◦

/ kJ mol−1 Δcp(298 K) / J mol−1 K−1

1-decene 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -
(E)-2-dec 11.6 11.9 11.9 11.1 0.2 2.6 3.9 2.2 -
(E)-3-dec 11.9 10.8 10.4 10.8 −2.1 2.2 3.0 1.7 -
(E)-4-dec 11.9 10.6 11.0 11.4 −2.1 1.6 3.4 1.8 -
(E)-5-dec 11.9 10.8 10.3 11.4 −2.1 1.8 2.1 1.8 -
(Z)-2-dec 6.8 6.5 6.4 5.8 −7.8 1.9 3.1 1.5 -
(Z)-3-dec 7.0 5.2 4.5 5.5 −10.1 1.3 1.9 0.9 -
(Z)-4-dec 7.0 5.9 4.8 6.7 −10.1 1.3 2.0 0.9 -
(Z)-5-dec 7.0 5.8 4.6 6.7 −10.1 1.1 1.3 0.8 -

RMSE - 1.1 1.6 0.8 - 7.7 8.3 7.4 -

Δs−◦ / J mol−1 K−1 ΔΔfg◦(378 K) / kJ mol−1

1-decene 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
(E)-2-dec −3.4 5.8 12.3 2.4 10.3 14.1 16.6 12.1 10.0
(E)-3-dec −4.4 6.9 11.2 1.5 10.2 13.5 14.6 11.4 10.0
(E)-4-dec −4.4 −0.8 16.9 2.9 10.2 10.4 17.4 12.5 10.8
(E)-5-dec −10.2 1.4 2.3 3.1 8.0 11.3 11.2 12.6 8.6
(Z)-2-dec 1.6 13.6 19.0 9.5 7.3 11.7 13.6 9.4 7.3
(Z)-3-dec 0.7 14.5 10.8 10.8 7.2 10.7 8.6 9.6 6.0
(Z)-4-dec 0.7 11.7 9.5 7.7 7.2 10.4 8.4 9.6 6.9
(Z)-5-dec −5.1 6.5 0.5 9.5 5.0 8.2 4.8 10.3 4.8

RMSE - 10.3 13.4 9.0 0.5 3.4 4.3 3.0 -
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F.2 Rh-BiPhePhos catalyst structures

The calculated IR spectra for the comparison to experimental data, shown in Figure 3.9,
based on DFT calculations [Kohls 2017, 2018 - in preparation]. Figure F.3 summarizes
the optimized geometries of the corresponding Rh-BiPhePhos complexes.

a) b) 

c) d) 

Figure F.3: Rh-BiPhePhos structures that correspond to calculated DFT IR spectra
shown in Figure 3.9 (BP86/def2-TZVP) [Kohls 2017, 2018 - in preparation]:
a) hydrido-Rh-monocarbonyl with hydride and carbonyl ligand in the same
vertical axis, b) hydrido-Rh-monocarbonyl with hydride and carbonyl lig-
and in cis position, c) hydrido-Rh-dicarbonyl complex with e,e-coordination
of the ligand and d) Rh-dimer with simultaneously bridging μ-CO and lig-
and.
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Figure G.1: Isomerization of 1-decene (left column) compared to UME (right column)
at 0 (a-b), 1 (c-d) and 5 (e-f) bar CO. (c0

sub = 1 mol l−1, Rh:sub (molar) =
1:10000, Rh:lig (molar) = 1:3)
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