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Abstract. In the present work, the tolerable impurity level and conitpms for a reactor
plasma using several sets of model assumptions are evdlu&pecial care was taken to
evaluate a comprehensive and consistent set of atomic da@bfdifferent elements, such
that the impurity level for various elements may be studiedagunction of their nuclear
charge. The data set may not only be useful for the preseraedar for system codes which
design fusion reactors, but also for interpretation of bwtric measurements. Additionally,
the predictions of the spectral distribution of the radiap@wer is of high quality such that
soft X-ray broadband measurements may be interpreted.

In the present work the data is used for predicting the radipbwer in a reactor plasma,
using a 0D, several variants of a 0.5D model and a realistia$SDRA modelling of a DEMO
plasma, i.e. the EU DEMO1 2015 design. The maximal or apgatspimpurity content of a
reactor plasma for all models can be determined, such teapribdictions from a simplistic
0D model can be compared to less simplistic models and a prepetor simulation. These
comparisons suggest that with the simplistic models theuiitypcontent may be estimated
within a factor of about 1.5, independent of the realizatdbthe reactor plasma. At the same
time this study underlines the sensitivity of the reactarfqggenance on the impurity mixture
and especially of the He content of the plasma. Additionaly extended 0.5D model is
presented which is able to predict variations of the fusiidyQ and the He concentration,
when both is known for a reference scenario. These predgpoove to be of high accuracy
when compared to the 1D ASTRA modelling and thus, allow thteimpact of an increased
dilution and a simlutaneous temperature rise at constasnm pressure to be evaluated.
Furthermore, the parameter space is scanned with more Itftfanmodel reactor plasmas
demonstrating that the use of a low-Z impurity diminishes glossibility of an economical
feasible reactor plasma. The main results of the parameterare made available via scaling
formulae.

PACS numbers: 28.52, 32.30, 34.80, 52.20, 52.25, 52.48552.
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In todays fusion experiments impurities are often consides nuisance, levels dof.;
are minimized and the radiated power is considered missowep when stability and
performance of a plasma discharge are evaluated. At the saradt is well known that
in a reactor impurities are needed in order to radiate thespoather than guiding it into the
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divertor. Both views are justified and for a reactor the rigalance between beneficial and
detrimental effects is required, thus, an optimal impuletyel and composition exists. This
problem is multifaceted and in the present work the focusuisgm the balance of fusion

performance and radiative cooling inside the last closeddiuface.

A crucial ingredient for investigations of this topic areethtomic data necessary for
evaluating the radiative cooling of an impurity. While bgicrucial, a study of the literature
reveals that the necessary atomic data is either of basplaléy [1] or it is available for only
a few elements in high quality [2]. Additionally, the quglgtandards for low-Z elements
are typically much higher than for high-Z elements, as tiielare characterized by more
complex electronic structures making the structure cataut and all subsequent calculations
such as those of collision cross-sections and collisioadiative modelling more complicated
and thereby limited. Moreover, an evaluation of radiatiwelmg requires atomic data for all
ion stages of an element, which makes heavy elements dueitartany ion stages doubly
challenging. Due to these limitations the most up to datenaalata of e.g. tungsten (W)
from [3—8] are less advanced than the calculation avail@blew-Z elements (e.g. [2]). Still,
the modern calculations deal with the details of the wavetions such that the prediction of
realistic spectrais possible [3,4,6] also enabling therpretation of broadband measurements
of soft X-ray radiation. Generally the best atomic data &hdne used for all applications,
which implies that for various elements a mix of sources far atomic data is necessary.
However, this implies that certain effects in the studiegsgits, e.g. impurity limits in a
fusion reactor, may originate not only from the charactiesof studied elements, but also
from the characteristics of the used calculation methode @ata from different sources
may be evaluated via different optimization criteria analspha parameter grids such that an
application of the data in a different context is either ri@priate or requires extrapolation
of the temperature or density grids. Such an effect seentsdevim figure 1 of [9], where
clearly not all cooling curves follow &7,-dependence for high temperatures, indicating that
in this temperuture range the Bremsstrahlung contributamot correctly evaluated for all
cases. This effect is also discussed in [9]. In order to pl®@ data set, which features as
high quality as possible and at the same time is of similaligyufar all considered elements
a new data set has been evaluated using the same codes aaththe@nplexity for all ion
stages of all elements. These data sets are depicted in figamd are also made available
following the publication of the present work.

The atomic data are then applied in several types of reaatdets in order to determine
the optimal impurity level for all of the considered impig#. The studied reactor models are
several simple models in which a balance between heatingegblasma via the-particles
produced by DT-fusion and all losses is assumed. Stepwikelgomplexity of the model
is increased leading to a better traceability of model agpsioms and their effect. The last
enhancement gives insights into the effect of the impwritie the fusion power, He content
and radiative cooling, while all parameters fullfill seirtsistently the above mentioned power
balance. These values are then compared to a transport,meda@ 1D ASTRA simulation
based on the EU DEMO1 2015 design [10]. Furthermore, the ewisanced of the power
balance models allows to predict quickly the impurity congnd other important parameters,
which are of interest when considering a fusion reactor gfkamnd. Thus, it is used to provide
a huge database of reactor plasmas properties which arerihda available in terms of
scaling formulae.
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Figure 1. (colored in online-version) Calculated cooling factorstfte considered elements
from H to Bi atne = 5 - 1012 m—3. All atomic data will be made available via ADAS.

2. Radiation Losses and Atomic Data

As the optimal impurity level crucially depends on the raigdi& cooling by an impurity,
the related atomic data is of major importance for the foltmpinvestigations. This article
focusses on the implications on the impurity level in a readevice and thus, the description
and focus of the atomic data is limited and presented elsmwhé&evertheless a basic
description of the considered atomic data and related tiadidosses is presented along a
brief description of synchrotron radiation losses. It dddoe noted that the atomic data
produced feature the following characteristics:

e The focus is put on the temperature range of the confined plasen~ 100 — 200 eV <
T. < 100keV, which is a temperature range excluding neutrals and lowlrged ion
stages notorious for computational and model complication

e The calculated data for highly radiating species in fhisrange, i.e. mid-Z to high-Z
elements, is of elevated but not cutting edge quality. Indassequence it means that its
quality has been assessed before, and the calculatioruneds not new. The advantage
of the new data is rather the fact that for each ion the samescaidd approximations are
used.

e The line radiation is obtained via calculations with the @oweode using the plane-wave
Born approximation and an extrapolations to large quantumbers.

e The Bremsstrahlung is obtained via the original formulaef{11] and the interpolation
of Gaunt factors is done using the parametrization from.[Er low-Z elements this
contribution is dominant.

e The ionization rates are obtained via the configurationayed distorted wave scheme
in ADAS [13] similar to that presented in [14].
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e The recombination rates are obtained from a parametric fonplemented in
adas407/408 in ADAS [13]

e The new atomic data is called 'consistent’ across diffenepurity elements, because
not only line radiation but also Bremsstrahlung and recomatidn radiation is evaluated
using the same formulae and Gaunt factors. The used tempemgtid was chosen
such that no extrapolations are performed. Additionalfoahe ionization equilibria
do behave systematic from element to element. The calonktre performed for more
than 1000 different ions.

2.1. Line Radiation

For ion stages with bound electrons typically line radiatis the dominant fraction of the
total radiated power. As the calculation of line radiatismiso connected to many choices, a
detailed description of all undertaken steps is presemtéue following.

2.1.1. Electronic Structure The electronic structure of ions is given by the propertigbe
wave functions of all levels. In this context, a ‘level’ cesponds to the finest discrimination
between wave functions taking the differences in angulame@um and radial distribution
of the wave functions amplitudes into account. For the datmn of the unknown wave
functions a scheme is used called multi-configuration learffock (MCHF), which models
the unknown wave function by a linear combination of basiscfions obtained by the
multiplication of hydrogenic orbitals. These (because/the hydrogenic) wave functions
are well-known. More details can be found in [15]. Note, tte calculated structure
exhibits as many levels as the number of levels in the bagisth@ accuracy and the
properties of the structure depend strongly on the basistifums used. For example, if the
structure for Cu-like WP+ is calculated by using all levels contained in the configanat
1522522p53523p53d'%45s! as a basis (which are actually just two levels, given by tfferdint
spin of the electron) only two unknown wave functions will described. This will not
yield a good description of the spectrum, e.g. dipole ttanss require a parity change
of the involved wave functions. Clearly, a rather large basinecessary to describe the
structure of any W ion well. Note that for a complete desasipthe basis must be infinitely
large implying that always a choice has to be made when paifigr calculations on atomic
structure. The choice is typically aiming on describing kieels of interest well. For the
presented calculations a choice performed for the calonlaf the W spectra presented in [5]
is underlying. The same choice is kept for all isoelectrémits. In [4] and [5], the choice of
levels was optimized to describe the most intense lines @antbiximize the radiative power
from each ion, while staying within the limits of the Cowarded15].

After the wave functions are available, the transition piulities for all sorts of
spontaneous transitions can be calculated, typicallylmvg a choice about the type of
considered transitions. In the presented calculationstreleand magnetic dipole and
quadrupole transitions have been considered.

2.1.2. Plane-wave Born Approximation for Electron Impagtiation In order to predict
the radiation of the impurity ions, the calculation of etect collision cross sections is
necessary. This calculation is computationally challeggbecause any two levels of an
impurity ion may be linked via an electron collision, whikeetcross-section calculation needs
to be performed at many energies in order to calculate rat@sthermal plasma. A pre-
requisite for the cross-section calculation is the knog&edf the ion structure (cf. above
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paragraph), i.e. the wave function of each level. These Viiavetions are then combined
with that of the colliding electron in order to quantify thec&ation probabilities and thus,
cross-sections. For the excitation process there argeiiff@pproximations, one of which is
the plane-wave Born-approximation. In this scheme therimring and outgoing electron are
treated as plane waves. The difference in the wave vectomsamnds to a plane wave that is
combined with the wave functions of each bound level in otdé&nd the characteristics of the
wave functions corresponding to excited bound levels. Taegwave Born approximation
works well at high collision energies, where the wave fumttf the colliding electron is not
strongly perturbed by the target ion. A shortcoming of thenglwave Born approximation
is that the colliding electron is always distinguishablenfr the bound electrons and thus
spin changing transitions are not possible within this sahe Still, for high-Z elements
this shortcoming is less of a limitation as the quantum nunm®pin’ of a single electron
is not a well-defined quantum number for highly charged iofikis calculation scheme is
implemented via adas801, i.e. the Cowan code within ADAS.[I8ote, that for high-Z
elements strongly forbidden transitions beyond quadeipwy become relevant and cannot
be treated via the the Cowan code, which is expected to hantedl impact on the cooling
factor.

2.1.3. Collisional Radiative ModelFor typical electron densities in the confined part of
fusion plasmas the zero density approximation, assumatgthexcitation is performed from
the ground state (Coronal Approximation), is generallysidficient, as excited populations
- especially in metastable states - may yield additionaitation channels. Additionally, the
metastable systems may hold a considerable part of thepmpallation of an ion such that its
existence influences the total radiated power from the itwusTthe application of a so-called
collisional-radiative model is required, which consid#rs rate equations for each populated
state. The rate equation for an excited level k containsdinle to collisions, i.e. de-excitation
and excitation away from the considered level k, and due éatsmeous emission, described
by the associated Einstein-coeffcients. The sources aea dy collisional de-excitation and
excitation into the level k and by cascades from higher Evieé. spontaneous emissions
connecting to the level k. This system of rate equations ligeslovia adas810 in ADAS. It
may be noted that the mentioned processes responsiblefpotiulation sinks and sources of
a level k, are the absolute minimum for the collisional réideamodelling. Further processes
like excitation due to inner-shell ionization or populatsfollowing radiative recombination
may be added if necessary. However, the time scales of ibmizand recombination are
typically a few orders of magnitude slower than the timeassébr excitation and spontaneous
emission such that the rate equations for the populatiotessefs within each ion stage may
be separated from the ionization equilibrium.

2.1.4. Choice of Level-Resolved or Configuration Averagk®devel-resolved calculation
has the advantage that the calculated line power can bey easitpared with spectral
meausurements and a detailed benchmark on the spectrddutish of the radiated power
may be performed. In [4] such a benchmark for level-resokkedata has been performed
and even though the typical calibration uncertainties efagkperimental data are in the range
of 50%, the fact that the most intense emissions of the W isadaund in the modelled
spectra is quite encouraging. However, a comparison betlesel-resolved (LR) data to
data from configuration averaged (CA) calculations (cf) [8jealed, that the total radiated
power as calculated from LR data is well matched by the CAutation, if the same input
configurations for both calculations are used. At the same the computational size and
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demand is much smaller for the CA calculations allowing foirecreased number of included
configurations. For W ions with partially filled 4f- or 4d- od3&hells, this larger number of
configurations made a considerable difference (cf. [5],ualzofactor of 2 for the radiated
power) as the number of configurations for the LR calculaiaas chosen rather small, in
order to keep the system computationally manageable. TdiEsrvations suggest that when
calculating the cooling factor for high-Z elements it is molvisable to make compromises
with the number of included configurations, but rather oreutthmove to a CA calculation.
Additionally, it is found that for Ar-like, Kr-like or Pd-ke ions the lowest excited levels have
a large difference in J to the ground state for LR calculajomhich hinders the radiative
decay unless alternative decay channels are included icalbalation. This effect is not an
issue for CA and thus, if not a large enough model is impleeaior an LR calculation
the CA calculation is a better compromise. For the presemkwe LR and CA data set
was calculated, each including sets of configurations whate been identified in [4] (LR)
and [5] (CA) to be of highest importance for the spectra (LRJ total radiated power (CA),
respectively. Note, that this choice was performed vialand error’ and not via an algorithm

(e.g. [16]).

2.1.5. Top-up CorrectionsThe LR data may be considered irrelevant for the present work
but it has large potential for spectral modelling and alsdfnchmarking the CA data. Also,
if the data is used for the interpretation of broadband sefa) emissions the LR data is
potentially superior. Ideally, the LR data is used and thgsing transitions are taken from
the CA calculation and then added on top of the LR transiti®ueh a procedure assumes that
the structure, the excitation and also the collisionalatidé modelling behaves linearly for
additional transitions, which is not guaranteed and in, faten not expected. Nevertheless,
this procedure may be surveilled by benchmarking the resititt an equivalent, pure CA
calculation. For the presented data sets such a comparissmp&rformed for serveral key
impurities and the approach of topping up the LR data withitamidhl transitions from the
CA calculation ended up in cooling factors that were lesa 206 different from each other.

Both calculations, i.e. LR and CA, lack the contributions la§h-n transitions.
Considering electron impact excitation as the main driiethe excitation processes, the
importance of high-n transitions should be less pronoutioedigher the principal quantum
number n of the excited state is. In the present work it isvgited to estimate the missing
power from such transitions by simply employing a3nscaling of the exciation cross
sections. Note, that this approximation is valid for hydroig species and breaks down when
approaching the valence shell. Nevertheless it is useddseaanean to estimate the missing
radiation. This top-up correction is smaller than 10% fa televant temperature ranges and
becomes larger (up to 20 %) only for lowly charged ions of kigelements which exist below
100eV. Thus, this correction is not important for the présesrk, while it is still taken into
account.

2.1.6. Ingredients of the Final Consistent Data Set UsedHerEvaluation of the Cooling
Factors The final data sets feature the same configurations for alastronic ions of all
impurities. For all cooling factors the CA calculationsnga maximized set of configurations
(cf. to [5]) was used. As the configuration sets are the samesg@n isoelectronic sequence
also the high-n corrections are the same. Note, that alsodtie implementations for the
evaluation of the other contributions (cf. sections beltov}he cooling factor are kept the
same for all ions. Therefore, we call the data 'consistditiwever, this procedure does not
allow for high-quality evaluation of the data for low-Z elents. This is tolerable, because for
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low-Z elements the major effect on the reactor core plasisasafrom Bremsstrahlung and
dilution, which both do not benefit from high-quality mettsapplicable to ions which are not
fully-stripped. For the temperatures relevant for the ewadireactor plasmas, an even more
systematic choice of configurations could be beneficial (6]). However, when comparing
the high temperature data for the elements presented if{€]jto the data presented in the
present work the differences are smaller than30%.

Note, as indicated several times that LR data was calcukdtedy the CA data and it
makes sense to also provide atomic data for the interppatafimeasurements from soft X-
ray cameras. These data will be made available via ADAS odiv&ct communication, but
are not further discussed in the present work.

2.2. lonization Equilibrium

The ionization rates are calculated using the code adasBbiathe ADAS [13] framework.
Adas802 uses a configuration averaged distorted wave (CAB3Ngme which is almost
identical to the one presented in [14]. The resulting iotid@across sections are considered
to be of high-quality, however, for the purpose of largelscdata production, the calculation
of ionization rates ignores effects due to finite electrongity, i.e. only ionization from the
ground state is taken into account. The recombination easalculated using the case A
implementation in adas407/408. The case A implementats&s & hydrogenic model for
the radiative recombination. For the dielectronic recamabon, it uses Burgess’' general
formula [17]. This approach obtains the recombinationsata parametric forms, into which
level energies enter. Within ADAS an improved case B impletaton is available, which
is a slight improvement for the radiative recombination artdch uses the Burgess Bethe
General Program [18] for the dielectronic recombinatiamyéver, in the present work case
A was used as a nummerically more stable choice. A systeroatigparison between case
A and case B is presented in [6]. Note that for the applicatiobadas407/408, the electronic
structure of all ions needs to be available, the calculatfomhich is described above.

2.3. Radiation due to Recombination and Bremsstrahlung

For the major part of the electron temperature range undesideration the radiation
from recombination is only a small fraction of the total ratitn, while at high electron
temperatures the Bremsstrahlung becomes important if oimiircant. The contribution of
Bremsstrahlung is calculated using the formula of [1] arelftee-free Gaunt factor of [11].
The later is used from the parametrisation presented in fiEgause it best covers the desired
parameter space also for spectral distributions. From tBA%\ codes used to evaluate
radiative and dielectronic recombination, also radiatieevers related to these processes are
evaluated. The spectral distribution of radiative recamabion is given by the Maxwellian
distribution of the recombining electrons, while for theeldictronic case the assumption is
employed that each recombination emitts 1.2 times the &ioiz potential of the recombining
ion. Both, the radiation due to recombination and the Brérakhking are spectrally resolved
such that the spectral interpretation is possible. For flaéectronic recombination it is
assumed that the photons have an energy of approximatedytie7ionization potential of
the recombining ion. This is a rought estimate and shoulddmsidered good enough only
for cases in which the photon emission is not dominated bigcli®nic recombination. For
all considered elements, the ionization equilibria arénghat this assumption holds.
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2.4. Synchrotron Radiation

In a magnetically confined fusion reactor, hot electronsfareed on curved trajectories via
magnetic fields. Under these conditions electrons are knowmit synchrotron radiation and
some part of that is reabsorbed and subject of radiatiosp@ within the plasma volume.
As a result the exact synchrotron radiation losses can anvhluated, if knowledge about
the magnetic field strength, the plasma temperature andtglens the plasma geometry are
known [19]. Approximations to these formulae are possielg.([20]), but at least require the
knowledge of the magnetic field, plasma temperature andtge@onsiderations including
the parameter dependencies of the synchrotron radiatiow &r restriction in the plane
of magnetic field versus large radius of the device [20]. Hwmvethe metric used in the
present work focusses on the plane of fusion tripple proslacsus temperature and thus,
the parameter dependencies of the synchrotron losses tée mucluded in the results. At
one point of this plane several values of the synchrotroiat@h could apply depending on
the details of the reactor design. The presented considiesabn a reactor are still valid
if including the synchrotron losses explicitly. The lattercrucial if synchrotron losses are
a dominant loss mechanism. The synchrotron losses can belated via the formulae
presented in [19].

3. Results For The Investigated Reactor Models

In the following all models are described, their results piresented and then discussed in
the context of the earlier results. At the end of this secttbe observations of all models
are summarized and discussed together, as this yieldsitristg the credibility of the simple
models applicable to reactor plasmas of arbitrary size.

3.1. 0D Power Density Balance with flexibility in th&' 7z vs. T plane

The investigated 0D model corresponds to case 4 in sectiéfi2d p For simplicity, we also
introduce the total hydrogen concentration
N Deuterium T NTritium

Cpyr = =1-gqcz — 2cye
Ne

and the ratio of total particle density over the electronsitym.., i.e.

_ Ne + NDeuterium T NTritium + NHe + Nz _
Ctot = n _2_(q_1)CZ_CHe
e

wheregq is the charge of the impurity with nuclear charge npeuterium IS the deuterium
(D) density,nyritium IS the tritium (T) densityn . is the helium (He) densityp £ is the
density of the impurity with nuclear chargé andcy. andcz are the respective impurity
concentrations, i.e. the ratio of their ion density oxgr For obvious reasons it is assumed
thatnpeuterivm = NTritium N the reactor plasma.

The model balances the heating density d¥particles ) with the loss power
densities due to radiation(,) and transport®;,.,sp). Including He and an other impurity
Z their effect on dilution and radiation the balance

Pfus = Irad + Ptransp
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becomes:
c N\ 2
( D+2T e) {00)Eo = (fusion heating)
- CD”ngLH +ezniLy + cuen;Lie (radiation losses)

(transport losses)
TE

where (ov) is the Maxwell-averaged DT reaction parameter (used fro2f)[Z,, is the«
energy, i.e. 3.52 Me\. is the cooling rate coefficient of the elementk g is Boltzmann’s
constant andg is the energy confinement time describing the energy lossatesport only.
This balance provides the so-called burn condition andérptanenT' 7 vs. T it is matched
on the so-called burn curve.

In order to treat the He ash self-consistently, it is assuthatithe He confinement time
T4, Which is including recycling effects, is proportional tg (cf. [21]). The following
balance of the He source and sink determines the He levadmragsthe reactor plasma.

(M) ’ (ov) = Cane (He balance)
2 Tire

For a given ratip* = 74, /7 and for a given level of an additional impurig, the He
concentration is first evaluated from a cubic equation asqmted in [21] and then the power
balance between sources and losses is evaluated for mahyainits in thenTrg versusT’
plane. At the points where the losses are equal to the squheeburn condition is fullfilled
and the burn curve is found. Note that for the 0D approachdtie s* = 7;, /75 must stay
below 15.2 in order for a burn condition to exist, even if nbastimpurities are present. In
experiment values gf* down to~ 4 have been observed [23].

10 T (keV) 100

Figure 2. Burn curves for Xe resulting from a 0D power balance for vasithe confinement
time ratiosp* = 7}, /7E and Xe concentrations.

For obtaining figure 2, the above described process was rpegtbfor p* = 0 and
p* = 5 and xenon (Xe) at a concentration of @3 - 10~* and4.6 - 10~*. Forp* = 5
the operational space included by the burn curve is smdiler forp* = 0 demonstrating
the detrimental effect of the He ash. Similarly, the operai space becomes smaller for an
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increasing amount of Xe, such that for a Xe concentration@l® - 10~ the burn condition
cannot be fullfilled ap* = 5. Thus,4.6 - 10~* is the maximum Xe concentration fpt = 5.
In the present work the maximum impurity concentration igdwained for all impurities
for which cooling factors have been calculated at variptis In figure 3(a), all maximum
impurity levels are given for a range pf from 0.5 to 14. For smalp* the ratio of tolerable
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Figure 3. (colored in online-version) (a) The maximal impurity contrations (symbols)
allowing for a point-like burn curve are connected with @&éninterpolation. (b) The locations

of the point-like burn curves in theT'rp versusT plane are given for varioug* and
impurities.

low-Z concentrations over tolerable high-Z concentraisnsmaller than for large*. For
example, ap* = 0.5 the limit for lithium is 20 % and for bismuth it i).0 - 10~%, which

is approximately a factor of 220 different, while fot = 14 this factor is approximately
1700. This can be understood, when considering figure 3bjhich the location in the
nT'Tg versusT plane are given at which the maximum impurity level leads fmant-like
burn condition. For smalp*, e.g. p* = 0.5, the difference in that location between low-Z
impurities and high-Z impurities is largest. This diffecerexists, because the largest amount
of high-Z impurities can be tolerated at high temperatuteere radiation is reduced due to a
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smaller cooling factor, but fusion power is increased. Bar-Z impurities, dilution yields the
limit and thus, a lower He production and the increasing Bsgnahlung at higher temperature
moves the parameter location at which the maximal amourveia impurities are tolerated
to lower temperatures w.r.t. the corresponding locatiarhfgh-Z elements. For high values
of p*, e.g.p* = 14, the power balance is always dominated by effects due ttatiiand thus,
the parameter space in which most impurities can be tokbiatm a region which is better
compatible with low-Z impurities than with high-Z impues. Thus, the above discussed
ratio increases from 220 to 1700.

It was attempted to summarize the presented findings in deisepling formula, which
would give the maximal impurity levelz s..; as a power law of andp*. However, a simple
power law failed, because threshold-like effects exist fmon condition forp* > 15.2).
Additionally, theZ-dependence is not independenpdfcf. discussion above) and vice versa
the p* dependence is not independentbfTherefore, the parameters of a more complicated
formula have been fit and figure 4 results. The obtained fit édameads:

Cuscat = ao(p?) "+ (15.2 = p) Zowtesr with

ag = 0.189547 £+ 0.0654506 a1 = —0.0918019 4+ 0.06.96823

as = —0.00286554 + 0.00135369 a3 = 0.890157 4 0.122136
ag = —1.76106 £ 0.0595385 a5 = —0.0320435 £ 0.00878319

As can be seen in the given formula, the distance*from 15.2 is contributing to the
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Figure 4. (colored in online-version) Comparison of the maximal imifyuconcentrations
from the scaling formula and the actual results from the Ofieh.

scaling independently from* and the exponents @f* and Z feature a basic dependence on
the respective other parameter. The exponept @fries from—0.10 to —0.33. The exponent
of the term15.2 — p* is slightly weaker than linear. This implies that for smaila change

in p* is relatively unimportant, while the sanpé change for @* close to 15.0 means a large
relative change of the terib.2 — p*. A clear effect of that term in comparison to the pure
p* term is relevant fop* > 5. So, for a reactor relevant’, i.e. p* < 5, the correction
term is less important and a relatively weakeffect is documented. The maximum impurity
concentration depends much more strongly on the impurjig ty.e. its nuclear chargs.
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The exponent foZ varies between-1.78 and —2.21 within the considereg* range and
gives rise for the drastically different results for low-Zcbhigh-Z elements.

Note that the investigated 0D model represents a very ogtiitrdase, as the full plasma
has constant parameters optimal for the respective inypukitthe same time no boundary
conditions, like a fixed value ofT'7¢ or a fixed, large radiated fraction have been enforced.
As a first step, the next section will investigate the effda simplified treatment of plasma
profiles.

3.2. 0.5D Power Balance with flexibility in thel'7z vs. T plane

A necessary improvement of the 0D model seems to be the @rasioh of plasma profiles,
because the fusion heating power has up to abdkeV a positive dependence on plasma
temperature, while radiative losses first decrease andittoeease with temperature. In a
fusion plasma the edge of the plasma is colder than the cadiig to a changing importance
of fusion versus radiation along the plasma radius. At tteestime the fusion plasma has
a large volume at smaller temperatures, while the core opthema has a relatively small
volume. In the following an approximate consideration affppes is performed, which allows
for keeping the OD power balance scheme. The effects of psofite taken into account
via correction factors, which are calculated in the follogi In order to maintain an as
general validity as possible the assumptions are kept vasicb Following assumptions are
introduced:

e The profiles are expressed in = r/a where the volume enclosed by x shall be
V(x) = Lma®2?, i.e the plasma is mapped to a cylindrical plasma of lengthith w
a circular cross-section and an outer radius

e The temperature and density profiles are linearzih wheren is an exponent
characterizing the profile shape. The profiles are chaiaetkby their core valuesy,
ne,0, the exponentsr andn,, and the ratiofy = Ty /(T") andR,, = neo/(n.), where
(X) is the volume average of the quantiXy.

o All impurity concentration profiles are considered flat, itke concentration is radially
constant independently of the source location. The effefctadial impurity transport
are discussed separately.

Some details and properties of the considered plasma grafiegiven in Appendix A.

Note, Tedge, Nedge > 0 implies thatRy < (np + 2)/nr andR,, < (n, + 2)/n,.
Moreover, hollow profiles ofl’ andn are deemed unrealistic such thaf, R, > 1is a
reasonable parameter space and is therefore, considdtegifilowing.

Any plasma shape can be transformed into the cylindricaipéadescribed above. This
may lead to unexpected differencesiofandn-profiles when comparing the mapped to the
original profiles and not always the mapped profiles are aiiting result. Therefore, plasma
elongation, which causes an obvious increase in plasmanlior unaffected midplane
profiles, is treated in a special way. Specifically, the fadigighting of various effects is
affected by elongation while tHE- andn- profile shapes can be compared to those of a reactor
design, which typically gives the profiles at the midplanee®Elongation at the plasma edge
x will increase the volume of the plasma at the edge, whilecipi the elongation towards
the core of the plasma approche$ corresponding to a cylindrical plasma. Thusmay
change the weighting of edge and core plasma, and thus, feea’ty, ng, R, and Rr, the
values ofT, 44 andn.qq. depend ons. This treatment of elongation would change above
equations, but as this special treatment is mostly useddead a very specific reactor design
- which is discussed below - these complications are noudised further here. Concerning
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the impurity limits the effect of elongation is minor, hovegyfor other parameters discussed
below it makes a notable difference. Below an elongatiofiileraith linear dependence on
r/a ranging froml.0 in the plasma core te at the plasma edge is considered, when indicated.
Infigure 5, some example profile shapes are depicted withipgédctorsi,, ,» ranging from

1.3 to 3.0, while the shape defining exponept is varied in a wide range - its upper border
is given by the necessity to obtain positive values up to tgeeeNote that the solid lines are
for circular plasmas+« = 1.0) and the dashed lines correspond to elongated plasmasmwith a
edge elongation of = 1.6.

o Ryr=13 R,r=20 R,7=30
’ (a) (b) (0)
1 —x=1.0] —x=1.0]
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Figure 5. (colored in online-version) Normalized profiles obtainedtbe variation of the
profile peaking factor?,, ;- and the shape defining exponent,r. Profiles feature in part
(@ R, /7 = 1.3, inpart (b)R,, )7 = 2.0, and in part (C)R,, )7 = 3.0.

For the OD power balance the power densitiesaelfieating, radiation cooling and
transport losses were specified. This 0D scheme can be edeodonsidering profiles by
evaluating the volume integrals of these quantities and tlwemalizing them with the total
plasma volume. These normalized integrals resemble afégqubwer densities. In Appendix
A, it is demonstrated that these effective power densitigste obtained with high accuracy
from the OD power densities via correction factors only def@mt onTy, Rr, nr, R, and
n, and notng. Note, that the use of profiles linear it is an unnecessary restriction, as it
is shown that all considerations are independent of thess&long ag'- andn-profiles are
used, for which the absolute densities and temperaturesvalre separated from the radial
dependence, which must be expressed in terms bfowever, certain types of profile shapes
cause the relation betwe&, T.q44. and(T") to be implicit which would lead to complications
beyond the scope of this investigation. Thus, for simplibiére only profiles linear in™ are
considered.

As afirst step, the 0D results are compared for linear profies:r = 1.0 andn,, = 1.0
which are conservatively peaked approximately matchieggdtd DEMO21 2015 [10] design,
which will be investigated below in more detail. The tempera and density peaking factors
areRr = 2.1, R, = 1.3. Infigure 6, the burn curves for the OD case (cf. figure 2) abersing
Xe (grey) are compared to the 0.5D case (blue), while no @nyiheating and no synchrotron
losses are considered yet. Note that when experimentdisesa plotted in theT'7g versus
T plane, typicallyT} is used instead off’), however, here the comparison to the OD model
is best performed when usin@’). A transformation tdl} is straightforward as the curves
are calculated for a specifie; = 2.1. When using(T'), the point at which the maximum
Xe level is tolerated almost matches that of the 0D modelll, $tie maximum tolerable
Xe-concentration is about 15% less for the 0.5D case, addbal’ temperature is matched



Determination of the Tolerable Impurity ConcentrationgiRusion Reactor using a Consistent Set of Cooling Fadtbrs

0D Model  0.5D Model (Ry=2.1, R,=1.3, Q=)

-
(]
N
@
T

<n><T>1g[keVm 'Bs]
S

I 10 <IT> [kleV]l — I:IOO

Figure 6. (colored in online-version) Comparing the burn curves fer f§r the OD-model
and the 0.5D-model assumid®yr = 2.1, R, = 1.3 andnp = 1.0, n, = 1.0.

only in some part of the plasma. Comparing the burn curvesmapeératures below about
15keV a considerable difference is observed, stemming franfaht that in the 0.5D case a
hotter plasma core generates much more fusion power due girting increase of the fusion
reaction coefficient in this temperature range.

When investigating the effects of profiles for all impuritiend for various He
confinement times, this boost of fusion reactions is releeapecially, when large dilution
via the He ash (or via low-Z impurities) is a major player. flie point in thexT'rg versus
T plane where the maximum amount of impurities are tolerageat iow temperatures (cf.
to the results of the 0D model, especially to figure 3(b)), ke 15keV and below, where
the consideration of a peaked temperature profile leads te than a linear boost of the
fusion power in the plasma core. At the same time the radidtimm low-Z elements is not
a big player at these low temperatures. For large amountsepthé radiation from high-
Z elements is also a minor player in the power balance sudhhbeboost of fusion power
is the only major change in the power balance. Ultimatelg teads to a burn at higher
levels of impurities other than He as can be seen in figure af{d)(b) for highp* values,
i.e. p* = 10 andp* = 13. In figure 7(a) the maximum tolerable impurity concentnasidor
flat temperature and density profiles (solid lines) are cargb#o those evaluated for strong
temperature peaking and a flat density profile (dashed) arsé #valuated for strongly peaked
temperature and density profiles (short dashed). In figurptiié ratio of these curves w.r.t.
to the OD results, i.e. the flat profiles, are plotted. Noteatbcases linear profiles are used,
i.e.n, = ny = 1. For the reasons explained above, the dashed and dottbnesponding
to peaked profiles temperature profiles are above the spéd forp* = 10 andp* = 13. The
dotted lines even more so, because the additional densaliqgeputs even more emphasis
on the core plasma region boosting fusion power further.rimcgple, this effect allows for
a theoretical burn condition fgr* values even above 19, however, it may be doubted that a
fusion reactor is economically feasible if dilution is derating the power balance, as this
prevents fusion reactions, while at the same time a largeoedevice is necessary to obtain
enough energy confinement. A more detailed consideratidgheo&ffect of dilution on the
operational space of a reactor is performed in the nextasecti
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Figure 7. (colored in online-version) (a) Maximum tolerable impyritoncentrations for all
considered elements are given for various profile peakirrgrpetersRr = Tp/(T) and

Ry = neo/(ne) andp* = 74 /7e. (b) Same as (a), but normalized to the respective
values for flat profiles, i.e. the OD case.

As a further observation, the concentrations from the 0.5idehfeature less structure
than the OD data (cf. figure 7(a)), i.e. the lines exhibit Iss®ng curvature changes,
because the radiation characteristics of each elememdsmmothed due to the simultaneous
presence of a wider temperature range in the plasma. Fanulez Values op*, i.e. lower He
concentrations, the temperature profiles lead to a loweuairad tolerable impurity densities,
because for low He concentrations the mid-Z to high-Z imyuadiation becomes a major
player in the power balance. In this case, the temperatadpgleads to the occurrence of a
colder, outer plasma region in which the impurity radiatitom mid-Z and high-Z elements
is increased due to the characteristics of the cooling facfthis effect is enhanced, because
these cold regions are associated with a relatively largenph volume w.r.t. to the core
volume in which the fusion power is increased due to the teatpee peaking. For mid-Z to
high-Z elements this means that temperature peaking leagl&h more radiative losses than
additional fusion power. For low-Z elements a slight gairthef fusion power over radiative
power remains fop* = 5 due to the aforementioned reasons, an effect which disappea
for p* = 1. Note, that when comparing the peaking aridvalues to actual reactor designs,
the peaking and highegt values as presented in figure 7 are probably exaggerated. For
the EU DEMO1 2015 design [10], values & = 2.1 andR,, = 1.3 are used and the He
concentration is in the range of 10% corresponding*temaller tharr 5. When focussing
on low to moderate density peaking, i.B,, < 2, andp* < 7, all results of the 0.5D model
are within a factor of 2 of the results from the 0D model.
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In order to investigate the influence of the transport loskescribed byrg one can
focus on cases with a flat temperature profile and a peakedtylgmefile. In such a
case the radiation and heating terms change with the sqfidihe ¢ocal density, while the
transport losses only linearly change with the integralhaf density. Thus, relatively the
energy losses decrease. Simultaneously, the He exhaashateases only linearly with the
density integral, while the He production scales with thessg of the local density. Both
effects partially compensate each other such that theatolleimpurity concentration for the
mentioned profiles are affected only by less than 3% (we.thé 0D results) fop* < 13,
Rr =1.0andR,, < 2.5.

Finally the effect of the profile shape is also investigatéul.figure 8, the effects of
the coefficientsir andn,, (cf. above and figure 5) are investigated for peaked temperat
(Rr = 2.0) and peaked density profile®?{ = 1.3 and R,, = 2.0). The values were
chosen for the clarity of the presentation, as a lafgerwould have limited the maximal
nr. Along the same lines,, andny are chosen in order to have examples for convex (2nd
derivative is positive) and concave (2nd derivative is tiggaprofiles with simple numerical
representation. All results are normalized to the resulth flat temperature and density
profiles, i.e. the OD results. When studying figure 5(b), apgerature profile withlRy = 2.0
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Figure 8. (colored in online-version) Maximum tolerable impurityrm@ntrations normalized
to the results from the OD case for two combinations of termmpee and density peaking
(Rt =2.0, R, = 1.3andRr = 2.0, R,, = 2.0), while the profile shapes are varied.

andny = 0.5 leads to a small region in the plasma in which the peaking fesdmportant,
while up to the edge considerable temperatures existRroE 2.0 andnyp = 2.0 the volume
with larger T becomes clearly larger, but in the edge regeny low temperatures exist, which
will not contribute to plasma heating via fusion, but wilthease radiative cooling. Therefore,
it is understandable, that fédtr = 2.0 andnt = 0.5 the 0D results are matched within 10%,
but for R = 2.0 andny = 2.0 larger effects are observed such that for all impuritie$ it
nuclear charge larger than that of Ar the tolerable impuritgcentration is almost a factor of
2 less than in the OD case. This effect may be compensateddngstensity peaking (dashed
lines), which again shifts the emphasis of the profile effdotvards higher temperatures.
It is worthwhile to note that typical temperature profilesrr today’s experiments or from
calculations of reactor profiles have typcially a convexpghas the normalized temperature
gradientVT/T is not changing by much across the plasma radius. For thétgensfiles also
concave shapes seem possible (e.g. [24]). Anyway, as thabdé impurity concentration is
mostly unchanged as long as the temperature profile is cahedrpact of the profile shape
for realistic plasmas seems to be limited. Note, that fordbsign of a fusion reactor the
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profile shapes are of large importance as they directly &fffiecproduced fusion power.

3.3. 0.5D Power Balance Imposing Realistic Requirements

Up to now the present work considered th&rg versusT plane freely accessible for a
reactor, as if a reactor could choose where to operate. Hawavealistic approach would be
to take further requirements into account. In the followmeglistic boundary conditions are
considered also leading to a less general validity of theehod

3.3.1. Consider Auxiliary Heating and Synchrotron Radiati Most reactor designs and also
ITER do not assume to deliver all plasma heating from fusiphas, but a majority. The ratio

of total fusion powerPs, +ota; iNcluding the power in the neutrons over the auxiliary hragti
P, gives the socalled fusion yiel@. For ITER values of) = 10 are envisaged and for
reactor designs values ¢f > 30 are typical. Note, that the plasma heatingdyparticles
Prys = Prystotar /5 such thatP,,, becomes a non-negligible player in the power balance
of the plasma. AS) relatesP,,, rigidly to Py, finite () values can be treated with the
presented power balance model. To that &hd, is in the model replaced by

)

Pfus,eff Pfus + Pauw Pfus + Q Pfus ( Q
which gives for no auxiliary heating, i.eQQ = oo, Pfys.esf = Prus. In figure 9, the
burn curves for a specific case with varyiGgare presented. The curves correspond to the
0.5D model for Xe with the peaking factofgr = 2.1 andR,, = 1.3, the shape coefficients
n, = np = 1 andp* = 5. Note, that forQ)Q = co (blue) the curves correspond to those in
figure 6, but with changed axis labels, i®, is used instead ofT"). The additional auxiliary

0.5D Model (R;=2.1, R.=1.3, Q= 0, 40, 10) p*=5
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Figure 9. (colored in online-version) Comparing the burn curves ferfdom the 0.5D-model
assuming a fusion yield Qo (blue), Q=40 (orange) and Q=10 (red).

heating leads to a larger maximum Xe concentration, whilallicases the burn curves are

moved to lowemT 7 values, which corresponds to lower requirements on conémem
Similarly, additional loss power mechanisms can be aceaalfar by moving fromy to

a net fusion yield?,,.; via allowing for negative contributions t8,.,... This feature supports
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also negativeP, .. -values, i.e. negativ@,,.;-values. This can be consistently handled down
to Qnet = —5 at which point the additional losses are larger than theaahating and no
burn condition may be found. Such a loss mechanism may bésytnon radiation Lsyy.c),
which cannot be easily handled in the general form of the hasl&,,,. strongly depends
on the magnetic field [19] and major radius of the plasma and, tbn the detailed design of
the reactor device. Still, for a known design the differeatauxiliary heating to synchrotron
lossesPs, . is known and may be related to the fusion power@iga.;.

3.3.2. Enable Power Exhaust via Radiative Coolingnother approach to make the model
more realistic is taking into account the basic needs for ggoexhaust. It is widely
accepted that a major part of the heat flux from the plasma eeels to be reduced via
impurity radiation before dedicated measures like advamtieertor designs, which handle
the remaining heat flux, come into play. This means that thetifsn of transported over
radiated power has an upper limit. For simplicity we will s that at least 50% of the
power flux must be radiated, which is the right order of magiet This fraction is the
socalled radiated fraction

Prad - 1
Prad + Ptransp B 1+ Ptransp/Prad

frad =

and can be easily evaluated at each point at which a burntimmékists in thexT'7z versus
T plane, as

Ptransp _ %k<T> <ne>ctotFtransport/TE _
Prad Frad,HCDJrT <ne>2LH + Frad,HeCHe <ne>2LHe + Frad,ZCZ <ne>2LZ
_ %k<T>26t0t Ftransport

T Fragpcpir Ll + Frad meCreLue + Fraa,zczLz

Thus, regions in whiclf,..4 > 0.5 is fullfilled can be easily highlighted in thel'rg versusTl
plane. In figure 10, the burn curves for Xe in a reactor deviite W = 2.1 andR,, = 1.3,

np = 2.0, n, = 2.0, p* = 3.7, k = 1.6 andQne; = 85, i.e. Q = 40.74 ~ 41,
Prys = 2037 MW = 2050 MW, Py, = 50 MW and Py, = 26 MW, are depicted. These
parameters are also used below, when investigating anchingtthe specific reactor design
EU DEMO1 of 2015 [10]. Note, that from this point on a plasmangjationx = 1.6 is
implemented. Underneath the burn curyes; is indicated via the color-coding. Note, that
the curves of constarfi..4, in particularf,.., = 50% run almost perpendicular to the curves
indicating constant Xe-concentration. This indicates #iang thef,..qs = 50% the fusion
power increases about proportionally to the Xe concewtnafihis is a result of the interplay
between dilution, reducing the total power, and an incredsadiated power. However, for
largernT g valuesf,..q increases strongly. This is caused by an increase of diliriko that
direction (cf. to next section) while the radiative powexys about constant, which means the
transported fraction must be smaller for increasidg .

3.3.3. Avoid Strong Dilution Additionally, it is clear that strong dilution from both Hala
or from other impurities will strongly hamper the econonhifegasibility of a fusion power
plant. In the following we will apply a dilution criterium asming that the created fusion
power should not be reduced by a factor of 2 via dilution, Whiceans that the sum of D
and T concentrations must be more than71%. In figure 11(a) the burn curves for Xe
corresponding to the same model parameters as those in figuae depicted. Additionally,
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Figure 10. (colored in online-version) Burn curves for Xe are combiméth a color coded
map of the radiated fractiofi.,4. The profile parameters aigl,.; = 85 are chosen to match
the EU DEMOL1 2015 design including auxiliary heating,(,. = 50 MW) and synchrotron
losses Psyne = 26 MW).

the color map indicates the corresponding He concentmatidine largemT 7 the better

is the He confinement and the larger is the He production. Thigevdashed line labelled
'y’ indicatescy. = 0.145, which therefore indicated the limit at whieh, .+ < 0.71 due

to He dilution alone. The white dashed line 'x’ corresponalighie conditionf,.q = 0.5

as discussed above. Both lines are drawn up to their intégseeggoint framing a possible
operational window in theT' 7z versusI’ plane. In figure 11(b), the burn curves and model
are still the same, but the color map indicates 1, thus, it is possible to judge the total
dilution, i.e. dilution by He and Xe. The black dashed linewiich also was inserted in
part (a) of the figure, indicates,+ = 0.71. At the edge of the color map no Xe dilutes
the plasma, thus, the lines 'y’ and 'z’ overlay. For incre@sKe concentration, i.e. towards
the black cross, dilution due to Xe makes the lines 'y’ andderge, defining a smaller
operational window in theT'7g versusT' plane. The decrease of the operation window is
rather mild, as is for all high-Z elements. It may be argueltether the criterap. > 0.71
and f..q = 50% are too strict or too lose, however, the implications of angjeal value
for these limits can be judged in the example presented imdi@t. Note, that for the EU
DEMO1 2015 design using Xe and W as core radiatoss,; ~ 0.78 and f..q =~ 58% with
fraa €xcludingPgy . .

This operation window may be studied for various impuritiednile the qualitative
difference between low-Z and high-Z impurities is of pautér interest. In figure 12, the
effect of the operational window for N, Ar and W as indepertdepurity is studied. As a
reference case, the profile parametptsand@,,.; values of figures 10 and 11 are used and
depicted as solid lines in figure 12(a). The blue (N), orargednd red (W), solid lines frame
the operational windows for the corresponding impuriti€se maximum possible impurity
density in the whole plane (cf. to section 3.2) for each initgus given in the box with the
solid frame, and the point in theT' 7z versusT plane is indicated with a coloured, solid
cross. For low-Z impurities the dilution becomes a sevemitédition, as for nitrogen (N) the
operation window becomes limited to relatively small temsperes and at the same time the
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Figure 11. (colored in online-version) (a)Burn curves for Xe are coneloi with a color coded
map of He concentrations. The meaning of the lines 'x’, 'ydlan' are given in the text. (b)
Same as (a), but the color coding gives. 7 thus, demonstrating all dilution effects.

demand omT g also increases w.r.t. to the operation window for W, whialnses negligible
dilution. For Ar, the operation window is only mildly redutas compared to that of W and
compared to the strong reduction for N, even though the audkarge of Ar is almost a
factor of 4 smaller than that of W. This is related to the eéalarge radiative cooling by Ar
as compared to N limiting the absolute Ar concentration.iffgkhe operational point of the
EU DEMOL1 2015 design as a fixed point indicated as a blacke;iitdk inside the operational
window for W and marginal outside that of Ar, while the op@atwindow for N is far off.
For this point,p* = 3.7 was chosen, because for the He concentratign & 10 %) of the
EU DEMOL 2015 design (at the corresponding point intliez versusI’ plane) is matched
when considering radiators that do not considerably dthegplasma such as Xe and W. Note,
that we omitted Xe in figure 12, as its operation window is aidentical to that of W.

In order to investigate if sacrifices @,,.; could considerably alleviate this situation, all
calculations have been also performed)at; = 42.5 corresponding to either half the fusion
power or auxiliary heating df4 MW instead of50 MW. The corresponding results have been
introduced in figure 12(a) as dashed lines and exhibit onlgrs mild change not changing
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the overall picture. Finally, in figure 12(b) th@,.. = 85 of the reference case has been
considered, while a much improved He exhaust ugihg= 2 is applied. Even though the

operation windows are clearly enlarged, the operation @intbr N is not including the EU
DEMOL1 2015 operation point.

0.5D Model (Ry=2.1, R,=1.3, ny=2.0, n=2.0, k=1.6)

E3

p=5
=85 operation windows fullfilling
2 Qnet Cp47>0.71 and f,,4>0.5 considering
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Figure 12. (colored in online-version) (a) The operation windows ofeaator device (for
parameters cf. to top of figure) with* = 5 are depicted for N (blue), Ar (orange) and W
(red) as independent impurities. The window is limited bguieing a radiated fraction of
> 50 % and a dilution limit ofcp 7 > 0.71. The solid lines correspond Q.+ = 85 and

the dashed lines correspond@,et = 42.5. (b) same as (a) but fg&* = 2 and for only
Qnet = 85.

Note, that the above considerations are oversimplified naspects. First, for a reactor-
relevant impurity mix it may be a good solution addressirgriddiative cooling in the core
and in the plasma edge separately. If separate edge radiat® needed this will naturally
lead to edge radiators such as N contaminating the main plésading to impurity mixtures
in the main plasma. Still, the idealized considerationrtgkinly single impurities into account
allows for insights, how each single impurity acts on therafien window. Second, it may
be argued that the confinement of a reactor is limited by &atiplasma pressure. Thus, if
dilution becomes strong there will be headroom to incredébeg, as the denoted is the
electron density only, while the density of the ions and tinesplasma pressure is decreasing
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with increasing dilution. Thus, for a variation of the ditut the EU DEMO1 2015 design is
a moving target in the presented plots. This complicatidhbwe addressed in section 3.4.2.

For these reasons we abstain from mapping out the the omperaindows for all
combinations ofn— and T —profiles andp* in order to determine the maximum impurity
concentration for each element. We rather will focus on thelIEMO1 2015 design and
what impurity limits can be evaluated by our model includfogher improvements and a
more advanced model. Nevertheless, the calculation ofgireation windows in the present
section demonstrates that complex design codes like PROCESS26], which consider many
details and which came up with the EU DEMO1 2015 design, mustemvithin the general
frame work which can be identified with the tools developethimpresent work. Note, that
if the operation point of the EU DEMO1 2015 design was notgatid in figure 12(a), one
would still like to design a reactor in this region of thé&'rz versusl’ plane: For points in the
nT'Tg versusl plane which feature larger W- or Xe-impurity concentrasigre. points closer
to the cross indicating the location of maximum impurity centration, more fusion power
is created, this is true especially when movin along theslioeconstantf,.q. However,
moving up innT'tg is expensive (mostly accomplished with size or magnetid)jehus,
one would like to stay close to minimunil'7g-values within the operation window. These
considerations lead to an operational point close to théire, but right of its minimum in
nT'Tg plane, but not too far right, as this implies increasirigrg .

3.4. Evaluate the limit for a specific reactor design fixifijrz andT

In the following we leave general considerations on the afp@nal space behind and focus
on specific reactor designs or specific points in t#fferg versusT plane. Note, that the
determination of the impurity concentration and other peeters such as the He concentration
are still governed by the power balance and helium balanb#éewhe dilution and radiative
fraction are not a boundary condition but rather a resulbefrhodel.

3.4.1. Assuming a fixe@, nT'7g andT For a fixed point in theeT' 7 versusT plane, a
fixed He exhaust and a fixeglit is straight-foward for the 0.5D model to evaluate the imifyu
concentrations leading to a steady state burn. Generh#igetimpurity concentrations are
clearly smaller than the maxium possible impurity concatidns evaluated in section 3.2,
because the reactor design typically does not hit the poitlié n7rg versusT plane at
which this concentration is possible. In the followingstBimple evaluation will be referred
to as '0.5D model with fixed” and@’ and will serve as a reference to the more complicated
evaluations allowing for flexibility irl” and Q.

3.4.2. Allowing for changes iQ and 7' as a consequence of dilutiomhe reactor
performance, even though important boundary conditioesfiaed, may be dependent on
the dilution of the plasma. Even within the operation windowvhich dilution is low enough
to operate a reactor th@-value will change depending on the exact values of theiditut
Additionally, increasing dilution is reducing the plasnr@gsure at constant electron density
(noted asn in the present work) and temperature. If the plasma pressucensidered
as the only limit for plasma confinement, then dilution imeglithat highefl’ values are
accessible, which belo® = 65 keV leads to an increase in fusion power compensating the
aforementioned loss due to a reduced fuel density. As adudbnsequence, more impurities
might be tolerated by the plasma in steady-state.

Due to the fact, that the final impurity level@rvalues and’-values do meet a steady-
state condition, the 0.5D model must be able to capture this ¢dondition, too. However, the
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appropriate values @ andT must be determined iteratively. For that purpose, we Stamn f
the design values a (i.e. Prus), T, cp4+r andeg,; as a reference and keep them labelled
QrefsPrus,refs Trefs CD+T,ref @NUcior rer. We take these values from the EU DEMO1 2015
design ax),.y = 40.74 =~ 41, T,.y = 27.36keV~ 27.4keV andcpirrer ~ 0.78. In
order to obtain these reference values with the shapes amptized in the 0.5D Model,
nr = n, = 2.0 are chosen, foRr = 2.093 ~ 2.1, R, = 1.27 ~ 1.3 andx = 1.6,
consistent with the EU DEMO1 2015 design. It is worthwhilentite, thathy = n,, = 2.0
were chosen to obtain the design valdg,s = 2037 ~ 2050MW, while matching geometry,
To,Rr.no,R, andk. Such profiles are typically too broad in comparison to peafihapes
as obtained when taking realistic transport coefficientshfeat and particles into account.
However, in order to match the from the PROCESS runr = n,, = 2.0 was chosen. Also,
p* = 3.7 is determined via the comparison to the PROCESS run for th®EMO1 2015
design, which feature’0% of helium. Note, that an alternative set of reference patarae
could also be obtained independently of an existing desjgchimosing a spot in theT 75
versusT’ plane, a@-value and a reference impurity.

In contrast to the above approacligs now changed according to the evaluated changes
in Py, (cf. nextparagraph), whil&,,. is kept constant. The changedty,,.. are considered
negligible. Note, in figure 12Z) was fixed for the whole plot, which implies th#t,, . is
adjusted to the level of dilution. Now, we assuiiig,,. fixed.

In the following we assume that in a specific reactor design, the referencey is
already maximized and limited by additional physics suctaatensity limit and thus, a
change of the electron density is not envisaged. Assumingtaot plasma pressune] c;.;
is a constant and asis a constani’ changes inversely ta,;. Assuming that for all further
consideration$,,,.. is fixed, the fusion power directly translates irdgo In order to evaluate
the correct fusion power for constamt one requires the knowledge of . andT. The
necessity of iterating the 0.5D model stems from the probtbat only after the evaluation
of the burn curves in theT'7z versusT’ plane the exact He and impurity concentrations are
known, which then influence the actu@l T' and n1'7g values of interest. As for low-Z
impurities the dilution is most important, the largest effeare expected for them, while for
high-Z impurities only a minor impact of this approach is egfed. One iteration step for an
impurity Z from k%" to the(k + 1)** evaluation is described by the following procedure:

e UseQy, Tk, nTi g, and run the 0.5D model for impurity Z
e Determinecpyr i, andcior, i, atnTy7E versusly

; otyre Prus T
e Determinel},, = Trefczti—’tkf andQri1 = meW

¢ Ifthe change iril” andQ is smaller thar®).1% then stop iteration.

For the evaluations presented here, the convergence was ar@issue, as the dilution
causes only mild changes in T, while a moderate changgalso realizes only mild changes
in the in impurity concentrations (cf. figure 12(a)) and thddution. Nevertheless, it is
possible to judge the convergence by examining figure 13chvihows the&) (cf. figure
13(a)) andT' (cf. figure 13(b)) values for Li, N, Ar, Kr and Xe for all iteiahs until
convergence. The used 0.5D model corresponds to the EU DERIDS design using
p* = 3.7 (cye = 10%) for the design point. In figure 13(c) the relative changéhefimpurity
level with respect to the first evaluation is given, and in feg@i3(d) the corresponding He
concentrations are depicted.

The iterative process for the design point (Xe for = 3.7) is very short, because
the design point is the reference point and already in theverged state. For the other
impurities the largest changes happea,if obtained in the first evaluation is quite different
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Figure 13. (colored in online-version) For the enhanced 0.5D reactodehcorrections to

Q@ (due to dilution andl" changes) and” (assuming constant plasma pressure) are evaluated
iteratively. This is done for a reactor plasma with diffdrenpurities (color coded) and two
values ofp* (solid, dashed). (&) is depicted, which is an input at each iteration, and, thus, a
iteration '0’ the reference value of 41 is used. (b) The ¢Bris depicted, which is an input at
each iteration and, thus, at iteration '0’ the referencei@alr.4 keV is used. (c) The relative
change of the impurity concentration w.r.t. to the refeeescenario is evaluated, thus, the
output of iteration '0’ serves as the reference. (d) The Heceatration as evaluated at each
iteration is depicted, thus, this is an output at each i@mat

from c;ot e ¢, Which results in an adjustment f andT for the next evaluation. For Li The
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adjustments of) are almost a factor of 2, while the temperature changes hyabdut10%.
Convergence is obtained within at most 4 iterations for adles.

When considering® = 2, also for Xe the value,,, is different fromc;o¢, ey due to
the much smaller He content, such that the assumption otaxanslasma pressure leads to
a reduction of the plasma temperature by about 500 eV. Nesleds the converged has
increased as less dilution dominates the chandg in

Note, that all iterations may also be performed with flexiQland fixedT", which then
clearly reveals that th&' change obtained from the assumption of constant plasmauyees
is only a small correction to the effects of dilution. Suchamparison is presented below.
Note, that the impact of the iterative treatment with flegijlandT" on the obtained impurity
level is rather mild as they are affected withitt@ margin only (cf. figure 13(c)). Still, the
iterative approach yields the advantage thatan be calculated self-consistently for a reactor
design with fixedP, .., while all the advantages of the 0.5D model prevail.

Note, that for all cases the allowed impurity concentratiane normalized to that of
iteration '0’ in order to visualize the relative impact ofthterative approach. So, for example
the allowed Xe concentration feif = 2 goes down for each iteration, but the absolute values
are larger than those foi* = 3.7.

3.5. Compare to a realistic ASTRA simulation of the EU DEMO152Design

ASTRA (cf. [27, 28]) is a modelling code which can solve théigh transport equations
for particles, energy and momentum. The transport coefisiean be put in, or evaluated
via various models and therefore, it is a very versatile.totthe EU DEMO designs have
been investigated using ASTRA earlier (e.g. [29, 30]) arelgbssibilities to investigate the
properties of such a reactor design are manifold. UltinpgateETRA and models within,
such as TGLF [31] may be used to benchmark high-level physiedels with the simple
design assumptions made in PROCESS. This is not the aim @fr&sent work, which uses
ASTRA in a simplified mode, treating heating sources, réaliebsses and heat transport self
consistently. In detail, the heating sources and the radiatistribution is made consistent
with the temperature profiles by assuming a heat transpefticient profile as obtained from
earlier investigations [30]. This profile is scaled sucht tAa,s = 2050 MW is obtained for
the design point, resulting ify =~ 34 keV as the temperature profiles are close to linear rather
than parabolical. Note, that the ASTRA profile seems to beemealistic than the parabolic
shape, nevertheless the latter was used above for the 0.8Blmoorder to match thés,,,
obtained from PROCESS, while also matchifig Rr, ng, R,, andx from PROCESS. The
heat transport coefficients are then kept constant allo@m@teraction between radiation,
alpha heating and temperature profiles. The electron gepsifile in ASTRA was fixed
for all cases to that used in the 0.5D model. For these profil@sous combinations of
He concentrations and impurity levels for N, Ne, Ar, Kr, ané ¥ere scanned and the
impact on the temperature ad¢},,, was documented. The reactor relevant impurity level
is then determined via a condition on the edge heat flux, ti.eaust be 1.2 times the power
LH-threshold, which isl54 MW ~ 150 MW for the EU DEMO1 2015 design. The energy
confinement time is obtained from the transported power at the edge and thedstmergy
and the He confinement timg;, is obtained from the He content and the fusion rate. Thus,
p* is known.

This procedure results in figure 14(a) giving fdr= 3.7 the impurity concentrations for
N, Ne, Ar, Kr and Xe at the edge power loss1d0 MW. These values are compared to the
0D model (for reference) giving the maximum impurity conttation in the fullnT'7g versus
T plane (blue) and various implementations of the 0.5D modibE latter are all evaluated
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at thenT'tg versusT values relevant for the EU DEMO1 2015 design. The orangeeathsh
line corresponds to the impurity limits a7z = 1.51 - 1022keVm~3 s andTy = 27.4keV

for a fixed@Q = 41. Note, thatrg = 6.9s was used in order to consider a radiation corrected
7E, Which corresponds to the definition used in the OD and 0.5@ets0 The short dashed
red line indicates the impurity levels for the sami€rr andT, values, but at th&)-value

as calculated from dilution only, i.e. comparing the,r value tocp47...; = 0.78 and the
solid magenta line gives the impurity levels when dilutian anly affects) but alsol’, which
mildly adjusts@ again. The 0.5D models differ among each other in their ptediimpurity
concentrations by less thdf% consistent to the cases investigated above and in figure 13.
In figure 14(a), it is visible that the ASTRA runs match thermodel for Xe as this is the
reference case for which the 0.5D model was matched via ampog, n,, andp* = 3.7. For
ASTRA, adjustements df, have been performed to mat¢hand the He content matches as
a consequence @f = 3.7.

For lighter impurities than Xe, the ASTRA runs allow for nol&less impurity content
than the 0.5D model. Comparing the helium content for all eledcf. figure 14(b)), one
finds the 0D model predicts a considerably higher He contsrit & evaluated at larger
nT'Tg. This difference is mostly given by the different spot in th€rg vs. T plane at
which the models are evaluated. For all 0.5D models and thER&®Ssimulations the He
content behaves remarkably similar, even though@@healue is adjusted only in two of the
three 0.5D models. However, the ca3e= 40.74 (orange, dashed) should be interpreted as
an adjustment i, while Py, does change according to dilution. Thus, it is straight-
forward to understand, that with more dilution, i.e. for lk@impurities, less He content is
expected as its production decreases as #pgs For the two 0.5D models for whiaf) has
been adjusted, explicitly,.... is kept constant, and the behaviour of the He content moves
according to th&) dependence. Note, that the 0.5D model for which the dilugitbects@
andT of the plasma (magenta, solid) ends up with slightly highedium content and slightly
higher@ than the 0.5D model in which dilution only affeas(red, dashed).

Itis worthwhile to focus on the small differences betweentthio 0.5D models featuring
adjustments of) and the ASTRA model. In figure 14(b), ASTRA predicts slighégs helium
than the 0.5D model without increase, while in figure 14(c), the ASTRA simulation follow
the trend of the 0.5D model wit) andT adjustment. This subtle behaviour may only be
understood fully, when looking at tHE changes as observed in the ASTRA modelling.

In figure 15, thel’ changes as in the 0.5D model (magenta curves) are compattesl to
changes of the centrdl in the ASTRA model, by relating the chang#dvalue to thel’,.,

i.e. the central temperature of the reference case. Thefebgase with Xe antl0% of He
serves as areference. As inthe ASTRA madehanges are driven by changes in heating, the
relativeT change in all ASTRA simulations scales with., -, which is driving the production
of a-particles. The temperature changes in the 0.5D model arerdby dilution, thus¢;,,.
As ¢y, scales not quite likep r for different impurity mixtures, the varioys* values do
not align perfectly to one line for the 0.5D model. When pi@tT’/T,..; versuscpr for
model runs scanning all elements at three diffepgntalues the three pink lines in figure 15
result. Clearly, a qualitative difference between the twadeis, i.e. ASTRA and the 0.5D
model, becomes apparent. The 0.5D model gaiiiglilution is increased, while the transport
model features a decreased temperature for smaller hgutimgr. This behaviour of ASTRA
can explain the lower helium content for low-Z impuritied. (déigure 13(b)), but is seems
surprising that the ASTRA simulation follows thg¢ dependence of the 0.5D model which
features increasing (magenta, solid) for increasing dilution (cf. figure 13(c))

However, the boundary condition for the ASTRA simulatiorthat the heat flux at the
plasma edge adds up 160 MW, independent of dilution. This implies, that for impues



Determination of the Tolerable Impurity ConcentrationgiRusion Reactor using a Consistent Set of Cooling Fa2tors

Model comparison at p*=3.7
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Figure 14. (colored in online-version) (a) Depicted are the obtaimeduirity concentrations
from the 0D model, three variants of the 0.5D model matchiregprofiles of the EU DEMO1
2015 design and the 1D ASTRA simulation. One 0.5D model asswnstang), i.e. flexible
P, the second 0.5D model considers the effect of dilutiogprand the third considers the
effect of dilution on both@ andT. (b) For all models the corresponding He concentrations
are given. (c) For all models the correspond@galues are given.

which are capable to cause strong dilution a more strict Bapplies, as the tranported power
stays atl 50 MW independently of the heating power. This limit to the imipuconcentration
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Figure 15. (colored in online-version) The relativE-changes for the 1D ASTRA runs are
compared to those from the 0.5D model predictions, whichragsconstant plasma pressure.
A clear dependence orp 41 is seen for thél-changes in the ASTRA runs demonstrating
that changes in the-heating are driving th&'-changes.

of low-Z impurities leads to a less strong drop®@f(cf. figure 13(c)) and it explains why
ASTRA features clearly lower impurity concentrations fowtZ elements (cf. figure 13(c)).
Note, that both effects, i.e. the effect of dilution ©¥rand the effect of a given edge heat flux,
lead to a lower tolerable impurity content than any of theposed 0.5D models.

Next the dependence of the impurity concentrations, hetiantent andy versusy™ (cf.
figure 16) are investigated. A& = 3.7, the behaviour as described above is obtained. For
high-Z impurities the all models agree well and for low-Z ianpies less impurity content is
allowed for the ASTRA runs (cf. figure 16(a)), while the He tamt (cf. figure 16(b))and
Q (cf. figure 16(c)) show little differences as explained aholor very smalp*, and small
dilution, i.e. for Xe and Kr, an increase in tolerable impydontent is seen along with more
He content and highep indicating an increasefl. At very largep* the dilution in ASTRA
is causing a clear drop @ and thus, a smaller He content and smadlevalue is obtained
comparedto the 0.5D models. Especially, the slope of theR¥Spoints for He concentration
and( versusp* are much steeper in figure 16(b) and (c) than for either 0.50ahd his in
turn has the effect that the allowed low-Z impurities betwd&TRA and the 0.5D models
agree better at large', as the various effects compensate.

3.6. Conclusions Drawn from the Comparisons

The topic of impurities in a reactor device is a multifacetegic, which cannot be
comprehensively treated in one paper. In the present workas attempted to identify
fundamental trends and systematic dependences of thecphyhich defines the impurity
limits in a reactor. Thereby, the OD model served as a referawhich identifies the most
important parameters of the impurity limit allowing for foulating a scaling law which
gives an approximate impurity limit. When comparing thefmodel to the 0D results,
it becomes apparent, that for reactor relevant values ditheonfinement and profile shapes,
the differences between the 0D model and the 0.5D model dyesohtle. A major change in
the model predictions is observed for restricting the rgaarameter space to a specific spot
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Model comparison for N, Ne, Ar, Kr and Xe
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Figure 16. (colored in online-version) (a) Depicted are the obtaimeuirity concentrations
from the two variants of the 0.5D model matching the profilethe EU DEMO1 2015 design
and the 1D ASTRA simulation. One 0.5D model considers thexetif dilution onQ, the other
considers the effect on both andT'. (b) For all models the corresponding He concentrations
are given. (c) For all models the correspond@galues are given.
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in the nT'T versusT plane, which is a realistic consequence, when focussing speaific
reactor design. Already basic requirements on the radidtaction and maximum dilution
lead to a restriction within theT'r versusT’ plane underlining the aspect that not only the
burn condition defines the operational window within thatn@. The further extensions of
the 0.5D model considering also changespandT via dilution, yield subtle changes of
the allowed impurity densities. As a considerable benéf# extended 0.5D models can also
predict the consistent He content and fusion power (and Busf a reactor device. These
predictions based on a relatively simple 0.5D model agrée Wid ASTRA simulations quite
well (within 10 %) as long as dilution is not affectirg by more than a factor of about 1.2.
Even if dilution becomes important th@ value and the He concentration are predicted by
the 0.5D model within a relative uncertainty of about 10 % ampared to the 1D ASTRA
simulations, while the acceptable impurity density areresgémated by at most a factor of
1.5.

When comparing the self-consistent heat transport mod&S3dRA a temperature drop
is observed for increasing dilution, which is trivially aoected to the properties of heat
transport. This is fundamentally different from an apptoadich foresees that for higher
dilution plasma stability allows for accessing higl#er The latter approach assumes that
transport is governed by a critical beta value or that aolidéti heating is easily available. The
comparisons performed in the present work demonstratiehtitl sets of assumptions lead in
the end to minor differences in the tolerable impurity comt¢he He content and the fusion
power, because ariy change is small enough.

3.7. Quantitative Results from the Iterative 0.5D Modelati®isnT' 7 andT Values

As the iterative 0.5D model proved to provide realistic ealfior the impurity concentration,
the dilution and the helium content, it is used in the follogito probe the promising
parameter space for a reactor. Therefore, parameter socaal tonsidered 33 impurities
have been undertaken within the following bounds:

20keV < Ty < 45keV

1.5-102keVm s < (n)Torp < 2.5-102keVm s

2.0<p"<5.0
20 < Qnet < 00
2.0< Rp <25

1.3<R,<16

1.0 < np <2.0

1.0 <n, <20

1.6 <k <20

resulting in more than0® model reactor plasmas probing the parameter space. Theestan
parameter space il '7g versusl’ corresponds to the region which has been identified as the
most interesting region (cf. to section 3.3.2 and 3.3.3jexe dilution due to helium seems
tolerable, the fusion power can be considerable and poweest possible. Of course, the
exact outcome depends on the impurities used and the hebageotration in equilibrium.
For all cases, the 0.5D model predicts the impurity conttrg, helium content and thus
the dilution. For clarity,T" changes due to dilution and constant plasma pressure have be



Determination of the Tolerable Impurity ConcentrationgiRusion Reactor using a Consistent Set of Cooling Fa8tbrs

neglected, as considerations above proved that the effaginor in any case. Additionally,
the radiated fraction can also be evaluated for each cash,tbat for all considered model
plasmas the fuel concentratiop . may be plotted versus the radiated fraction (cf. figure
17). In figure 17, all model runs are depicted with the blactsdnd are replotted in all
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Figure 17. (colored in online-version) (a) The fuel concentration | versus the radiated
fraction for all data points of the database (black), while tlata for a few impurities at
p* = 3.7 are highlighted (colored symbols). (b) Same as (a), but tklighted data is
for p* = 2.

figure parts for reference. Specific subsets of simulatiaws been highlighted with colored
circles. In detail, in figure 17(a) the simulations with = 3.7 have been highlighted for the
independent impurities Li (blue), Ne (green), Ar (magemtad W (red). Most of the model
calculations for Ar and W are within the windofi,4 > 50 % andcp.r > 0.71, where also
the EU DEMOL1 2015 design using Xe for radiative coolingat= 3.7 resides (larger black
circle). For Ne only a few simulations with very optimistiaqameters exist in the interesting
operational window, while for Li no simulation achieves fm®posed figure of merit. This
picture does not change when assuming a better helium eddifaeis= 2 (cf. figure 17(b)).
For that, all impurities perform slightly better, but stlile Li data points are not in the desired
window of operation and only a minority of the Ne data is fotineire.

One might argue that an absolute valuecpf. > 0.71 is the wrong metric to judge
the performance of the various impurities, as in no cgser = 1 is achieved. Thus, an
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alternative approach would be a comparison to the referenparity mixture. We chose
to use the EU DEMOL1 2015 mixture, i.e. Xe aptl = 3.7 as a reference. So, for each
combination of all other parameteks; 1 is evaluated considering the respective impurity
andp* and then it is compared @, of the corresponding plasma with Xe aptl= 3.7.

In order to obtain the ratio of the fusion yield, the ratio lbétfuel concentrations is squared
andQ/Qxe.,p+=3.7 Is obtained (cf. figure 18). Again the black data points iatécall data

14

T
- all data
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Figure 18. (colored in online-version) (a) The fusion yief@l normalized by the fusion yield
QXxe,p*=3.7, €valuated for a plasma employing Xe as only impuritp’at= 3.7, is depicted
versus the radiated fraction for all data points of the dagal{black), while the data for a few
impurities atp* = 3.7 are highlighted (colored symbols). (b) Same as (a), butididighted
data is forp* = 2.

and the colored circles highlight certain impurities, ilé.(blue), N (gray), Ne (green), Ar
(magenta), Kr (orange), and W (red), only. In figure 18(a) ¢cbored data corresponds
to p* = 3.7. A slight difference in dilution is visible between W and Kiitkv respect to
Xe as the same amount of radiation corresponds to slighgky ddution for W and slightly
more for Kr. For a reactor this means that even if Xe is used eslmtor, it can easily
tolerate some W without any negative impact on performarides operational window is
indicated at) /Q xe,p=3.7 > 0.8 and f,oq4 > 50 %. The former boundary is again arbitrary
and correponds to 20 % performance loss of the thermal power due to a different iiypu
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mix as compared to the reference. The colors are relatively avdered, which allows for
a simultaneous presentation of six independent impuritiesigure 18(b), all colored data
corresponds tp* = 2.0, allowing for lower dilution. However, this potential is lgrused by
mid- to high-Z impurities, which clearly move up @/Q x.,,-—3.7, and the low-Z impurities
with Z < 10 do not chang€)/Q x., ,-—3.7 drastically. The underlying reason for this is, that
less He allows for more content of the independent impufityis additional content causes
radiation for mid- to high-Z impurities and merely weak ditun, while for impurities with

Z < 10 the additional impurity content causes mostly dilutionjettresembles the effect of
the missing helium. In short, only strong radiators may made of more headroom due to
an improved helium exhaust in terms of fusion power perforcea

At this stage further conclusion are difficult, due to the ifa@d features that exist in
the huge dataset obtained by the multidimensional pararses®. Nevertheless, the results
of the parameter scan is made available via scaling fornudaeribed in the following, as it
provides a fast possibility to predict the impurity contehtiny reactor design, including the
He content. Additionally, also predictions of the fusioelgi and the radiated fractions can
be made, which seem to be reasonably close to predictiortatefaf-the-art codes. Further
along these lines the formulae can be transformed into ftarenior design parameters and
by using scaling formulae forg it is possible to obtain relations between fusion power and
p*. At least the impurity content alone provides a relativeusate value forZ. sy, which
has consequences for many other aspects important to & fiesiotor independently of burn
physics.

To that end scaling formulae are described in Appendix Bctvlaire not developed to
obtain insights into the underlying physics, but rathergjoroduce the results of the database
to a high accuracy.

Following this approach, a rather large set of coefficieats lheen fit to give the values,
which are denoted in figure 19 with 'scaling’. As can be seefigare 19(a), the values
obtained from the scaling formulag ,...ing describe the impurity concentration quite well,
while a few outliers still exists providing a factor of 1.%tlarge or too small impurity content.
Still, considering there are more than> data points, most of the data is described quite
well with deviations from the full model smaller than a factd 1.2. The description of the
He concentratiom ., 7 scaiing Y the corresponding scaling formula (cf. figure 19(b)) is of
approximately similar quality. Applying the scaling forfador cz scqiing @Ndcre z,scating
provides the fuel concentration

CD+T,Z, scaling = 1-7. CZ scaling — 2- CHe,Z,scaling >

with Z being the nuclear charge and not the actual ion charge. phi®aimation introduces
only very minor deviations, as low-Z impurities the ion dpars the nuclear charge and
dilution from high-Z impurities is small in any case, whileetion charge is almost as large
as the nuclear charge (e.g. forg\x 60 atT = 10keV andZ = 74). The dilution implies
an effect on fusion power and thus, fusion yié)d which can be related to the fusion yield
for Xe as a radiatior and a He content corresponding*te= 3.7. The resulting value of
Q/Qxe,px=3.7 from the scaling is compared to that from the 0.5D model inrBdL8(c). The
comparison demonstrates that the resulting effect onffiysiaver is reproduced by the scaling
much better than a factor of 1.2 f6//Q x.,,«=3.7 > 0.6, while outliers increase for even
more dilution. However, such severely diluted plasmas saeyhow irrelevant for building
a fusion reactor. Fo€)/Qx., p«=3.7 < 0.6, the worst outliers are as large as a factor of 2.
Another parameter of interest is the radiated fraciigqy, z, scaling from the scaling. Most of
the data forf,,q is described within a factor of 1.2 bff.qq, z scaling, NOWeVer, outliers are as
large as approximately a factor of 1.5.
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Figure 19. (colored in online-version) (a) The impurity concentratias obtained from the
full 0.5D model is plotted versus the result of the scalirmpfula. (b) Same as (a), but for He
concentrations. (c) Same as (a) but@fQ x ., ,~—3.7, i.e. relative factor between the fusion
yield of the data and the reference fusion yield for Xe afid= 3.7 at otherwise the same
parameters. The dilution is calculated from the scalinggnéed in parts (a) and (d) Same as
(a) but for radiated fraction.

It should be noted that both the 0.5D model and the scaling oty also be used to
investigate impurity mixtures in the main plasma. The sgaformula delivers the impurity
concentrationc, scqiing fOr an impurity & at which for the fusion plasma heating and loss
meachanisms are in equilibrium. To that end the result ostading formuleacy, scqaring Can
be considered as the total budget for that imputignd this impurity may only use a fraction
of its budget. The remaining head room may be filled by oth@uirities. This may be written
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as a linear scheme:

1= Z Ck/ck,scaling )
k

wherec, is the impurity concentration of the impurikyand allcy, scq1ing are evaluated for the
same parameters corresponding to the same fusion plasrte.thit this linear combination
is an approximation only, because the He content and@hai® not perfectly scaling linearly
with the impurity mixture. However, for 429 test cases (il& cases for all 33 impurities
varying Rr, R, nr,ny, p*, To, nT'7g) the proposed linear scheme was tested. For these test
cases¢n /ck,scaling = 0.5 was used and then a model handling two impurities simultasigo
is compared to the linear combination proposed above. THi@ thodel for each individual
impurity reproduced the detailed 0.5D model using both iritj@s simultaneously withis %
relative deviation as can be judged from figure 20(8).; symbolizes the relative discrepancy
of the denoted quantities. Fd,..; of the impurity concentration, the half of the impurity
budget of the 0.5D model runs (one impurity) was comparebtécatlculated amount of that
impurity for a 0.5D model run handling an impurity mixtures.i half of the nitrogen budget
and any other impurity. Then the relative difference, ibe difference normalized by half of
the impurity budget, is evaluated and depicted in figure R@Nate, that in order to investigate
how well linearity holds for impurity combinations, not teealing formulae have been used,
because the uncertainties of the scalings are known already

For the same 0.5D model runs with an impurity mixture alsohtbum concentration
CHe,miz» the fusion yield ratioQmiz/Qxe,p«—3.7 and the radiated fractionf, .4 mis
may be evaluated as a linear combination of the individuaulte Cre i scaling.

Qk,scaling/QXe,p*:?).?,scaling andfrad,k,scaling) of the |mpur|tyk

Ck
CHe,mix — § CHe,k,scaling =~
& Ck,scaling

Ck,scaling

Ck
Qmiw/QXe,p*:B.? = Z Qk,scaling ' /QXe,p*:B.?
k

Ck
frad,mim = E frad,k,scaling '
k

Ck,scaling

In figure 20(b-d), the deviation from linearity of the threaagtities (cp.r)? was
chosen instead of th@-ratio as the fuel concentration is responsible for ¢rehange.)
is investigated in an analogous way. The depicted,; values are evaluated analogously
to the described procedure for the impurity concentratioRsr the 429 test cases these
A,..; values are in most cases clearly below a 5% level which is nmucie accurate than
other uncertainties. Additionally, a considerable fractdf the deviations originates from
nummerical inaccuracies, as can be seen for nitrogen, vehichld produce a perfect match,
i.e. no relative deviation in all quantities. No attempt waslertaken to minimize these
uncertainties further, as the deviations are small enonghaareduction of the nummerical
uncertainties would imply longer runtimes.

Thus the linear combinations are suitable way to obtainuliseimbers for the tolerable
impurity concentrations in a situation where impurity mits arise. For example, if low-
Z impurities used as divertor radiator leak from the diveitdo the main plasma, while a
high-Z radiator is radiating in the main plasma. For suchroilar considerations the impact
ON CHe,mizs Qmiz/Qxe,pr=3.7 AN freq.mir are evaluated in a relative good approximation
considering the simplicity of the approach.
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Figure 20. (@) The relative deviation of the impurity concentratiofetable along with a
nitrogen content at half of the maximum nitrogen level. (Bjr® as (a), giving the relative
deviation of the predicted helium conentration. (c) Samébasut the square of the fuel
concentration, which is proportional €. Same as (b) but for the radiated fraction.

4. Conclusions & Summary

Before summarizing all aspects of the work, four main cosids are drawn, which are:

e A simple and coarse reactor model is able to consider beakficdiative cooling
fraction) and detrimental (dilution) effects of all imptieis including the helium ash
quite realisticly as comparisons to a full ASTRA based tpamsmodel confirm.

e The simple model allows for mapping out regions in #iEr vs. T plane in which
reactor designs fullfill exhaust and economical boundanddmns.
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e The equilibrium impurity concentration for independenpimities, i.e. not the helium
ash, leading to a balance of heating power and power losat=ssn a wide parameter
range roughly ag —2, whereZ is the nuclear charge of the impurity.

e However, the model suggests that a contamination of the rmplisma by low-Z
impurities (Z < 18) should be avoided for efficiency reasons, as the fusion gain
inevitably suffers due to dilution - even more so, if the reeld plasma heating caused
by dilution leads to a reduction of the plasma core tempegatlihe above conclusion
is also true, if an alternative assumption of constant ptaprassure, i.e. increased core
temperature for diluted plasmas, is employed. The temperaise is in all cases clearly
too small for compensating the fusion yield reduction dueiliation.

In more detail, the content of the present work can be sunz@@ras follows. The
first part is concerned with the calculation of atomic data3d® different elements including
most of the elements that may be found in today’s and futuséofuexperiments. The
calculated atomic data provide ionization and recombamatate coefficients and thus, the
ionization equilibrium. Additionally, Bremsstrahlungdiative recombination, radiation due
to dielectronic recombination and line radiation are cdestd. The present work employs the
same models as were used for W in [4] for all considered elésn@his leads to atomic data,
which is of reasonable quality for high-Z elements and basejuality for low-Z impurities.
Most importantly the data set is consistent and allows tdysthe limits of impurities in
reactor plasmas, while code or model specific effects areiézd. As the data fills many
holes for mid-Z to high-Z elements also spectral predictionl be made available.

The second part of the present work investigates the limitngiurities for a variety of
reactor models. A 0D power balance between fugieheating and losses from radiation
and transport is investigated for 33 independent (i.e. mditm or hydrogen) impurities
as a function of the ratio of helium confinement time includnecyclingr;,, over energy
confinement timerg, i.e. p*. The maximum impurity concentrations are determined by
scanning the wholeT'7g versusT plane. It is found that if low-Z elements dominate, the
maximum impurity level is achieved at relatively IoW < 30keV, while for dominating
high-Z impurities, the maximum impurity level occursiat- 40 keV. In cases where helium
dominates the balance*( > 10) the maximum impurity level of the independent impurity
is obtained afl’ =~ 15 keV. The results of the 0D model could be summarized in aivelst
simple power law. The maximum impurity level exhibits an apgmate scaling with /Z2,
whereZ is the nuclear charge of the impurity.

As a next step profile effects have been included in the powkmibe, and thus, the
resulting modelis called 0.5D model. To that end self sim#aperature and density profiles
with a peaking and a shape parameter have been implemeiwtethsii the basic mechanisms
of the OD model could still be used as a very good approximatithe comparisons to the
0D model show that at moderate profile peaking and reactevat helium confinement the
effect of the profile consideration on the maximum impurgymoderate, i.e. smaller than
about a factor of 1.5.

The 0.5D reactor model is then further extended taking &ryiheating and additional
loss mechanisms such as synchrotron radiation into acetaatfinite fusion yield?, which
is labelled®,,.; in case additional losses are considered. In the coursgpodaphing realistic
reactor properties, radiated fractions and dilution offthe are investigated and it is found,
that a specific subarea of the fulll'rg versusT plane is best suited to provide a power
exhaust solution and a dilution such that a reactor seemoetoally feasibile. This area
symbolizing a possible operation window is largest for Rifjimpurities at low as possible
p* values providing large radiative fractions at small didati The operational point of the
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EU DEMO1 2015 design using high-Z impurities resides in thiatdow.

As a further step the influence of the impurity mix on the reagiarameters and
performance are studied. To that end the EU DEMO1 2015 delignsed as a
reference design, where the design includes the originpliity mix and thuscpr e
(deuterium-+tritium concentration) awrg,: . (the particle concentration including electrons,
ions and impurity ions) as well as tHeéandn profiles. This allows for evaluation @ for a
fixed P, within the 0.5D model when the dilution is changed via a cleimghe impurity
mix. This results in quite obvious changes@fup to about a factor of two when low-Z
impurities are dominant in the reactor plasma. Only a snnatitfon of this decrease i} is
compensated if the assumption of constant plasma pressemgaloyed leading to an increase
of T for diluted plasmas. Even worse are the predictions for Zoimpurities of a realistic
1D ASTRA transport simulation in which dilution of the fusiduel leads to a decrease of
the heat fluxes and thus, plasma temperature. When compgaentD ASTRA model to
the 0.5D model, this qualitative difference shows up mastlg decreased tolerance of low-
Z impurities in the 1D ASTRA run as compared to the 0.5D modrar high-Z impurities
and reactor relevarit < p* < 10 the predicted impurity concentrations of the 1D ASTRA
simulation and the 0.5D model agree within% and also the predicted values and helium
concentrations are within an agreementof(0 %.

As the most detailed version of the 0.5D model reproducechtiparity concentrations,
the helium content and the fusion yield of the 1D ASTRA modakonably well, a parameter
scan was performed spanning the most interesting regiotmidty7x, To, Q, p*, To/(T),
no/(n) and the coefficientsir andn,,, which define the profile shapes of density and
temperature. As a result a database with more tti&ndatapoints was set up, which was
used to develop scaling formulae, which reproduce the iftypand helium concentration,
the fusion yield and the radiated fraction. The databaseawak/zed in terms of fusion yield
and radiated fraction and clearly the low-Z impurity conferevents access to the economical
interesting region (i.e. high fusion yield and good powenaust). For high-Z elements the
radiating impurity is of minor importance such that the pemiance of plasmas using Kr, Xe
or W as radiators are almost equally good. As a consequenpzet af the impurity budget
may be used up by W without any negative impact on performaiite database results
may also be used to consider impurity mixtures. To that emueai combination of impurity
contents allows for the prediction of all performance pagters.

It should be noted that all predictions presented in thiskvaoe based on the assumption
that impurity concentration profiles are flat within the caefi region of the fusion plasma.
This assumption might be only slightly violated by independimpurities, however, in
case of helium, it is clear that the location of the sourcé dd to a tendency of peaked
helium profiles if transport does not strongly counteracn&ally, hollow impurity profiles
are allways beneficial, i.e. increasiidg) of a power plant, while meeting power exhaust
conditions. This even extends beyond the separatrix, agpexhaust in the plasma edge
requires impurities in the divertor plasma, which in thetloase are retained there. Anyhow,
given that the variation within the impurity concentratiprofiles is relatively small, the
present work suggests, that the sustainable impurity temsia future reactor may be
estimated to a relative good accuracy by only knowing baaiameters of the main plasma.
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Appendix A. Properties of Considered Profiles and Derivatio of Correction Factors

First it is worthwhile to note that for a given s&y, ny and Ry (Or ne o, n, and R,,) the
edge Temperaturé, .. ( edge density:. .qq ) is determined and independentaf This

is demonstrated for the temperature profile/a) = T'(z) = To (1 - %x’”) The
volume average

2 1 1
(T) = %/0 T(z)rdr =2 |:%T0I2 - ﬁ(Tg - Tedge):zz"TJrQ]O =
= TO - 2 (TO - Tedge)
nr + 2
Thus,
Todge = "T2+ 20Ty — To) + Ty = TO”TJf;{%”TRT
T

independently ofi. Furthermore,

Th — Tprrt2—nrRr 2R —1
T((E) :TO <1_ 0 0 2Rt an*) _ <T>RT |:1_ (TLT+ T )an:| —

T() 2 RT

= <T>G(RT, nr, x)
defines the dimensionless functiGh which can also be used to express the density profile
n(r) = (n)G(Rn,nn, )

It is important to note that the volume average of any quaiitwhich is only a funtion
of n(x) andT'(z) profiles with above mentioned properties, is trivially ipgadent of the
plasma size, since

(X) =2 /0 X (T(2),n(z))z do

In the following, it is demonstrated how the consideratiépmfiles can be taken into
account via simple correction factors within the 0D equaifor the power and He particle
balance. For the-heating we obtain the correction factbf.+», Dy comparing:

- /01 (amT(T(:vQ)) -ne(ac))2 (o) dz — B, (M )2 (70, Fronting

2
Thus,
B 2f01 (cD+T(T(x)) - G(Rn, np, :v))2 (ov)z dz
e 2 (T)){ov)
wherec, . is radially not constant, becaugechanges withI’. Note, thatFjcqting 1S

independent of, and can be evaluated for knowy, Rr, nr, R, andn,,, while the absolute
densityng has cancelled.

For the radiative cooling we can obtain a correction factorefaich contributing element
separately, i.eF,qq f1, Frad,me aNdF,..q 7z by comparing:

2/0 Cpir(T(@)) (@) Lo (T(2)x dw = ey, ((T)) - (ne)* L ((T)) Fraa, i
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1
2 /0 cen®(2) Lize(T(@))x de = cxre (oY Lire ((T)) Frad. e

2/0 czn?(x)Lz(T(x))zdr = cz(n)*Lz((T)) Frad.z

Thus,
” 2foch+T(T(x)) - G*(Rpy i, @) Ly (T (2))x dor
rad,H =
" cp o (TN L ((T))
Jo G* (B, 1, 0) Lz (T () da
Frad,He =2
Lu((T))
[y G?(Roy iy ) Lz (T(2)) dar
Frad,Z =2
Lz((T))
Finally, for transport losses we obtain the correctiondat, ..spor« Dy cOmparing:
1 Seiol{T)) - (nekp(T
2 [ T@)) - me@hpT @y do = 298I ks p
TE Jo 2 TE

Thus,
[y ctod T(x)) - G(Rp, g, )T () dae
ol (T))(T)

For the evaluation of the He balance the correction factéi,is.., for the He source,
while the sink does not require a correction factor:

Ftransport =2

7)) - (ne)\? e(ne
(M) (00) 7y Fheating = et *<n ) (0.5D He balance)
THe

Unfortunately, the application of the correction factatil gields a fundamental issue.
Due to the occurrence of a profile dependent impurity chargéhe correction factors
Fheating, Frad, 5 @and Fyqnepore depend non-trivially org.. This dependence is contained
in cpyrr ande,;. Such a dependence is preventing the determinatiotypfalong the
lines presented in [21], i.e. the OD model. However, thisathefence may be removed
by approximating;(T'(«)) by ¢((T')). The introduced error of this approximation can be
estimated by repeating all following calculations and fixif{T'(r)) to ¢(To) or ¢(Tedge)
instead ofg((T")). This has been done and all deviations in the evaluatedatulleimpurity
concentrations are below a relative size of 0.7% on the at@tuvalues and thus, are
considered unimportant. Additionally, the effect of thisiglification on the termep, 1 =
(1 —gecz — 2che) Orcior = (2 — (¢ — 1)cz — cue) may be checked with realistic values for
cz andcy.. As cpir is more crucial and becausg; is also very similar tep, - the focus
is now put orcp .7 only. The relative change of this terdp,; (cf. below) for a linear, peaked
temperature profile, i.enr = 1 with Ry = 2.5 has been investigated using the 0D-results
for ¢z andcg.. In detail,

corr((T) = cpsr(To) _ (9(Th) — a({T)))ez
cp+r((T)) 1 —q((T))cz — 2cHe

The largest deviations.; are found at small temperatures and smpéallAt T, = 4keV and
p* = 0.5 using the maximum argon (Ar) concentration found by the ODdetboi.e. 1.6 %

5rel =
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Parameter (nYToTg To  Qnet p* To/(T) no/{n) nr ng,
dimensions | 1022keVm—3s keV - - - - - -
abrev. below nT'T T Q P Rt R, nr np

Table B1. Input parameters, their dimensions and abreviations asindelow formulae.

(tolerable at36.5 keV), and the associateq;. = 0.051 the deviationd,..; = 0.032. This

is the worst case for all temperatures, impurities aid For more realistic temperatures
15keV< Ty < 100keV andp* = 5 the d,.; stays below0.5% for all impurity elements.
Thus, we consider the approximation of constant impuritgrgke appropriate and simplify
the above correction factors to

Foooo 2f0 (cpal G(Rn,nn,x))2 (ov)x dz _ folGQ(Rn, Ny, @) (ov)x da
heating c37+T<<T>><cw><T> (00) s
Jai -9 fo CD+T(<T>) ’ G2(Rn= Tn,, ‘T)LH(T(‘T))‘T dz _ 2f01G2 (Rm Nn, CL‘)LH(T(CL‘)),T dx
rad it Cpe (1)) L ((T)) Lu((T))
" el (M) - GBm, )T(@)ads [ Gy, )T ()2 da
transport Ctot(<T>)<T> <T>

Appendix B. Scaling Formulae Predicting the Impurity Concentration and Radiated
Fraction

In the following it will be described how the values scaiing, Cre, z,scating @ANAfrad, z,scaling
are obtained from a scaling formula with the input valiabis®d in table B1. These input
parameters are the users choice and need to be put into ¢eesitaling formulae below.

CZ scaling =

Z)A2+A3p . (1 _ E)A4

104 . (nT'r)r - (35

,pA5+A6% . (&)AHrAg% . ?9 ,nﬁlo

n
Ry,
CHe,Z, scaling =

T
By - (nTT)Bl . TB2 .pBg+B4(nT'r)+Bg,% -R?G .R57+Bs(nTT)+Bg 30 +B10p nf“

frad,Z,scaling =

z T 5 Cs+Co(nT7)+C10(L
O - (nTT)ClJrCz . (%)03+C4(nT~r) (11— _)05 . ng . RG7 . RC* o(nT7T)+C1o(Z5)
For a prediction otz scqiing, CHe,z,scaling @Nd frad, z,scaling the coefficientsdy to A1o,Bo
to B11 andCy to C4 are needed, which are dependent on the nuclear charge of prugity
Z. In order to increase the accuracy of the description, eaeffficient is described as a
polynomial inZ of order 6 or 8. The coefficients can be obtained via followmgtiplication:

Ao -3 )/71?(‘.)”" 1 —24834947E—-1 2. gb&]U\ZF 2 —1.8259072E-3 T4188712E-5 -1 7257"\«‘581?76 2.27TT7T417E-8  —1.5858165E—10 \211)13‘.)1' ]1

Ay —6.3048713E -2 : —1.6159464E—4  5.2402775E—6  —1.1333492E— 1.4842194E-9  —1.0518197E—11 Z
A 511E—4  —5.4154T: 1. 8‘}30(><le' (; —3.0654309E—-8  2.5208136E—10 z'
As 5.9045786 E—1 9.8798293E—. 5 2.9143942E-8  —1.9721802E—-10 5 z?
As —1.5192276E+0  9.85 — —1. 110)1101' 5 2.24 -7 181E—9 7365906 E—11 4 z*
As | = 1.9928102E+0  —5.4322636E—1 3.2482488FE— 4 —TA4584614E—6  9.6314707E—-8 5 0294E—10  1.8113891E—12 zt
As —2.1181245E4+0  4.9820489E—1 —3.080653 7.0505826E—6  —9.0813181E—-8 6. 148188(7b 10 —1.7015410E—-12 z°
Az —1.8443733E40  T.4618047TE—1 —4.6147770. —-1 l.[)&()&TlSE—S —1.4289280E—7  9.9414710E—-10  —2.8281401E—-12 z°
As 1.0402383E40  —4.5748791E—1 382 3.2094165E—-4  —T.7358691E—6  1.0475599E-7  —T. 5E—10  2.1544513E-12 z"
Ag —1.0944249E—-1  1.0311672E—-1 72 UleJJlE 1 8028!}225‘ J —8.3441249E-5  2.1312480E-6  —3.0260615E—8  2.2356730E—10  —6.6973575E—13 A

Ao 2.0213559E 1 T7.2809T44E-2  1.2157304E 2 8.9305756 E—4  3.4934645E -5 7.7410704E-7  9.7293782E-9 6.4594281E—11 1.7589071E—-13
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2.24854E+0
—3.15164E -2
T.77T930E~1
8.96682E—1
8.53453E—2
—4.23602E -2
—8.14443E—1
9.01346 E—2
2.38879E—1
2.9937T4E—1
5344TE~2
1.26803E -1

3.89307E+0
3.91453E+0
2.53018E+0
—2.60548 E+0
1.46937E+0
—3.26837E+0
6.74835E—2
1.90452E—-1
7.50495E—1
—2.26811E-2
—8.20073E -2

—3.26823E—1  3.64468E-2  —1.46868E—-3  2.84396E-5 —2.65819E-7  9.61688E-10
2.69184E—1  —2.19908E-2  8.02072E-4  —1.47559E-5  1.33615E—7 4.73139E-10
—1.79485E—1 1.43810E-2 —5.09830E—-4 9. 2TE—-6  —8.08114E—-8  280457E-10
T41020E-2  —78171TE-3  3.16169E—4 —6.16267TE—6  5.78876E—-8 —2.10131E-10
—6.13620E—-2  4.74211E—. —1.67285E—4  3.00772E—6  —2.67780E—8 35927TE—11
5.37216E—2 1.46383E—4  —2.56650E—6  2.22T73E—8  —T7.60536E—11
5.30217E—2 8.81065E—5 —1.33299E—6  1.02022E—8 11042611
2.44189E—-1 7.14065E-4  —1.33115E-5  1.22168E—-7 37880E-10
—1.16909E—1 —1.98991E—4 3.2148TE—6  —2.66886E—8 8.90524E—11
9.77T496E~2  —4.70997TE-3  1.18645E—4 —1.64857E—6 1.20053E—-8 —3.58599E—11
—2.60019E-2  2.08581E—-3 —T.61733E—-5 1.40991E-6 —1.284835—8  4.57400E—-11
—5.82411E-3 —5.60515E~5 1.07202E-5 —288655E—7 3.14644E-9 —1.24398E-11
1.99190E+0 4.60459E-2  —4.79318E-3  1.18230E—4 —1.23177TE—-6 4.72529E -9
T.7023TE-2  —229854E-2 1.07901E-3 —2.20498E-5  2.10596E-7  —7.68007E—10
—1.08785E—1 2.08367E—2 —9.24935E-4 1.84393E-5 —1L73494E-7  6.26098E—10
—7.35999E—2  147456E—-2 —6.53255E—-4  1.29711E-5 —1.21585E-7 4.37322E-10
1.09009E—1  —1.54723E—-2  6.50889E—4  —1.26784E-5 LITT4TE-T —4.21384E—10
2. 52E—1  —1.46545E-2  3.88563E—4  —5.6737T6E—6  4.3077T1E—-8 —1.32830E—-10
38283E—2  242573E—-3  —T.07T112E-5 1.1247TE—6 —9.21225E—9 3.03556 E—11
8.17507TE—-3  —3.11423E—-4  3.87958E—6 2.55992E-8  —8.96134E—10  5.01630E—12
—3.30851E—3 —2.10613E—-3 1.25627TE—4 —291342E—6 3.03566 E—8 —1.18287E—-10
—9.47900E-2  6.T4068E-3 -2 95E -4 4.20069E—6 —3.76902E -8 1.33038E—-10
1.26957E—~1  —8.99773E—-3  3.01785E—4  —5.24566E—-6  4.55574E—-8  —1.56164E—10,



