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Abstract

A detailed cross-verification between two global gyrokinetic codes, the core continuum code

GENE and the edge particle-in-cell code XGC, for linear and nonlinear simulations of ion-

temperature-gradient modes is carried out. With recent developments in edge gyrokinetics, it

may be feasible someday to describe the whole tokamak plasma on turbulence timescales using a

coupled gyrokinetic simulation model. Before pursuing this, the core code (GENE) and the edge

code (XGC) must be carefully benchmarked with each other. The present verification provides

a solid basis for future code coupling research. Also included in the benchmarking is the global

particle-in-cell code ORB5, to raise confidence in the quality of the obtained results. Excellent

agreement between all three codes is obtained. Furthermore, in order to facilitate a benchmark

framework for other codes, we make a specific effort to provide all relevant input parameters and

precise details for each code.
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I. INTRODUCTION

Turbulent transport in the core of tokamak plasmas is nowadays addressed on a daily

basis with the help of gyrokinetic simulations [1, 2], using, e.g., the well-established core

gyrokinetic code GENE [3, 4]. This includes numerous successful quantitative comparisons

with experimental measurements [5–8]. Meanwhile, a key challenge in modeling tokamak

transport is to create comprehensive gyrokinetic models of the edge, including the pedestal,

with steep gradients, as well as the scrape-off layer, with field lines connecting to the divertor

plates and the neutral particles recycled from the divertor plates. Significant progress in

this area has been made with the development of the edge gyrokinetic code XGC [9–11].

As part of the Department of Energy Exascale Computing Project, the feasibility of cou-

pling these two codes is being investigated. This is motivated by the fact that gyrokinetic

codes are highly tuned for particular volumetric regions. A core gyrokinetic code like GENE

is well optimized to model small amplitude, weak-gradient driven turbulence in the closed

flux surfaces, whereas an edge gyrokinetic code like XGC operates best with large amplitude

fluctuations and strong gradients across the magnetic separatrix and in the open magnetic

field region in contact with material wall. Before such a core-edge coupled model can be

realized, it is critical that the two codes are benchmarked within a reasonable level of accu-

racy. GENE and XGC solve the same gyrokinetic equations, so good agreement is expected

when applied to the core plasma where both codes can solve the same problem. In practice,

however, this may be difficult to achieve due to subtle differences in the discretization meth-

ods and the equilibrium models, for instance. It is important to pin down these differences

prior to the development of a coupled model.

Although both GENE and XGC have been extensively and thoroughly benchmarked in

various regimes (see, e.g., Refs. [9, 11–18]), there is not yet a direct comparison between

these two codes. Moreover, previous benchmarks have used different sets of parameters, and

thus even indirect comparisons are not possible. The present work addresses this gap by

directly comparing the two global codes in toroidal geometry with conventional gyrokinetic

benchmarking parameters. Beyond its value in view of future core-edge code coupling efforts,

the results presented here also contribute to ongoing efforts on verification and validation of

(global) gyrokinetic simulation models [14]. Also included in the benchmarking is the global

Lagrangian particle-in-cell code ORB5 [19], thus providing more confidence in the quality
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of the obtained results. Furthermore, in order to facilitate the reproducibility of the same

benchmark cases by other codes, we have made a specific effort to provide all relevant input

parameters and precise details for each code.

The remainder of the paper is organized as follows. A brief description of the codes

is given in Sec. II, while the description of the test case is outlined in Sec. III. Linear

comparisons are presented in Sec. IV, and nonlinear results are described in Sec. V. Finally,

conclusions are drawn in Sec. VI. Further details of the two codes, such the coordinate

systems and the normalizations, are provided in the Appendices.

II. THE CODES

All three codes involved in this work - GENE, XGC, and ORB5 - solve for the time

evolution of the gyro-center distribution function F of each plasma species according to the

gyrokinetic equation [20]
∂F

∂t
+ Ẋ · ∇F + v̇‖

∂F

∂v‖
= C, (1)

where X is the gyro-center position in real space, v‖ is the velocity of the gyro-center parallel

to the local equilibrium magnetic field B = Bb, and C accounts for the effects of collisions

and sources, neglected in this work (C = 0). Note that even though all three codes can

account for electromagnetic fluctuations, this work is limited to electrostatic perturbations.

Therefore, all equations are given in this limit.

The equations of motion for a species with mass m and charge q read

Ẋ = v‖b +
B

B∗‖
(v∇B + vχ + vκ) (2)

v̇‖ = −

(
1

m
b +

1

mv‖

B

B∗‖
(v∇B + vχ + vκ)

)
·
(
µ∇B + q∇φ̃

)
(3)

where v∇B = (µ/(mΩB)) B ×∇B is the grad-B drift velocity, vχ = (1/B2) B ×∇φ̃ is the

E × B velocity, and vκ = (v2
‖/Ω) (∇× b)⊥ is the curvature drift. Here, µ = (mv2

⊥)/(2B)

stands for the guiding center magnetic moment, while φ̃ is the gyroaverged electrostatic

potential. Finally, the effective magnetic field B∗ can be written as

B∗ = B +
B

Ω
v‖∇× b

= B∗‖b +
B

Ω
v‖ (∇× b)⊥ = B∗‖b +

B

v‖
vκ. (4)
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The system of equations (1)-(3) is closed by the gyrokinetic Poisson law which, assuming

a quasi-neutral background, reads ∑
j

qjδnj = 0, (5)

where δn is the perturbed density and the sum extends over all j plasma species. δnj is

evaluated as the zeroth order moment of the corresponding distribution function, resulting

in two components: the so-called gyro-density and the polarization density [2], the latter

resulting from the difference between guiding center and gyro-center coordinates, i.e. an

effect related to finite amplitude field fluctuations. Equation (5) thus becomes in fact a

linear integral equation for the electrostatic potential φ (see Eqs. (6)-(8)). The three codes

use different numerical methods in order to solve Eqs. (1)-(3) and (5). They are briefly

summarized in the following.

The GENE code [3, 4, 21] is an Eulerian gyrokinetic code which solves Eq. (1) using the

“method of lines” as follows. The distribution function is first discretized on a fixed grid in

five-dimensional phase space and then numerically integrated. In order to exploit the strong

anisotropy of fluctuations, GENE employs a field-aligned coordinate system (x, y, z) to rep-

resent the fluctuation fields in configuration space. Here, x defines the radial direction, y the

binormal direction, and z parametrizes the position along a field line. The parallel velocity

v‖ and magnetic moment µ serve as velocity space variables. The y direction is Fourier

transformed and, because of the tokamak axisymmetry, linear modes are characterized by

a fixed ky value which is related to the toroidal mode number n (see Appendix A). Finally,

GENE makes use of the so-called δf splitting technique, expressing the actual distribution

as the sum of an equilibrium part F0 (a local Maxwellian is assumed here) and a fluctuating

component f1, which is numerically evolved by the code.

Assuming an adiabatic response for the electrons, the quasineutrality equation solved by

GENE reads

2πqi
mi

∫
B∗‖ f̃1idv‖dµ−

q2
i n0i

T0i

[
φ−

∫
B

T0i

˜̃φ exp

(
−µB
T0i

)
dµ

]
=
en0e

T0e

(φ− 〈φ〉FS), (6)

where 〈 〉FS indicates a flux-surface average and k⊥ρi terms are retained to all orders in the

evaluation of the ion polarization density term, k⊥ being the wave number perpendicular to

the magnetic field.
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The XGC code [9, 10, 22] is a particle-in-cell (PIC) code which can simulate the whole

plasma volume, from the magnetic axis to the scrape-off layer. Since the X-point and

the magnetic axis are included in the calculation, magnetic coordinates cannot be used

due to singularities there. XGC thus uses cylindrical coordinates (R,ϕ, Z) to describe the

particle motion, allowing for a general representation. In order to take advantage of the

strong anisotropy of fluctuations, the mesh in real space follows the magnetic field-lines

approximately and is structured as follows. All poloidal planes are equally spaced along the

toroidal angle ϕ, and each of them is discretized in the same way using an unstructured

triangular mesh that allows for the representation of complex diverted geometries and wall

structures. The node points of the poloidal mesh follow the magnetic field lines.

XGC has different modes of operation, i) full-f: in this case the entire particle distribution

function f is represented with particle markers. ii) total-f: f is split in three components,

such that f = fa + fg + fp. Here fa stands for the plasma background distribution function

usually specified analytically, fg accounts for its slow evolution over local transport time-

scales (numerically represented on a grid), and fp represents a perturbation (represented

with particle markers). The time evolution is evaluated according to a hybrid-Lagrangian

δf scheme, see Ref. [10]. iii) delta-f: the distribution function is split between a time

invariant background and a perturbation, f = fa + fp, the latter described with markers

and evolved using the weight evolution equation [23, 24]. Note that by initially setting

fg = 0 and not transferring any weight from fp to fg, the total-f scheme is in fact identical

to the delta-f model. In the present work the delta-f model is used: fa is taken as a local

Maxwellian and the grad-B drifts are ignored from the RHS of the weight equation, such

that the numerical models of GENE and XGC are equivalent δf models.

The electrostatic potential in XGC is solved with the quasi-neutrality equation in which

the ion polarization term is evaluated using a Padé approximation, leading (in the adiabatic

electron limit) to

∇⊥
min0

qiB2
∇⊥φ−

(
1−∇⊥ρ2

i∇⊥
) en0

T0e

(φ− 〈φ〉FS) =
(
1−∇⊥ρ2

i∇⊥
)
δn̄i, (7)

where δn̄i indicates the ion gyro-density.

The ORB5 code (a detailed description of the code can be found in Ref.[19]) is a δf

PIC code which solves the gyrokinetic system of equations in an axisymmetric system using
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magnetic coordinates. The ORB5 configuration space description is based on straight-field-

coordinates (s, χ, ϕ) with s =
√
ψ/ψLCFS, ψ being the poloidal flux Eq. (A2) with ψ defined

to be zero at the magnetic axis, χ the straight-field-line poloidal angle (see Eq. (A3)) and

ϕ the toroidal angle. Similar to the GENE code, the distribution function of each species

is split into an analytic background (a local Maxwellian is assumed in this work) and a

perturbation, which is represented with markers. The motion of markers is described using

the so-called p‖-formalism, that is using the canonical parallel momentum p‖ = mv‖ (in the

electrostatic limit) and the magnetic momentum µ as velocity space coordinates [25].

In ORB5, different expressions can be used for the ion polarization term appearing in the

quasi-neutrality equation: (1) a long-wavelength approximation,

qi
mi

∇⊥ ·
n0i

Ω2
0i

∇⊥φ−
qen0e

T0e

(φ− 〈φ〉FS) = δn̄i, (8)

(2) a Padé approximant [26, 27], equivalent to the one used in XGC, and (3) an integral

form, equivalent to the one used in GENE, which is exact to all orders [26].

III. THE TEST CASE

All benchmarks shown in present paper are carried out considering the realistic MHD

magnetic geometry depicted in Figure 1. This equilibrium, defined as Case V in Ref. [28], is

R [m]

1.2 1.6 2

Z
 [

m
]

-0.5

0

0.5 a)

ρ

0 0.2 0.4 0.6 0.8 1

q

1

2

3

4

b)

Figure 1: (Color online) a) MHD equilibrium considered for the benchmark, shown are constant

contours of the poloidal magnetic flux function ψ/ψ(LCFS), and (b) corresponding safety factor q

profile as a function of ρ.

based on the experimental DIII-D discharge underlying the Cyclone Base Case (CBC) [29],
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where the shape of the Last Closed Flux Surface (LCFS) has been modified from the ex-

perimental one to circular while attempting at keeping a safety factor profile q (depicted

in Figure 1) as close as possible to the original one. When reconstructing the equilibrium,

nearly zero pressure is assumed such that the resulting flux-surfaces are approximated to be

concentric (no Shafranov-shift). This magnetic geometry has already been used for carrying

out both local and global benchmarks.[26, 30]

Throughout the entire paper, flux surfaces are labeled by the radial coordinate ρvol =√
V/VLCFS, where V is the volume enclosed by a given flux surface. One defines the geomet-

rical minor radius as r=[Rmax −Rmin] /2, Rmax and Rmin being, respectively, the maximum

and minimum major radius of the flux surface evaluated at the elevation of the magnetic axis.

The geometric center of the flux surface is given by Rgeom = [Rmax +Rmin] /2. The minor and

major radius of the machine are therefore given by a = r(LCFS) and R0 = Rgeom(LCFS).

In this case R0 = 1.68 m and a = 0.59 m are assumed; the machine aspect ratio is

ε = a/R0 = 0.35. A magnetic field on axis B0 = 2.09 T is considered.

A deuterium plasma with the same temperature profile for both ions and electrons is con-

sidered. Temperature and density profiles and their corresponding normalized logarithmic

gradients are defined according to the following functional forms:

A(ρvol) = A(ρ0)

[
cosh

(
ρvol−ρ0+δA

∆A

)
cosh

(
ρvol−ρ0−δA

∆A

)]−κAε∆A/2 , (9)

R0/LA =
κA
2

[
tanh

(
ρvol − ρ0 + δA

∆A

)
+ tanh

(
ρvol + ρ0 + δA

∆A

)]
, (10)

where A stands for both temperature T and density n. A(ρ0) indicates the corresponding

reference values measured at ρ0 = 0.5, which are chosen CBC-like, such that the associated

finite size parameter ρ∗ = ρi/a, the ratio between the ion gyro-radius and the plasma minor

radius, assumes the value ρ∗ = 1/180. Finally, the maximum value of temperature (resp.

density) logarithmic gradient is given by κT (resp. κn).

The characteristic profile widths δ and ∆ as well as κT and κn are chosen differently

for linear and nonlinear comparisons, as will be detailed in the following sections. For

completeness, the values of all relevant plasma parameters are also summarized in Table I.
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R0 [m] 1.68

a [m] 0.59

B [T] 2.09

mD [kg] 3.34 10−27

n0 = n(0.5) [1019/m3] 4.66

T0 = T (0.5) [keV] 2.25

ρ∗ = ρi/a 1/180

Table I: Reference plasma parameters considered for the benchmark.

IV. LINEAR COMPARISONS

In the first stage, a linear benchmarking is carried out, comparing growth rates and

frequencies of the most unstable mode for different toroidal mode numbers n. In this context,

it turns out to be helpful to use a sufficiently localized region of maximum gradient to avoid

beating between different modes with similar growth rates from different radii. Thus, the

profiles widths δ and ∆ appearing in Eq. (9) are taken as 0.075 and 0.02, respectively. CBC-

like gradients are considered, i.e., κT = 6.91 and κn = 2.22. The resulting profiles are shown

in Figure 2.
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Figure 2: (Color online) Radial profiles (solid lines) and corresponding normalized logarithmic

gradients (dashed lines) of temperature (left) and density (right) used for the linear comparisons.

The GENE simulations described in this section have been performed considering a grid

composed of nx × nz × nv‖ × nµ = 256 × 32 × 96 × 32 points, covering the radial domain

0.15 ≤ ρ ≤ 0.85 (thus resulting in a grid spacing of ∼ 1.6 mm) and the velocity space region
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−4.6 ≤ v‖/vi ≤ 4.6, 0 ≤ µ/(T0B0) ≤ 10.8, where vi =
√
T0/mD.

For the XGC simulation presented here, the poloidal unstructured grid has a character-

istic length scale of 2-3 mm. The number of triangle elements in each plane is ∼ 106 for 2

mm grids, and ∼ 5× 105 for 3 mm grids. The resolution of the toroidal grid is taken to be

eight times the toroidal mode number n. For example, for n = 40, one uses 320 toroidal

points. The simulation domain extends from the magnetic axis to ψ/ψLCFS = 0.9. About

107 marker particles are used, and for the gyro-averaging, a 32-point averaging technique is

employed.

The ORB5 simulations discussed here were performed using 512 × 1024 × 512 points

in the radial, poloidal, and toroidal directions, respectively. The radial domain covers the

entire plasma minor radius, discretized with a uniform grid. 107 markers were used, while

16 points per gyro-orbit are employed in the gyro-averaging procedure.

The results obtained are shown in Figure 3, where the growth rate γ and the real frequency

ωr obtained with the different codes are compared. Results are shown as a function of

the toroidal mode number n, that can be uniquely defined for axisymmetric systems and

independent from each code-specific coordinate system. Similarly, results are plotted in SI

units to avoid the complication associated with different normalizations. To help the reader,

the same color coding is used when comparing results: GENE results are shown in blue,

XGC results in green, and ORB5 results in red. Frequencies and growth rates are also

summarized in Table II.

As far as the linear growth rates are concerned, the three codes agree within 10% for

all modes considered. Concerning the frequency, the curves agree within less than 3%. We

point out that the different codes use different approaches for solving the gyrokinetic Poisson

equation. GENE and ORB5 currently implement an arbitrary-wavelength field solver, while

XGC uses a Padé approximation. However, this is not found to significantly influence the

growth rates for the toroidal mode numbers considered here.

The comparison between the codes is further pursued by inspecting the eigenfunction of

the mode n = 24. Figure 4 shows for each code a poloidal cross section of the electrostatic

potential φ taken at the end of the simulation. A good qualitative agreement is observed,
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Figure 3: (Color online) Growth rates γ (on the left) and real frequencies ωr (on the right) for the

most unstable mode as a function of the toroidal mode number n. GENE results are shown as red

circles, XGC results as green stars, and ORB5 results as blue diamonds.

n γ [kHz] ωr [kHz]

2 2.03 8.45

4 4.62 17.97

8 13.41 38.03

16 40.61 86.51

24 58.35 141.62

32 59.47 197.08

40 45.14 248.08

44 33.36 270.95

48 19.37 291.83

52 6.32 309.50

Table II: Frequencies and growth rates obtained with the GENE code, as shown in Figure 3.

with all codes reproducing similar eddy structures centered around the maximum logarithmic

gradient region. These eigenfunction are then quantitatively compared in Figure 5. Subplot

a) compares the mode amplitudes, averaged over the poloidal direction and re-normalized

to their maximum value, while subplot b) shows the poloidal mode structure at ρvol = 0.5.

In order to make this latter comparison, the eigenfunctions have been adapted such as to

match the phase of the dominant poloidal mode (m = 33 for all codes). Even though some

minor differences can be seen (e.g., a radial shift of the envelopes and small deviations in
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Figure 4: (Color online) Poloidal cross sections of the electrostatic potential associated with the

n = 24 mode obtained at the end of the simulation. Zooms on the inboard and outboard mid-planes

are shown as well.
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Figure 5: (Color online) Comparison of the eigenfunction associated with the mode n = 24 (a) as

a function of radius (poloidally averaged fluctuation) and (b) as a function of the straight-field-line

poloidal angle χ at ρ = 0.5.

the poloidal structure amplitude), the agreement can be considered excellent.
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V. NONLINEAR COMPARISONS

In a second step, a nonlinear verification is carried out. No sources are used in order

to avoid the complications related to differences in the implementation of the source terms

in the different codes. Multiple temperature profiles, characterized by different logarithmic

gradient widths, are considered.

A specific effort is made to ensure that the codes use the same initialization conditions,

which is a necessary prerequisite for being able to match the simulation results. Expressed

in GENE coordinates, they read

f̂(x, ky, z, v‖, µ) = Aky exp

[
−1

2

(
x− 0.5

σ

)2
]
F̂M (11)

for all nonzero ky modes, FM being the background local Maxwellian. Unless stated other-

wise, Aky = 10−5 and σ = 10 ρi = a/18 are considered.

A first comparison is carried out considering flat gradient profiles with CBC values

(κT = 6.91 and κn = 2.22), extending over a major fraction of the plasma minor radius.

Temperature and density profiles are computed according to Eq. (9), employing the same

parameters as the ones used for the linear benchmark, with the exception of δA, taken

here as δA = 0.35. The corresponding profiles are shown in Figure 6. The main goal of
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Figure 6: Radial profiles (solid lines) and corresponding normalized logarithmic gradients (dashed

lines) of temperature (left) and density (right) profiles used for the nonlinear benchmark.

this choice is to have a realistic profile, avoiding at the same time strong finite machine

size effects due to the small value of ρ∗eff . Here, ρ∗eff = ρi/δA, which is the ratio between

the ion Larmor radius and the characteristic radial profile width, provides a measure of the
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effective finite machine size effects [31].

All simulations are carried out considering a toroidal wedge corresponding to a third of

the tokamak (nmin = 3 being the minimum toroidal mode number considered) and using 32

toroidal modes. The remaining directions are discretized as follows.

The GENE simulations consider the radial annulus domain 0.05 ≤ ρvol ≤ 0.95 and the

velocity space region −4.6 ≤ v‖ ≤ 4.6, 0 ≤ µ/(T0B0) ≤ 21. The runs are performed with a

grid of nx × nky × nz × nv‖ × nµ = 176× 32× 24× 76× 45 points.

The XGC simulations are performed on a spatial grid composed of nRZ×nϕ = 232011×64

points; here, nRZ represents the number of grid points in a poloidal plane, while nϕ is the

number of the poloidal plane in the toroidal direction. The unstructured poloidal grid has

a characteristic length of about 3 mm. The simulation domain covers the radial region

ρvol ≤ 0.95 and uses 938 million marker particles. For gyro-averaging, a 32-point averaging

technique is used.

The ORB5 runs are carried out on a grid of ns × nχ × nϕ = 256 × 1024 × 512 points,

(s, χ, ϕ) representing the radial, poloidal, and toroidal directions. The simulation domain

covers the entire plasma minor radius. 500 million markers are used, and a 16-point averaging

technique is employed for the gyro-averaging. In order to reduced the computational cost

of the runs, the long-wavelength approximation in the field solver is used.

In Figure 7, we plot the simulated heat flux per particle, Qi/ni, in J/ms as a function of

the radial coordinate and time. Here, Qi = 〈Qi · ∇ρvol/|∇ρvol|〉 is the ion heat flux, with

Qi =
∫

(mv2/2) fvχd3v, where f is the fluctuating part of the distribution function and vχ

is the E × B velocity. 〈·〉 indicates a flux-surface average. The corresponding evolution of

the logarithmic temperature gradient is shown in Figure 8.

As expected, the three codes exhibit a similar behavior, with an initial exponential growth

phase of the microinstabilities, followed by a nonlinear saturation phase. Since no sources

are used, the turbulent transport leads to a flattening of the driving gradients, eventually

shutting off the turbulence. Minor differences can be observed, in particular during the

nonlinear phase of the simulations. Such differences, due to the turbulent nature of the fluc-

tuations and the different numerical discretization techniques used by the different codes,

are expected and unavoidable. From a statistical point of view, which deduces the mean-

ingful macroscopic quantities, however, the agreement between the codes is very good. This
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Figure 7: (Color online) Simulated heat flux per particle in J/ms as a function of the radial

coordinate ρvol and time t. Shown, from the left to the right, are the results obtained with GENE,

XGC, and ORB5. The same color scale is used for the three plots. [Associated datasets available

at http://dx.doi.org/10.5281/zenodo.898212] (Ref. [32])

is demonstrated in Figures 9 and 10, where the fluxes and gradients are compared quan-

titatively. Here, in order to obtain better statistics, we plot radially averaged quantities,

considering the three radial windows [0.2− 0.8], [0.3− 0.7], and [0.4− 0.6].

We would like to point out the excellent agreement obtained in the initial linear phase

(t < 2 · 10−4 s) where, thanks to having used the same initial condition, the time traces

obtained with the different codes are on top of each other without any time delay. This is

true for both fluxes and gradients, and independently from the radial window considered

for averaging. A similar level of agreement is obtained when entering the saturation phase

(3 · 10−4 s < t < 4 · 10−4 s) and the initial decay phase of the turbulence. Somewhat

greater fluctuations in ORB5 can be attributed to the long-wave length approximation used

in the exercise for computational time-saving. As already mentioned, deviations between

the codes are observed due to the different numerical schemes employed and the chaotic
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Figure 8: (Color online) Same as Figure 7, but showing the evolution of the logarithmic gra-

dient R0/LT . [Associated datasets available at http://dx.doi.org/10.5281/zenodo.898212]

(Ref. [32])

nature of turbulence. However, they are small and do not significantly influence the final

value of the logarithmic temperature gradient. Greater difference in R0/LT at the final

stage (t > 0.7 ·10−3s between XGC and GENE is not very meaningful because the turbulent

fluctuation is already weak at the time due to the relaxed gradient and further relaxation is

coming from non-turbulent effects unique to the discretization techniques.

The relaxed logarithmic gradient profile, time averaged from t = 10−3 s, is shown in Figure

11. Differences between XGC and GENE codes are below 5%, which can be considered quite

satisfactory.

Finally, in order to gain further confidence in the code agreement, different widths of the

backgrounds logarithmic gradient profile are considered. For this purpose, two other profiles

are used, and the code results are confronted. The results of these additional comparisons

are displayed in Figures 12 and 13. For simplicity, we only show the comparison between

the fluxes and logarithmic gradients averaged over the interval [0.4−0.6], as well as the final
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Figure 9: Time evolution of the ion heat flux per particle, radially averaged over the intervals (a)

0.2 ≤ ρvol ≤ 0.8, (b) 0.3 ≤ ρvol ≤ 0.7, and (c) 0.4 ≤ ρvol ≤ 0.6. Shown in blue, green, and red are

the results obtained with GENE, XGC, and ORB5, respectively.

temperature profile. Very good agreement is once again obtained for all considered profiles.

VI. CONCLUSIONS

A series of successful benchmarks has been carried out between the two state-of-the-

art global gyrokinetic codes GENE and XGC. The main motivation of this work is their

foreseen coupling (treating, respectively, the core and edge region of a fusion plasma) in

order to build a model spanning the whole plasma volume (from the magnetic axis to the

material boundary), an effort carried out within the framework of the Exascale Computing

Project. Moreover, it represents the most detailed comparison between XGC and any other

gyrokinetic code to date.

To this aim, GENE and XGC have been directly confronted for the first time. This

verification study also involved the ORB5 code, which provided a third set of independent
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Figure 10: Same as Figure 9 but showing the evolution of the logarithmic temperature gradient

R0/LT .

results to further strengthen the confidence in our results. Additionally, a deliberate effort

was made to provide all relevant benchmarking details, so that any other code in the fusion

community can carry out the same tests and reproduce our results. This includes making

publicly available each codes’ outputs [32]. For the sake of completeness, GENE input files

are made available as well.

For this verification study, we have considered the simplest but still meaningful scenario,

namely collisionless ion-temperature-gradient modes with an adiabatic electron response.

Linear comparisons were carried out, recovering in all cases a very good agreement with

respect to frequencies, growth rates, and mode structures of the most unstable mode for

any given toroidal mode number. Nonlinear benchmarks were also performed, neglecting -

for simplicity - heat sources. The codes agree regarding the spatial and temporal evolution

of the simulated heat flux as well as of the temperature profile, which exhibits a relaxation

towards similar values. Such a good agreement is obtained for different choices of background

profiles.
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Figure 11: Relaxed logarithmic gradient profile, time averaged from t=10−3 s. The initial back-

ground profile is indicated with a dashed black line. Shown in blue, green, and red are the results

obtained with GENE, XGC, and ORB5, respectively.

This work constitutes the basis on which GENE and XGC will be coupled in order

to build the first core-edge coupled gyrokinetic simulation model capable of modeling the

entire plasma volume from magnetic axis to material boundary. The comparisons described

in this paper are only a first step. The present verification study will be extended in the

future, adopting a more complex and realistic physical model, e.g., considering a gyrokinetic

response for electrons, adding heat sources, and retaining the effect of collisions.

VII. SUPPLEMENTARY MATERIAL

See supplementary material for a description of the normalizations adopted by each code.
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Figure 12: Benchmark considering ∆A = 0.26 in Eq. (9). Shown, from the left to the right, are

the time trace of the heat flux (radially averaged over 0.4 ≤ ρvol ≤ 0.6), the time trace of the

logarithmic gradient, and the relaxed radial profile of R0/LT . GENE results are shown in blue,

XGC results in green, and ORB5 results in red.
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Figure 13: Same as Figure 12, but showing results obtained with ∆A = 0.17.
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Appendix A: The GENE coordinate system

In order to discretize configuration space, GENE uses a field-aligned coordinate system

(x, y, z), expressed in terms of the magnetic straight field line coordinate system (ψ, χ, ϕ) as

follows: 
x− x0 = Cx(ψ),

y = Cy [q(ψ)χ− ϕ] ,

z = χ.

(A1)

Here, ψ is the poloidal flux, defined as

ψ =
1

2π

∫
V

B · ∇θ d3x (A2)

where V is the volume enclosed by a magnetic surface, χ is the straight-field-line poloidal

angle, defined in terms of the geometrical poloidal angle θ as

χ = 2π

∫ θ

0

B · ∇ϕ
B · ∇θ′

dθ′
/∮

B · ∇ϕ
B · ∇θ′

dθ′ , (A3)

ϕ is the toroidal angle, and q the safety factor. The magnetic field B can be written with

respect to either (ψ, χ, ϕ) or (x, y, z) as follows:

B = Bb = F∇ϕ+
1

2π
∇ϕ×∇ψ = C(∇x×∇y), (A4)

where F (ψ) = RBϕ, with Bϕ the toroidal component of the magnetic field, and

C =
1

2π(dCx/dψ)Cy
. (A5)

In the GENE coordinate system, the x coordinate defines the radial direction, y is called

the binormal direction, while z parametrizes the position along a field line and therefore is

referred to as the “parallel” direction. The exact definition of the radial coordinate x depends

on the particular geometry used. One defines x0 as a reference position and considers a radial

simulation domain Lx centered around x0. The constant Cy appearing in the definition of

the y-direction (Eq. A1) is chosen as Cy = x0/q0 in order to establish y as a length rather

than an angle-like quantity. Here q0 = q(x0) indicates the local safety factor evaluated at

the reference position x = x0. In (x, y, z) coordinates, axisymmetry translates to invariance

with respect to y, so that linear fluctuation eigenmodes have an exact wave-number ky with

respect to y. The relation between ky and the toroidal mode number n being:

n = kyCy ky =
n

Cy
= n

q0

x0

(A6)
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The binormal direction y is thus directly implemented in Fourier space.
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