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Abstract. The equations governing the perturbations of the Schwarzschild
metric satisfy the Regge-Wheeler-Zerilli-Moncrief system. Applying the tech-

nique introduced in [2], we prove an integrated local energy decay estimate for

both the Regge-Wheeler and Zerilli equations. In these proofs, we use some
constants that are computed numerically. Furthermore, we make use of the rp

hierarchy estimates [13, 32] to prove that both the Regge-Wheeler and Zerilli

variables decay as t−
3
2 in fixed regions of r.
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1. Introduction

The Schwarzschild spacetime is an 1 + 3−dimensional Lorentzian manifold with
the Lorentz metric taking the following form in Boyer-Lindquist coordinates (xα) =
(t, r, θ, φ),

gµνdxµdxν = −
(

1− 2M

r

)
dt2 +

(
1− 2M

r

)−1

dr2 + r2dσS2 ,

in the exterior region which is given by M = R × [2M,∞) × S2. For notational
convenience, we let

η = 1− µ, µ =
2M

r
, ∆ = r2 − 2Mr. (1.1)

We use r∗ to denote the Regge-Wheeler tortoise coordinate

r∗ = r + 2M log(r − 2M)− 3M − 2M logM, (1.2)
1
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and use the retarded and advanced Eddington-Finkelstein coordinates u and v
defined by u = t− r∗, v = t+ r∗.

In the region near the event horizon H+, located at r = 2M , or inside the black
hole, we are also going to consider the coordinate system (v, r, θ, φ), where v and r
are defined as above. In the (v, r, θ, φ) coordinate system the metric is

gµνdxµdxν = − (1− µ)dv2 + 2drdv + r2dσS2 .

The study of the equations governing the perturbations of the vacuum Schwarzschild
metric was initiated by Regge-Wheeler [30] and later completed by Vishveshwara
[36] and Zerilli [37]. In fact, perturbations of odd and even parity were treated
separately. The perturbations of odd parity are governed by the Regge-Wheeler
equation, which is similar to the wave equation for scalar field on the Schwarzschild
manifold. Later, Zerilli considered the even case and showed, by decomposing into
spherical harmonics (belonging to the different ` values), that the even parities are
governed by the Zerilli equations. A gauge-invariant formulation was also carried
out by Moncrief [26, 27] and Clarkson-Barrett [9]. In [9], Clarkson-Barrett ex-
tended the 1 + 3 covariant perturbation formalism to a ‘1 + 1 + 2 covariant sheet’
formalism by introducing a radial unit vector in addition to the timelike congruence,
and decomposing all covariant quantities with respect to this. On the other hand,
Dafermos-Holzegel-Rodnianski [10] used the double null foliation of Schwarzschild
spacetime to derive the 1 + 1 + 2 covariant perturbation formalism. Bardeen and
Press [3] analyzed the perturbation equations using the Newman-Penrose formal-
ism. Teukolsky [35] extended this to the Kerr family and found that the extreme
Newman-Penrose components satisfy the Teukolsky equation. The Bardeen Press
equation is Teukolsky equation restricted to Schwarzschild case. More relations
between the Bardeen-Press, Regge-Wheeler, Zerilli, and Teukolsky equations were
established by Chandrasekhar [7, 8].

We shall prove boundedness, an integrated local energy decay estimate, and
pointwise decay for solutions to Regge-Wheeler equation and Zerilli equations, both
of which take the form of

2gψ − Vgψ = 0, (1.3)

in the exterior region of the Schwartzchild spacetime. Here, Vg is the Regge-Wheeler
or Zerilli potential.

We briefly recall some earlier results about linear wave on black hole spacetimes.
Integrated local energy decay estimates were proved for the wave equation outside
Schwarzschild black holes [4, 6, 14]. The existence of a uniformly bounded energy
and integrated local energy decay estimates were proved for |a| �M [2, 11, 33] and
more recently for all |a| < M [16]. In addition, there is related work by Finster-
Kamran-Smoller-Yau [18] in the |a| < M range. The red-shift effect was first used
to control linear waves near the event horizon in [14] (also see [15]). Furthermore,
Dafermos and Rodnianski [13] introduced an rp hierarchy, weighted estimates to
prove energy decay. Using this method, Schlue [32] improved the decay rate for
linear wave in fixed regions of r outside a Schwarzschild black hole to t−3/2+δ,
and for time derivative to t−2+δ. This could be compared to an earlier result
by Luk [22], where he introduced a commutator that is analogous to the scaling
and derived similar decay rate. Moschidis [28] performed the rp-weighted energy
method to general asymptotically flat spacetimes with hyperboloidal foliation, and
proved the decay rate for wave is τ−2 (where τ is the hyperboloidal time function)
providing that an integrated local energy decay statement holds. There is much
more work using different methods to improve the decay rate of linear wave. In fact,
the local uniform decay rate for linear waves can be improved as t−3, see Tataru,
Donninger-Schlag-Soffer, etc. [12, 17, 25, 34]. Besides, we should also mention
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the results by Pasqualotto [29], where he proved pointwise decay for the Maxwell
system in Schwarzschild spacetime and by Ma [23], where a uniform boundedness
of energy and a Morawetz estimate are proved for each extreme Newman-Penrose
component on slowly rotating Kerr background.

There has also been a lot of work on energy bounds for the linearized Ein-
stein equation on a Schwarzschild black hole. Integrated energy decay estimates
were proved for the Regge-Wheeler equaion [5]. More recently, Dafermos-Holzegel-
Rodnianski [10] exhibited the decay t−1 for solutions to Teukolsky equations, which
are deduced by exploiting the associated quantities satisfying the Regge-Wheeler
type equation. Hung, Keller and Wang [19, 20] worked with the Regge-Wheeler-
Zerilli-Moncrief system, and established the decay estimate t−1 for solutions to
Regge-Wheeler and Zerilli equations. In the recent work of Ma [24], Morawetz
estimates for the extreme components are proved in Kerr spacetime.

In this paper, we begin with the Regge-Wheeler-Zerilli-Monciref system, using
the techniques in [2] to prove the integrated decay estimate for both Regge-Wheeler
and Zerilli variables. Based on this, we apply the rp hierarchy estimate [13, 28, 32]
to prove that solutions to Regge-Wheeler or Zerilli equations uniformly decay as
t−1, and the time derivatives decay as t−2. Hence, the pointwise decay could be
improved as t−3/2 for finite r. Since both Regge-Wheeler and Zerilli variables have
angular frequence ` ≥ 2, it should be possible to improve the decay rate in this
paper to at least t−7/2 by vector field methods and to the rate given by the Price
law, t−7, by other methods.

1.1. Regge-Wheeler and Zerilli equations. The Regge-Wheeler equation is
given by

2gψ − V RWg ψ = 0, V RWg = −8M

r3
. (1.4)

The Zerilli equation is given for each spherical harmonic mode by

2gψ − V Zg ψ = 0, V Zg = −8M

r3

(2λ̄+ 3)(2λ̄r + 3M)r

4(λ̄r + 3M)2
, (1.5)

where 2λ̄ = (`− 1)(`+ 2) ≥ 4. These two equations are related by Chandrasekhar
transformation [7, 8]. We note that, decomposed into spherical harmonics, ` ≥ 2
represents gravitational wave perturbations. In contrast, the equations of linearized
gravity which lead to the Regge-Wheeler and Zerilli equations allow only a finite
dimensional space of solutions for the ` = 0 and ` = 1 spherical harmonic modes.
These correspond to perturbations of the mass (corresponding to moving from one
Schwarzschild solution to another) and of the angular momentum (corresponds to
changing the non-rotating Schwarzschild background to a rotating Kerr solution
and to gauge transformations), see [21, 31]. For this reason, we only consider
solution to (1.4) or (1.5) with support on ` ≥ 2.

Remark 1.1 (Modes ` ≥ 2). We only consider solution to Regge-Wheeler (1.4) or

Zerilli equations(1.5) with modes ` ≥ 2. For these, the spectrum of −4̊/ S2 acting
on functions with ` ≥ 2 is `(`+ 1) ≥ 6. Hence upon integrating over S2(t, r),∫

S2(t,r)

|∇/ ψ|2 ≥
∫
S2(t,r)

6

r2
|ψ|2, (1.6)

where ∇/ is the induced covariant derivative on the sphere S2(t, r) of constant r and
t.
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H
+

r ≥ rNHr < rNH

Σi
τ

Σe
τ

Figure 1. The hypersurfaces Στ = Σiτ ∪ Σeτ

1.2. Statement of main results. We now state our main results.
We shall make of the following hypersurfaces, which are illustrated in Figure

1. Near the event horizon H+, we fix rNH > 2M with corresponding tortoise
coordinate value r∗NH and let

Σiτ
.
= {v = τ + r∗NH} ∩ {r < rNH}. (1.7)

While away from the horizon, we use the usual time function t and let

Σeτ
.
= {t = τ} ∩ {r ≥ rNH}. (1.8)

The hypersurfaces Στ is given by

Στ = Σiτ ∪ Σeτ . (1.9)

Let dµΣ denote the volume form of Σ. nαΣ is the future normal vector of Σ. We
will drop the subscript Σ on nαΣ when there is no confusion. We use D to denote the
Levi-Civita connection associated with the Schwarzschild metric gµν . Let {Ωi}, i =
1, 2, 3 be three rotational Killing vector fields about orthogonal axes on the 2-sphere
S2(t, r) with constant t and r, and ∇/ the induced covariant derivative on S2(t, r).

We shall allow us to use the short hand notation Ωk for
∑

i1+i2+i3≤k
Ωi11 Ωi22 Ωi33 for all

k ∈ N. We fix a globally defined time-like vector field N in the future development
of the initial hypersurface J+(Στ0), such that N = ∂t for r ≥ rNH > 2M . This
would be defined in Section 2.

The energy-momentum tensor and the corresponding momentum vector for (1.3)
is

Tαβ(ϕ) = DαϕDβϕ−
1

2
gαβ(DγϕDγϕ+ Vgϕ

2),

P ξα(ϕ) = Tαβ · ξβ .
(1.10)

for a vector field ξµ. We take ξ = N or ξ = ∂t to define the energy class. The
non-degenerate energy EN (ϕ,Στ ) associated with N is given by

EN (ϕ,Στ )
.
=

∫
Στ

PNα (ϕ)nαΣτdµΣτ

∼
∫

Σiτ

(
|∂rϕ|2 + |∇/ϕ|2 +

|ϕ|2

r2

)
r2drdσS2

+

∫
Σeτ

(
|∂tψ|2 + |∂rϕ|2 + |∇/ϕ|2 +

|ϕ|2

r2

)
r2dr∗dσS2 ,

(1.11)
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where the integral in the second line of (1.11) is written in (v, r, θ, φ) coordinate.
For ∂t, the associated energy E∂t(ϕ, τ) is given by

E∂t(ϕ, τ)
.
=

∫
{t=τ}

P ∂tα (ϕ)nαdµ{t=τ}

∼ 1

2

∫
{t=τ}

(
|∂tϕ|2 + |∂r∗ψ|2 + (1− µ)

(
|∇/ϕ|2 +

|ϕ|2

r2

))
r2dr∗dσS2 .

(1.12)

Note that this energy is defined as an integral on the hypersurface {t = τ} not Στ .
We prove the uniform boundedness, integrated decay estimates and pointwise

decay for solution to the Regge-Wheeler or Zerilli equations.

Theorem 1.2 (Uniform Boundedness of the Energy). Let ψ be a solution to the
Regge-Wheeler (1.4) or Zerilli equations (1.5), then for τ > τ0,

EN (ψ,Στ ) . EN (ψ,Στ0). (1.13)

The uniform boundedness of higher order energies is stated in Corollary 3.9.

Theorem 1.3 (Integrated Decay Estimate). Given M > 0, there are positive
constants r̄ and a function 1r 6h3M that is identically one for |r− 3M | > r̄ and zero
otherwise, such that for all smooth function ψ solving the Regge-Wheeler equation
(1.4) or Zerilli equations (1.5), we have∫ τ

τ0

dt

∫
Σ̄t

(
∆2

r6
|∂rψ|2 +

|ψ|2

r4
+ 1r 6h3M

1

r3

(
|∂tψ|2 + |r∇/ ψ|2

))
r2drdσS2

. E∂t(ψ, τ0),

(1.14)

where Σ̄τ = {t = τ}.

Remark 1.4. 1r 6h3M is due to the trapped null geodesic at r = 3M . However, with
a loss of regularity, commuting with T , we have,∫ τ

τ0

dt

∫
Σ̄t

(
∆2

r6
|∂rψ|2 +

|ψ|2

r4
+
|∂tψ|2

r3
+
|r∇/ ψ|2

r3

)
r2drdσS2

.E∂t(ψ, τ0) + E∂t(Tψ, τ0).

(1.15)

Alternatively, the sharp cut-off 1r 6h3M can be replaced by a function that vanishes
quadratically in (r − 3M).

Combining the red shift effect, the uniform boundedness of the energy (Theorem
1.2), and the integrated decay estimate (Theorem 1.3), one can use the globally
time-like vector field N to obtain a non-degenerate local integrated decay estimate
(Corollary 3.7). This can be generalized to the high order derivative cases (Corollary
3.8).

To state the decay estimate, we introduce additional notation. Let R > 3M be
a large constant. We define the interior region

Σ′τ = Στ ∩ {r ≤ R}. (1.16)

Theorem 1.5 (Energy Decay and Pointwise Decay). Let R > 3M , and define the
weighted derivatives D = {r∂v, (1 − µ)−1∂u, r∇/ }. Let ψ be a solution of Regge-
Wheeler (1.4) or Zerilli equations (1.5), with initial data (setting u0 = τ0−R∗ and
v0 = τ0 +R∗) satisfying

I
.
= sup
n∈N

∫ ∞
v0

dv

∫
S2

∑
i≤n

∑
j≤2,k+l≤8

|Di(r∂v)jΩl∂kt ψ|2r2dσS2

∣∣
u=u0

+

∫
Σ′τ0

∑
k+l≤n+9

PNµ (∂kt Ωlψ)nµdµΣ′τ0
<∞

(1.17)
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for all n ∈ N. Then we have the energy decay estimate

sup
n∈N

∫ ∞
τ+R∗

dv

∫
S2

PNα (Dnψ)∂αv · r2dσS2

∣∣
u=τ−R∗

+ sup
k,l∈N

∫
Σ′τ

PNµ (∂kt Ωlψ)nµdµΣ′τ
.

I

τ2
,

(1.18)

and

sup
n∈N

∫ ∞
τ+R∗

dv

∫
S2

PNα (Dn∂tψ)∂αv · r2dσS2

∣∣
u=τ−R∗

+ sup
k,l∈N

∫
Σ′τ

PNµ (∂kt Ωl∂tψ)nµdµΣ′τ
.

I

τ4
.

(1.19)

For t = τ ≥ τ0, u ≥ u0, we have the uniform pointwise decay estimate

r
1
2 sup
n∈N
|Dnψ|(τ, r) . I

τ
, r

1
2 sup
n∈N
|Dn∂tψ|(τ, r) .

I

τ2
, (1.20)

and the improved interior pointwise decay estimate

sup
n∈N
|Dnψ|(τ, r) . I

τ
3
2

, for r < R. (1.21)

1.3. Comment on the proof. In this section we present some of the idea in the
proof leading to the main results.

Integrated local energy decay. The proof is based on the techniques in An-
dersson and Blue [2]. We use the radial multiplier vector field as in [2] (reducing to
the Schwarzschild case), which is explained in Section 3 in details. Using the fact
that ` ≥ 2 as stated in remark 1.1, we could improve the lower bound V of the po-
tential in Morawetz estimates. This allows us to find a positive C2 hypergeometric
function which further gives a Hardy type estimate. In the Zerilli case, there are
some difficulties in getting a smooth lower bound for the Morawetz potential in the
whole region [2M,∞) and in applying the same strategy as in Regge-Wheeler case.
However, we are allowed to relax the requirement of smooth lower bound, and find
a continuous lower bound Vjoint for the Morawetz potential. After that, similar to
the Regge-Wheeler case, we could work on the second order ordinary differential
equation with the potential V being replaced by Vjoint, and find a positive C2 solu-
tion. Then the Hardy type estimate follows. The crucial part would be in finding a
positive C2 solution to the hypergeometric differential equation (associated to the
Zerilli case). This could be done by further analysis for the two Frobenius solutions
to the hypergeometric differential equation. Especially, the asymptotic expansion
at the singularity r =∞ is needed to prove the positivity.
rp hierarchy. In section 4, we use a multiplier of the form rp∂v which gives the rp

hierarchy of estimates and this yields the energy decay. This approach, originated in
the context of wave equation [13], can also be adapted to Regge-Wheeler and Zerilli
equations. Proceeding to the high order case, we further commute the equations
with r∂v and derive a first order rp weighted inequality for all 0 < p ≤ 2. (For the
wave equation, the range 0 < p < 2 was treated in [32] and the end point p = 2
was reached in [28].) Based on this, the rp hierarchy of estimate yields the decay
rate t−3/2 for ψ(t, r) with finite r, which should be compared with [32] (or [22]),
where the decay is as t−3/2+δ in a compact region. Technically, when p = 2, one
would lose the control for the angular derivatives (see the rp inequality (4.9) where
the coefficient of the angular derivative terms in the spacetime integral vanishes).
To achieve the first order rp weighted inequality for p = 2, we additionally perform
the integration by parts twice on the leading error term which involves angular
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Laplacian (see (4.46), (4.47) and (4.48)). In doing this, we gain the additional factor
(2−p)2, which further entails that the leading angular derivative term vanishes when
p = 2. In summary, this approach adapts some idea in [28] to the Regge-Wheeler
and Zerilli equations and improves the decay estimates from t−3/2+δ to t−3/2 in
finite radius region.

The paper is organized as follows: We begin in Section 2 with preliminaries,
introducing basic notation and background. Section 3 is devoted to the integrated
local energy decay estimate and uniform boundedness. The energy decay and point-
wise decay are proved in Section 4.

Acknowledgements We are grateful to Steffen Aksteiner, Siyuan Ma and Vin-
cent Moncrief for many helpful discussions and suggestions. J.W. was supported
by a Humboldt Foundation post-doctoral fellowship at the Albert Einstein Insti-
tute during the period 2014-16, when part of this work was done. She is also
supported by Fundamental Research Funds for the Central Universities (Grant No.
20720170002).

2. Preliminaries

In this section, we present some more notations and basic estimates that we shall
use throughout the paper.

2.1. Notations. Let us introduce the notation T to denote the coordinate vector
field ∂t with respect to (t, r) coordinates. It is time-like only when r > 2M . The
globally defined time-like vector field N could be defined as

N = ∂t +
y1(r)

1− µ
∂u + y2(r)∂v,

where y1, y2 > 0 are supported near the event horizon, say, r ≤ rNH , and y1 =
1, y2 = 0 at the event horizon. Notice that we can also write N in the (v, r, θ, φ)
coordinates as

N = (1 + 2y2(r))∂v − (y1(r)− y2(r)(1− µ))∂r.

We shall let D denote the covariant derivative associated with the Schwarzschild
metric, ∂ the derivative in terms of coordinates, and ∇/ the induced covariant de-
rivative on the sphere S2(t, r) of constant t and r. 4/ is the induced Laplacian on
S2(t, r). For volume forms, we denote the spacetime volume form by dµg, volume

form on Στ by dµΣτ . And let S2 be the unit 2-sphere with 4̊/ S2 the induced Lapla-
cian on S2.

The notation x . y means x ≤ cy for a universal constant c, and the notation
x ∼ y means x . y and y . x. All objects are smooth unless otherwise stated.

2.2. Energy estimate for wave equation. We would like to study the solutions
to the wave equation (1.3) on Schwarzschild spacetime. The energy-momentum
tensor for (1.3) is

Tαβ(ϕ) = DαϕDβϕ−
1

2
gαβ(DγϕDγϕ+ Vgϕ

2). (2.1)

Given a vector field ξµ, the corresponding momentum vector is defined by

P ξα(ϕ) = Tαβ · ξβ . (2.2)

The corresponding energy on a hypersurface Στ is

Eξ(ϕ,Στ ) = −
∫

Στ

P ξα(ϕ)nαΣτdµΣτ , (2.3)
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where nαΣτ is outward normal to Στ . The energy identity takes the form

Eξ(ϕ,Στ )− Eξ(ϕ,Στ0) = −
∫∫
D
DαP ξαdµg (2.4)

where D is the region enclosed between Στ and Στ0 . The associated current Kξ(ϕ)
is defined as

Kξ(ϕ) = DαP ξα(ϕ). (2.5)

In applications, ξ will be taken as the vector field ∂t or N.

2.3. Hypergeometric Differential Equation. We refers to [1](§15) for more
background of hypergeometric functions.

z(1− z)d
2w

d2z
+ (c− (a+ b+ 1)z)

dw

dz
− abw = 0. (2.6)

This is the hypergeometric differential equation.

2.3.1. Fundamental Solutions. Solution of the hypergeometric differential equation
(2.6) has regular singularities at z = 0, 1,∞ with corresponding exponent pairs
{0, 1 − c}, {0, c − a − b}, {a, b} respectively [1] (§15). When none of the exponent
pairs differ by an integer, that is, when none of the c, c− a− b, a− b is an integer,
we have the following pairs f1(z), f2(z) of fundamental solutions. They are also
numerically satisfactory in the neighborhood of the corresponding singularity.

• Adapted to Singularity z = 0

f1(z) = F (a, b; c; z),

f2(z) = z1−cF (a− c+ 1, b− c+ 1; 2− c; z).
(2.7)

• Adapted to Singularity z = 1

f1(z) = F (a, b; a+ b+ 1− c; 1− z),

f2(z) = (1− z)c−a−bF (c− a, c− b; c− a− b+ 1; 1− z).
(2.8)

• Adapted to Singularity z =∞

f1(z) = z−aF (a, a− c+ 1; a− b+ 1;
1

z
),

f2(z) = z−bF (b, b− c+ 1; b− a+ 1;
1

z
).

(2.9)

2.3.2. Integral Representations. The hypergeometric function F (a, b; c; z) has the
following integral representation [1] (§15): For 0 < <b < <c and z 6∈ [1,∞)

F (a, b; c; z) =
Γ(c)

Γ(b)Γ(c− b)

∫ 1

0

tb−1(1− t)c−b−1(1− zt)−adt. (2.10)

And F is symmetric in its first two arguments, F (a, b; c; z) = F (b, a; c; z).

3. Integrated local energy decay and Uniform bound

3.1. Morawetz Vector Field. In this section, we consider momentum of the form
associated to solution ψ of the wave equation (1.3),

Pα = Pα[ψ, ξ, q] = T αβ · ξβ + qDαψ · ψ − 1

2
Dαq · ψ2.

We shall consider a generalized Morawetz vector field A of the form:

A = − zwf∂r, f = ∂rz,

qreduced =
1

2
(∂rz)wf, q =

1

2
(∂rA

r) + qreduced.
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Defining the functions w, z:

w =
r5

6
, ∆ = r2 − 2Mr, z =

∆

r4
,

we have

DαP
α[ψ,A, q] = A(∂rψ)2 + Uαβ∂αψ∂βψ + V|ψ|2, (3.1)

with

A = − z1/2∆3/2∂r

(
w
z1/2

∆1/2
f

)
,

V =
1

4
∂r(∆∂r(z∂r(wf))) +

1

2
wf∂r(zV ),

and Uαβ∂αψ∂βψ involves angular derivatives

Uαβ∂αψ∂βψ = U|r∇/ψ|2 + ∂r

(
r4

2∆

)
zwf(∂tψ)2, U =

1

2
wf2.

With the choice of z and w, we have

A =
M∆2

r4
.

As in [2], we define

Bα = ULαβ∂βψ · ψ,

where the second order operator L = ∂2
t + 4̊/ S2 . With the boundary term Bα, we

have

Dα (Pα[ψ,A, q]− Bα) = A(∂rψ)2 + Uαβ∂αψ∂βψ + V|ψ|2. (3.2)

Here

Uαβ = ULαβ ,
(we still denote it by Uαβ without confusion) and A,V are the same as above.

For the junk term Uαβ∂αψ∂βψ in (3.2), recalling that

Uαβ =
1

2
wf2Lαβ ,

we have

Uαβ∂αψ∂βψ ≥
1

2
wf2

(
|r∇/ψ|2 + (∂tψ)2

)
.

Hence upon integrating over S2(t, r), using the fact that the spectrum of −4̊/ S2

acting on functions with ` ≥ 2 is `(`+ 1) ≥ 6, we have∫
S2(t,r)

Uαβ∂αψ∂βψ ≥
∫
S2(t,r)

6U |ψ|2, (3.3)

where U is

U =
1

3

(r − 3M)2

r3
. (3.4)

Putting this together we have for some constant ε > 0,

Dα (Pα[ψ,A, q]− Bα) ≥ ε
(
A(∂rψ)2 + (V + 6U)|ψ|2

)
+ (1− ε)ULαβ∂αψ∂βψ.

(3.5)

Hence, the Morawetz estimate reduces to prove the Hardy inequality∫ ∞
2M

(
A|∂rϕ|2 + V |ϕ|2

)
dr ≥ εHardy

∫ ∞
2M

(
∆2

r4
|∂rϕ|2 +

ϕ2

r2

)
dr. (3.6)
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As in the proof of Lemma 3.12 in [2], one has to show that there is a positive C2

solution of the ordinary differential equation

−∂r(A∂r)φ+ V φ = 0.

3.2. Integrated decay estimate. We would like to introduce a lemma relating
the above ODE and the hypergeometric functions. Recall that

∆ = r2 − 2Mr.

Lemma 3.1. Let A = M ∆2

r4 and V = M
r4 (V2r

2 + V1Mr1 + V0M
2).

Let

α =
1

2
+

√
4V2 + 2V1 + V0 + 1

2
,

β =
1

2
−
√

9 + V0

2
,

a =
1 +
√

1 + 4V2 + 2V1 + V0 −
√

9 + V0 −
√

1 + 4V2

2
,

b =
1 +
√

1 + 4V2 + 2V1 + V0 −
√

9 + V0 +
√

1 + 4V2

2
,

c =1 +
√

1 + 4V2 + 2V1 + V0.

Assume none of c, c− a− b, and a− b are integers.
For the ODE

−∂r(A∂rφ) + V φ = 0, (3.7)

a pair of fundamental solutions, which we call the Frobenius solutions adapted to
r = 2M , is

(r − 2M)αrβF

(
a, b, c,−r − 2M

2M

)
,

(r − 2M)αrβ
(
−r − 2M

2M

)1−c

F

(
a− c+ 1, b− c+ 1, 2− c,−r − 2M

2M

)
.

The second can also be expressed as

(r − 2M)αrβ
(
−r − 2M

2M

)1−c ( r

2M

)c−a−b
F

(
1− a, 1− b, 2− c,−r − 2M

2M

)
.

Another pair of fundamental solutions, which we call the Frobenius solutions adapted
r =∞, is

(r − 2M)αrβ
(
−r − 2M

2M

)−a
F

(
a, a− c+ 1, a− b+ 1,− 2M

r − 2M

)
,

(r − 2M)αrβ
(
−r − 2M

2M

)−b
F

(
b, b− c+ 1, b− a+ 1,− 2M

r − 2M

)
.

Proof. We follow the argument from [2]. Let

v = A1/2u,

x = r − 2M.
(3.8)

The ODE (3.7) then becomes and find that the resulted ordinary differential equa-
tion

− ∂2
xv +Wv = 0, (3.9)



MORAWETZ ESTIMATE FOR LINEARIZED GRAVITY IN SCHWARZSCHILD 11

and

W =
V

A
+

1

2

∂2
xA

A
− (∂xA)2

A2

=
V2r

2 + (V1 − 4)Mr + (V0 + 8)M2

r2(2M − r)2

=
V2x

2 + (4V2 + V1 − 4)Mx+ (4V2 + 2V1 + V0)M2

x2(x+ 2M)2
.

Now, let ṽ be such that v = xα(x+ d)β ṽ, so that the above ODE becomes1

0 =xα−2(x+ d)β−2P,

P =− x2(x+ d)2∂2
xṽ

− 2x(x+ d)((α+ β)x+ αd)∂xṽ

+
(
− (α(α− 1)(x+ d)2 + 2αβx(x+ d) + β(β − 1)x2) +Wx2(x+ d)2

)
ṽ.

Let d = 2M , so that

Wx2(x+ d)2 =V2x
2 + (4V2 + V1 − 4)Mx+ (4V2 + 2V1 + V0)M2,

and the coefficient of ṽ in P above is

(−α(α− 1)− 2αβ − β(β − 1) + V2)x2

+ (−4α(α− 1)− 4αβ + 4V2 + V1 − 4)Mx

+ (−4α(α− 1) + 4V2 + 2V1 + V0)M2.

We choose α so that the M2 coefficient vanishes, i.e.

0 =− 4α(α− 1) + 4V2 + 2V1 + V0

=− 4α2 + 4α+ (4V2 + 2V1 + V0),

α =
1

2
±
√

4V2 + 2V1 + V0 + 1

2
.

From the second line above, we also have the identity −α(α− 1) = −(4V2 + 2V1 +
V0)/4. We now choose β so that the ratio of the Mx coefficient to the x2 coefficient
is 2, i.e.

2 =
−4α(α− 1)− 4αβ + 4V2 + V1 − 4

−α(α− 1)− 2αβ − β(β − 1) + V2

−2α(α− 1)− 4αβ − 2β(β − 1) + 2V2 =− 4α(α− 1)− 4αβ + 4V2 + V1 − 4

−2β(β − 1) =− 2α(α− 1) + 2V2 + V1 − 4

=

(
−2V2 − V1 −

1

2
V0

)
+ 2V2 + V1 − 4

=− 1

2
V0 − 4,

0 =4β2 − 4β + (−V0 − 8)

β =
1

2
±
√

9 + V0

2
.

We choose the + sign in α and − sign in β.
The substitution x = −2Mz now yields the ODE

0 =z(1− z)∂2
z ṽ + (2α− (2α+ 2β)z)∂z ṽ − (2αβ + 1 + V0/2 + V1/2)ṽ.

1Observe that equation (3.23) in [2] is missing a minus sign in front of x2(x + d)2∂2
xṽ, but the

rest of the argument there is correct.



12 L. ANDERSSON, P. BLUE, AND J. WANG

This is now in the form of a standard hypergeometric differential equations, and
the corresponding parameters thus satisfy

c =2α,

a+ b+ 1 =2α+ 2β,

ab =(2αβ + 1 + V0/2 + V1/2),

which implies the parameters a and b are

a =α+ β − 1

2
−
√

4α(α− 1) + 4β(β − 1)− 2V1 − 2V0 − 7

2
,

b =α+ β − 1

2
+

√
4α(α− 1) + 4β(β − 1)− 2V1 − 2V0 − 7

2
.

Thus, the parameters are

a =
1 +
√

1 + 4V2 + 2V1 + V0 −
√

9 + V0 −
√

1 + 4V2

2
,

b =
1 +
√

1 + 4V2 + 2V1 + V0 −
√

9 + V0 +
√

1 + 4V2

2
,

c =1 +
√

1 + 4V2 + 2V1 + V0.

Several forms for solutions to the hypergeometric function are given in [1]. Re-
versing all the substitutions made so far in the proof, one finds a pair of fundamental
solutions adapted to z = 0 (i.e. r = 2M) is

(r − 2M)αrβF

(
a, b, c,−r − 2M

2M

)
,

(r − 2M)αrβ
(
−r − 2M

2M

)1−c

F

(
a− c+ 1, b− c+ 1, 2− c,−r − 2M

2M

)
.

An alternative way of writing the second solution is

(r − 2M)αrβ
(
−r − 2M

2M

)1−c ( r

2M

)c−a−b
F

(
1− a, 1− b, 2− c,−r − 2M

2M

)
.

Another pair of fundamental solutions adapted to z = ∞ (i.e. r approaching the
point at infinity on the Riemann sphere except along the negative real axis) is

(r − 2M)αrβ
(
−r − 2M

2M

)−a
F

(
a, a− c+ 1, a− b+ 1,− 2M

r − 2M

)
,

(r − 2M)αrβ
(
−r − 2M

2M

)−b
F

(
b, b− c+ 1, b− a+ 1,− 2M

r − 2M

)
.

�

In this section, we will prove the integrated decay estimate for both Regge-
Wheeler and zerilli equations.

3.2.1. The Regge-Wheeler case.

Proof of Theorem 1.3 for Regge-Wheeler case. We first prove the statement for
Regge-Wheeler case, where we have

A =
M∆2

r4
, (3.10)

V = − 5

2
Mr−2 + 15M2r−3 − 23M3r−4. (3.11)
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Denoting V = V + 6U · 2M
r , we have the lower bound for the Morawetz potential

V + 6U ≥ V and

V =
3

2
Mr−2 − 9M2r−3 + 13M3r−4. (3.12)

Recalling the A (3.10) and V (3.12), we let

A = A, V = V . (3.13)

Now we apply the same transformations (3.8) and find that the resulted ordinary
differential equation (3.9) has a solution taking the following form

u = A−
1
2 (r − 2M)αrβF (a; b; c; z), (3.14)

where z = − r−2M
2M , and F (a; b; c; z) is the associated hypergeometric function. We

follows Lemma 3.1 to choose the parameters,

α =
1±
√

2

2
, β =

1±
√

22

2
.

We take the + sign in α and the − sign in β. Then we can immediately read off
some quantities in terms of α and β,

c = 1 +
√

2,

a+ b = 1 +
√

2−
√

22,

ab =
1 +
√

2−
√

22− 2
√

11

2
+ 4.

The remaining two parameters a, b could be solved

{a, b} = {1 +
√

2−
√

22±
√

7

2
}.

We choose a < b such that

a < −2.4 < 0 < 0.1 < b < 0.2 < 2.0 < c.

We can use the integral representation (2.10) to show that the hypergeometric
function F (a; b; c; z) with z < 0 is positive. This further leads to the Hardy estimate
(3.6). Hence the integrated decay estimate follows,∫∫

M

∆2

r4
|∂rψ|2 +

|ψ|2

r2
+ 1r 6h3M

(
|∂tψ|2

r
+
|r∇/ψ|2

r

)
dtdrdσS2 . ET (ψ, τ0).

That is,∫∫
M

∆2

r6
|∂rψ|2 +

|ψ|2

r4
+ 1r 6h3M

(
|∂tψ|2

r3
+
|r∇/ψ|2

r3

)
dµg . E

T (ψ, τ0). (3.15)

Therefore we complete the proof for the Regge-Wheeler case. �

3.2.2. The Zerilli case. Let V RWg denote the potential of Regge-Wheeler equation,

and V Zg the Zerilli potential. They are related by V Zg = V RWg (1 + ζ), with

ζ =
2λ̄+ 3

4λ̄

(
9

(
1

2
− M

Λ

)2

− 1

4

)
− 1. (3.16)

Here
Λ = λ̄r + 3M, 2λ̄ = `(`+ 1)− 2. (3.17)

Noting that ` ≥ 2, we have λ̄ ≥ 2. We calculate

∂rζ =
9M

(
2λ̄+ 3

)
2

(
1

2
− M

Λ

)
Λ−2. (3.18)

It is easy to check that
∂rζ > 0.
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Before proceeding to the proof for Zerilli case, we first state the main idea and
main steps for the proof. In the Zerilli case, it would be difficult to find a smoothly
lower bound for the Morawetz potential V + 6U (3.5) in the whole region [2M,∞).
The key point is: we are allowed to relax the requirement of smoothly lower bound,
and find a continuously lower bound Vjoint for the Morawetz potential. Then,
similar to the Regge-Wheeler case, we could work on the second order ordinary
differential equation (3.7) with the potential V being replaced by Vjoint, and find a
positive C2 solution. The Hardy inequality then follows and hence the integrated
decay estimate.

The first step is to separate the estimate in the two regions [2M, 3M ] and
(3M,∞) and find a C0 lower bound Vjoint for the Morawetz potential. Note that,
the lower bounding potential Vjoint is chosen such that the second order ordinary
differential equation (3.7) could be transformed to hypergeometric differential equa-
tions in each of the two intervals. In step two, we will analyze the hypergeometric
differential equation associated to the ODE (3.7), and find out the Frobenius so-
lutions (adapted to x = 0) in [2M, 3M ] and (3M,∞). The Frobenius solutions
(adapted to x = ∞) follow by making some transformations on the old Frobenius
solutions (adapted to x = 0). At last, in step three, we will construct a C1 solution
to the hypergeometric differential equation, which comes from linear combinations
of the Frobenius solutions (adapted to x = 0). We will show that this solution is
C2 and positive by finding a positive lower bound G(x). The construction of G(x)
is based on an observation that the ratio of two Frobenius solutions (adapted to
x = 0) has a limitation at infinity. Remarkably, further analysis for the asymptoti-
cally expansion at infinity shows that G(x) is proportional to one of the Frobenius
solutions adapted to x =∞. We can further make use of the integral representation
(2.10) to show the positivity of G(x).

Step I: The continuous lower bound for the Morawetz potential.

Lemma 3.2 (Lower bound for the Morawetz potential). In the Zerilli case, we
have the lower bound for the Morawetz potential V + 6U in (3.5) as the following:

For case I, r ≤ 3M

V + 6U ≥ V r≤3M
.
=

5M

2r2
−
(

13 +
2

3

)
M2

r3
+

18M3

r4
. (3.19)

For case II, r ≥ 3M

V + 6U ≥ V r≥3M
.
=

M

2r2
− 4M2

r3
+

7M3

r4
. (3.20)

In particular, we have (
V r≤3M − V r≥3M

) ∣∣
r=3M

= 0. (3.21)

Proof of Lemma 3.2. As in the Regge-Wheeler case, we still have the formulation

(3.5) with A = M∆2

r4 being the same as in (3.10). Now we have to estimate the
lower bound for V + 6U in (3.5). First, we recall the formula for V,

V =
1

4
∂r(∆∂r(z∂r(wf))) +

1

2
wf∂r(zV

Z), (3.22)

where the first term 1
4∂r(∆∂r(z∂r(wf))) is the same as in Regge-Wheeler case. Now

we consider the second term 1
2wf∂r(zV

Z), which is given by

1

2
wf∂r(zV

Z) =
1

2
wf∂r(zV

RW )(1 + ζ) +
1

2
wfzV RW∂rζ. (3.23)

Notice that

f = −2(r − 3M)

r4
.
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In case I: 2M ≤ r ≤ 3M.

2M(2λ̄+ 3) ≤2Λ ≤ 6M(λ̄+ 1),

(2λ̄+ 2)r ≤2Λ ≤ (2λ̄+ 3)r.
(3.24)

And

− 3

14
≤ ζ(2M) = − 3

2(2λ̄+ 3)
≤ ζ ≤ ζ(3M) = − 1

4(λ̄+ 1)2
< 0. (3.25)

Submitting (3.24) into (3.18), we have

5

14r
≤ ∂rζ ≤

3

4r
. (3.26)

Since 2M ≤ r ≤ 3M, we have wf ≥ 0. Moreover, in view of (3.26) and the fact
that zV RW < 0, we have the estimate for the second term in (3.23)

1

2
wfzV RW∂rζ < 0. (3.27)

Let us turn to the first term 1
2wf∂r(zV

RW )(1 + ζ) in (3.23). However, ∂r(zV
RW )

has no sign. Hence we separate ∂r(zV
RW ) into positive and negative part:

∂r(zV
RW ) = 8Mr−5(3r − 8M) = 24Mr−5(r − 3M) + 8M2r−5,

ignoring the negative part, we use the bound of ζ in (3.25) to obtain,

1

2
wf∂r(zV

RW )ζ ≥ −wf 6M2

7r5
.

Again, using the bound of ∂rζ in (3.26) to get the lower bound for (3.27), we obtain

1

2
wf∂r(zV

Z) =
1

2
wf
(
∂r(zV

RW )(1 + ζ) + zV RW∂rζ
)

≥ 1

2
wf

(
(3r − 8M)

8M

r5
− 12M2

7r5
− (r − 2M)

6M

r5

)
.

(3.28)

With the above estimate (3.28) for the case 2M ≤ r ≤ 3M, the lower bound of
the potential V + 6U in the Morawetz estimate is given by

V + 6U ≥ V + 6U
2M

r
≥ 5M

2r2
−
(

13 +
5

7

)
M2

r3
+

(
18 +

1

7

)
M3

r4
. (3.29)

Additionally, using the fact that 1
3 ≤

M
r ≤

1
2 , we finally get the lower bound for

the potential for r ≤ 3M :

V + 6U ≥ V r≤3M
.
=

5M

2r2
−
(

13 +
2

3

)
M2

r3
+

18M3

r4
. (3.30)

In case II: r ≥ 3M. We have wf ≤ 0, and ∂r(zV
RW ) > 0. Additionally,

ζ ≤ 3

2λ̄
≤ 3

4
.

Hence in (3.23) the first term has the lower bound

1

2
wf∂r(zV

RW )(1 + ζ) ≥ 7

8
wf∂r(zV

RW ).

In view of the fact that zV RW < 0 and ∂rζ ≥ 0, the second term

1

2
wfzV RW∂rζ ≥ 0.

Thus, we have the lower bound

1

2
wf∂r(zV

Z) ≥ 7

8
wf∂r(zV

RW ). (3.31)
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We can estimate V + 6U for r ≥ 3M as

V + 6U ≥ V + 6U
3M

r
≥ V r≥3M

.
=

M

2r2
− 4M2

r3
+

7M3

r4
. (3.32)

In summary, for case I, wf ≥ 0, we had found a lower bound Lr≤3M for ∂r(zV
Z),

such that

V + 6U ≥ 1

4
∂r(∆∂r(z∂r(wf))) +

1

2
wfLr≤3M + 6U

2M

r
= V r≤3M . (3.33)

For case II, wf ≤ 0, we had found a upper bound Ur≥3M for ∂r(zV
Z), such that

V + 6U ≥ 1

4
∂r(∆∂r(z∂r(wf))) +

1

2
wfUr≥3M + 6U

3M

r
= V r≥3M . (3.34)

Both wf
∣∣
r=3M

= 0 and U
∣∣
r=3M

= 0 hold, it would be obviously to see that(
V r≤3M − V r≥3M

) ∣∣
r=3M

= 0. In particular, we have

V r≤3M − V r≥3M = (r − 3M)

(
2r − 11M

3

)
M

r4
, (3.35)

which vanishes at r = 3M.
�

Step II: The hypergeometric functions associated to the Morawetz
potential. Denote the lower bound for the Morawetz potential V + 6U in both
cases by

V r≤3M
.
= V1, and V r≥3M

.
= V2. (3.36)

Notice that (3.35) implies

V1|r=3M = V2|r=3M . (3.37)

We therefore define the potential in the whole region r ≥ 2M by

Vjoint
.
=

{
V1, if 2M ≤ r ≤ 3M,

V2, if r ≥ 3M.
(3.38)

This is the lower bound for the Morawetz potential in the Zerilli case, and we know
that Vjoint ∈ C0. In this case, the Hardy type estimate is reduced to finding a
positive solution to the ordinary differential equation

− ∂r(A∂rφ) + V φ = 0, (3.39)

on the interval r ∈ [2M,+∞) with

A = A =
M∆2

r4
, V = Vjoint. (3.40)

If φ is a solution to equation (3.39) with A and V being specified in the Zerilli case
by (3.40), we apply the transformation (see Lemma 3.1)

u = A
1
2φ, x = r − 2M. (3.41)

Then u solves the new ordinary differential equation

− ∂2
xu+Wu = 0, (3.42)

on the interval x ∈ [0,+∞) with

W
.
=

{
W1 = 1

6
15x2−46Mx+4M2

x2(x+2M)2 , x ≤M,

W2 = 1
2
x2−12Mx+2M2

x2(x+2M)2 , x > M.
(3.43)

We will apply the scheme in Lemma 3.1 to this case, and explore the hypergeo-
metric functions associated to (3.42), (3.43) in each of the two region x ≤ M and
x > M . To do the calculation explicitly, we may set M = 1. Index the intervals
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(a) Positive solution u11 (b) Positive solution u21

Figure 2. Positive hypergeometric functions in Zerilli case

x ≤ 1 and x > 1 by i = 1, 2, respectively. Index the hypergeometric (Frobenius)
solutions in each interval by j = 1, 2.

Lemma 3.3 (The hypergeometric differential equation associate to the Zerilli equa-
tions). For x ≤ 1, there are two Frobenius solutions u11, u12 (defined in (3.44)) to
the ODE (3.42), (3.43) and u11 is positive (see Figure 2(a)).

For x > 1, there are two Frobenius solutions u21, u22 (defined in (3.48) ) to the
ODE (3.42), (3.43) and u21 is positive (see Figure 2(b)).

Proof of Lemma 3.3. We find that two linearly independent solutions (adapted to
x = 0) to (3.42) in x ≤ 1 taking the form of

u11 = xα1(x+ 2)β1F
(
a1, b1, c1;−x

2

)
,

u12 = xα1(x+ 2)β1x1−c1F
(
b1 − c1 + 1, a1 − c1 + 1, 2− c1;−x

2

)
,

(3.44)

where we follow Lemma 3.1 to calculate the parameters,

α1 =
1

2
±
√

15

6
, β1 =

1

2
± 3
√

3

2
.

We take the + sign in α1 and the − sign in β1. Then the a1, b1, c1 can be immedi-
ately read off in terms of α1 and β1,

c1 =

√
15

3
+ 1,

a1 + b1 = 1 +

√
15

3
− 3
√

3,

a1b1 =
14

3
+

√
15

6
− 3
√

5

2
− 3
√

3

2
.

The remaining a1, b1 could be solved

{a1, b1} = {3 +
√

15− 9
√

3± 3
√

11

6
}. (3.45)

We choose a1 < b1 such that

a1 ≈ −3.11 < 0 < b1 ≈ 2.21 < c1 ≈ 2.29. (3.46)

To be clear, we also give the value of α1 and β1,

α1 =
1

2
+

√
15

6
, β1 =

1

2
−
√

15

6
, α1 + β1 =

a1 + b1 + 1

2
. (3.47)



18 L. ANDERSSON, P. BLUE, AND J. WANG

For F (a1, b1, c1;−x2 ), its second and third parameters satisfying c1 > b1 > 0. We
can use the integral representation (2.10) to show that

F
(
a1, b1, c1;−x

2

)
> 0 for x > 0,

which says that u11 is positive.
Similarly, let u2j , j = 1, 2 denote the Frobenius solutions (adapted to x = 0) to

(3.42) in x > 1,

u21 = xα2(x+ 2)β2F
(
a2, b2, c2;−x

2

)
,

u22 = xα2(x+ 2)β2x1−c2F
(
a2 − c2 + 1, b2 − c2 + 1, 2− c2;−x

2

)
,

(3.48)

where the parameters

α2 =
1±
√

2

2
, β2 =

1± 4

2
.

We will follow Lemma 3.1 to chose the parameters. We take the + sign in α2 and
the − sign in β2. Then the a2, b2, c2 can be immediately read off in terms of α2

and β2,

c2 = 1 +
√

2,

a2 + b2 =
√

2− 3,

a2b2 = 2− 3
√

2

2
.

The remaining a2, b2 could be solved

{a2, b2} = {
√

2− 3±
√

3

2
}. (3.49)

We choose a2 < b2 such that

a2 ≈ −1.66 < 0 < b2 ≈ 0.07 < c2 ≈ 2.41. (3.50)

We also remark that here we have

α2 =
1

2
+

√
2

2
, β2 = −3

2
, α2 + β2 =

a2 + b2 + 1

2
. (3.51)

Those value will be useful in proving Theorem 3.4 in Step III. We find that for
F
(
a2, b2, c2;−x2

)
, its second and third parameters satisfying c2 > b2 > 0. Again

we can use the integral representation (2.10) to show that

F
(
a2, b2, c2;−x

2

)
> 0 for x > 0.

That is u21 is positive. �

Step III: Constructing the positive C2 solution. We first calculate some
quantities which will be useful in constructing the positive C2 solution to the ordi-
nary differential equation (3.42), (3.43). We normalize u11 (3.44) so that u11(1) = 1,
and let

w11 =
du11

dx

∣∣
x=1

. (3.52)

We have
w11 ≈ 0.6184539934 · · · (3.53)

For j = 1, 2, we normalize u2j (3.48) so that u2j(1) = 1, and let

w2j =
du2j

dx

∣∣
x=1

. (3.54)

We have
w21 = 0.7340312856 · · · , w22 = −0.3321954186 · · · (3.55)
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(a) Positive solution u (b) u near x = 1

Figure 3. The positive C2 solution u

Additionally, we observe that

lim
x→+∞

u22

u21

.
= −Λ = −5.0153723738 · · · (3.56)

Theorem 3.4 (Positive hypergeometric function for Zerilli equations). We define
u, normalized to u(1) = 1, by

u =

{
u11, x ≤ 1

ωu22 + (1− ω)u21, x > 1
(3.57)

where ω is given by

ω =
w11 − w21

w22 − w21
= 0.1083984220 · · · (3.58)

Then u is indeed a positive C2 solution (see Figure 3(a), 3(b)) to the ordinary
differential equation (3.42), (3.43).

Remark 3.5. In the proof of Theorem 3.4, we had used the numerical value of w11

(3.53), w2j , j = 1, 2 (3.55) and Λ (3.56) to show the positivity of u.

Proof for Theorem 3.4. First, we note that, with the above choice (3.57), u is ac-
tually C1. Hence, u defined in (3.57) is now a C1 solution to (3.42), (3.43).

By construction, we have u > 0 for 0 < x ≤ 1, since u11 is positive (see Lemma
3.3). One needs to check that for x > 1, u > 0. Notice that u22 is positive (see
Lemma 3.3). We wish to prove that in x > 1, (1− ω)u21 dominates ωu22, so that
ωu22 + (1− ω)u21 > 0.

From now on, we will focus on the hypergeometric differential equation with
W = W2 in x > 1,

− u′′(x) +W2u(x) = 0. (3.59)

We set z = −x2 . Then (3.59) has a solution taking the following form

ū = xα2(x+ 2)β2F (z), (3.60)

where F (z) is a solution to the hypergeometric differential equation

z(1− z)d
2w

d2z
+ (c2 − (a2 + b2 + 1)z)

dw

dz
− a2b2w = 0 (3.61)

with the parameters a2, b2, c2 defined in (3.48). Note that, the hypergeometric
function has possibly regular singularities at z = 0, 1,∞, namely, x = 0,−2,∞.
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For x > 1, we only focus on the regular singularity x =∞. There are the following
pairs f1(z), f2(z) of Frobenius solutions to (3.61), which is adapted to z = ∞ (see
Lemma 3.1),

f1(z) = z−a2F

(
a2, a2 − c2 + 1; a2 − b2 + 1;

1

z

)
,

f2(z) = z−b2F

(
b2, b2 − c2 + 1; b2 − a2 + 1;

1

z

)
.

(3.62)

Submitting (3.62) into (3.60), we know that there are a pair of Frobenius solutions
ū1, ū2 to (3.59), which are adapted to the singularity x =∞,

ū1 = xα2(x+ 2)β2f1, ū2 = xα2(x+ 2)β2f2.

In view of (3.51), we can calculate that the characteristic exponents of singularity
x =∞ are

b2 − a2 + 1

2
and

a2 − b2 + 1

2
,

which could be further specified by the parameters a2, b2 in (3.48). As a result, we
have the asymptotic expansion for ū1 and ū2

ū1 ∼ x
b2−a2+1

2 →∞, ū2 ∼ x
a2−b2+1

2 → 0, as x→∞. (3.63)

As a remark, the parameters a2, b2 could be chosen in various ways, but the resulting
characteristic exponents would be always the same. Additionally, we could see that
(−1)b2 ū2 is positive. For

(−1)b2 ū2 = 2b2xα2−b2(x+ 2)β2F

(
b2 − c2 + 1, b2, ; b2 − a2 + 1;− 2

x

)
,

= 2b2xα2−b2(x+ 2)β2F

(
b2 − c2 + 1, b2, ; b2 − a2 + 1;− 2

x

)
.

(3.64)

where we had used the fact that the hypergeometric is symmetric in its first two ar-
guments: F (a, b; c; z) = F (b, a; c; z). And for F

(
b2 − c2 + 1, b2, ; b2 − a2 + 1;− 2

x

)
,

the second and third two arguments satisfying b2− a2 + 1 > b2 > 0, we can use the
integral representation (2.10) to show that

F

(
b2 − c2 + 1, b2, ; b2 − a2 + 1;− 2

x

)
> 0 for x > 0.

The general solution to (3.59), which could be written as linear combinations of
the Frobenius solutions u21, u22 (adapted to x = 0), is either asymptotically decay-
ing as ū1 or as ū2. Due to the observation (3.56), we will construct a combination
of the Frobenius solutions u21, u22, which will be denoted by G(x) below, such that
G(x) is asymptotically decaying as ū2, and hence proportional to ū2. Additionally,
G(x) serves as a positive lower bound for ωu22 + (1−ω)u21. In this way, we would
prove the positivity for ωu22 + (1− ω)u21.

Recalling (3.56), we have

Λ = 5.0153723738 · · · (3.65)

We define a new function

G(x) = u22 + Λu21. (3.66)

We wish to prove that G(x) > 0 for x > 0. Now G(x) is a solution of the differential
equation (3.59) with G(1) = 1 + Λ > 0. Moreover, by the construction, we know
that

lim
x→∞

G(x)

u21(x)
= 0. (3.67)
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With respect to the exponents of the two Frobenius solutions (3.63) adapted to
singularity x =∞, we have either

G(x) ∼ x
b2−a2+1

2 →∞ or G(x) ∼ x
a2−b2+1

2 → 0 as x→∞.

The fact of (3.67) further shows that

G(x) ∼ x
a2−b2+1

2 → 0 as x→∞.

As a summary, G(x) is a solution of the ordinary differential equation (3.59) with

G(1) = 1 + Λ, lim
x→∞

G(x) = 0. (3.68)

On the other hand, G(x) could be expressed in terms of linear combinations of the
Frobenius solutions ū1 and ū2: Suppose

G(x) = pū1(x) + qū2(x), (3.69)

where p, q are some constants. Taking value at x =∞ yields that

lim
x→∞

G(x) = p lim
x→∞

ū1(x) + q lim
x→∞

ū2(x), (3.70)

which gives 0 = p · ∞+ q · 0. Hence p = 0 and

G(x) = qū2(x). (3.71)

We have known that (−1)b2 ū2 is positive. Hence (3.71) implies that G(x) does not
change sign. Besides, we know that G(1) = 1+Λ > 0, therefore G(x) > 0 for x > 0.

Next, we turn back to ωu22 + (1− ω)u21, which could be written as

ωu22 + (1− ω)u21 = ω

(
u22 +

1− ω
ω

u21

)
. (3.72)

Viewing the value of ω in (3.58) and Λ in (3.65), we know that

1− ω
ω

> Λ. (3.73)

Additionally, u21 is positive (see Lemma 3.3). Hence,

ωu22 + (1− ω)u21 > ω(u22 + Λu21) = ωG(x) > 0. (3.74)

Therefore, we had proved that the C1 solution u defined by (3.57) is a positive (see
Figure 3(a)) solution to (3.42). Actually, (3.42) tells that u is also C2 (see Figure
3(b)), since the transformation (3.41) takes Vjoint to W , and Vjoint ∈ C0, hence W
is continuous too.

Finally, φ defined as (3.41) would be then a positive C2 solutions to (3.39). �

Now we are ready to prove the integrated decay estimate for the Zerilli case.

Proof of Theorem 1.3 for Zerilli equations. We have constructed a C2 function φ
(3.41), which is a positive solution to (3.39) with V = Vjoint. Thus the Hardy
inequality follows. Hence we complete the proof for the Zerilli case. �

Remark 3.6. We can apply the proof of Theorem 1.3 to the spacetime foliation⋃
τ Στ , hence for τ0 < τ∫ τ

τ0

dt

∫
Σ′t

(
(1− µ)|∂rψ|2 + |ψ|2 + |∂tψ|2 + |∇/ ψ|2

)
dµg

.
∫

Στ0

∑
i≤1

PTα (T iψ)nαΣτ0 ,
(3.75)

where Σ′t = Σt ∩ {r ≤ R}.
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3.3. Non-degenerate energy. With the integrated decay estimate, we could use
the vector fieldN to prove the uniform boundedness for the non-degenerated energy.

Proof of Theorem 1.2. For solution ψ of the equation (1.3), taking the vector field
ξ = T, the associated energy on t = τ slice is

ET (ψ, τ) =
1

2

∫
t=τ

(
|∂tψ|2 + |∂r∗ψ|2 + (1− µ)(|∇/ψ|2 + Vgψ

2)
)
r2dr∗dσS2 .

In presence of the factor (1− µ), the energy ET (ψ, τ) is degenerate on the horizon
H+. We shall use the globally time-like vector field N and consider the associated
energy.

Away from the horizon Σeτ = {M|t = τ} ∩ {r > rNH}. Note that N = T
for r > rNH . For solutions of Regge-Wheeler or Zerilli equations, they both have
angular frequency ` ≥ 2, which implies that (1.6) holds. This indeed gives the
positivity of energy on Σeτ : In the case of Regge-Wheeler equation,

EN (ψ,Σeτ ) ≥ 1

2

∫
Σeτ

(
|∂tψ|2 + |∂r∗ψ|2 + (1− µ)

(
|∇/ψ|2

4
+
ψ2

r2

))
r2dr∗dσS2 > 0.

In the case of Zerill equation,∫
Σeτ

|∇/ψ|2 + V Zg ψ
2 =

∫
Σeτ

(
2λ+ 2−

µ(2λ+ 3)(2λ+ 3
2µ)

(λ+ 3
2µ)2

)
ψ2

r2

≥
∫

Σeτ

(
2λ− 2 +

6

2λ+ 3

)
ψ2

r2
> 0.

Note that, (1− µ) = 1− 2M
r ≈ 1 for r > rNH .

Near the horizon, recalling that Σiτ
.
= {M|v = τ+r∗NH}∩{r ≤ rNH}, the energy

EN (ψ,Σiτ ) ≈
∫

Σiτ

(
|∂uψ|2

1− µ
+ (1− µ)(|∇/ψ|2 + Vg|ψ|2)

)
dudσS2 . (3.76)

The non-degeneracy of EN (ψ,Σiτ ) is more apparent if we write this integral in
(v, r, θ, φ) coordinate, which up to some constant is

∫
Σiτ

(|∂rψ|2+|∇/ψ|2+Vgψ
2)drdσS2 .

Due to the fact that ` ≥ 2, we have∫
Σit

(
|∂rψ|2 + |∇/ψ|2 +

|ψ|2

r2

)
drdσS2 . EN (ψ,Σiτ ). (3.77)

Taking ξ = N , we apply the energy identity with the momentum vector PN (ψ).
Noting that N = T is killing for r > rNH , we have∫

Στ

PNα (ψ)nα +

∫
H+

PNα (ψ)nα +

∫∫
{r<r0}

KN (ψ)

=

∫
Στ0

PNα (ψ)nα −
∫∫
{r0<r<rNH}

KN (ψ).

(3.78)

For r < r0,
KN (ψ) ≥ bPNα (ψ)nαΣτ ,

for some constants b > 0. This is the red-shift effect, which allows us to control the
non-degenerate energy on the horizon.

We should combine the conservation of the degenerate energy associated to the
multiplier ∂t with the integrated decay estimate Theorem 1.3 to derive the uniform
boundedness of non-degenerate energy.

Given data on Σt for ψ, one may impose data along the horizon to the past of Σt.
This data can be chosen so as to be invariant under the flow along T , i.e. to depend
only on the angular variables and to match ψ where Σt meets the horizon. Let ψ̃
denote the solution generated by evolving this data both forward and backward in
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time. Because n is proportional to T along the horizon, PTα (ψ)nα is proportional
to PTα (ψ)Tα = (1/2)(Tψ)2, one finds PTα (ψ)nα = 0 along the horizon, and in

particular the flux through any portion of the horizon is 0. Thus, ψ̃ is equal to ψ
in the future of Σt and satisfies

ET (ψ,Στ ) = ET (ψ̃, τ). (3.79)

Thus, the last integral of (3.78)∫∫
{r0<r<rNH}

KN (ψ) .
∫
t=τ0

∑
i≤1

PTα (T iψ̃)nα

.
∫

Στ0

∑
i≤1

PTα (T iψ)nα,

(3.80)

where the first inequality is due to the integrated decay estimate in Theorem 1.3
and the second inequality follows from (3.79). �

Theorem 1.3 only gives the degenerate Morawetz estimate, since ∆ vanishes
at the horizon. In the proof of Theorem 1.3, we see that combining the energy
inequality (3.78) with the the uniform energy boundedness (Theorem 1.2) and the
local integrated decay estimate (Theorem 1.3), we get the non-degenerate local
integrated decay estimate [32] (corollary 4.3), [2] (Appendix A).

Corollary 3.7 (Nondegenerate Integrated Decay Estimate). Let ψ be a solution
of Regge-Wheeler equation (1.4) or Zerilli equations (1.5), we have for all R > 3M∫ τ

τ0

dt

∫
Σ′t

PNα (ψ)nαΣτ .
∫

Στ0

PNα (ψ)nαΣτ0 + PTα (Tψ)nαΣτ0 , (3.81)

where Σ′τ = Στ ∩ {r < R}.

To proceed to higher order case, we use the non-degenerate radial vector field

Ŷ =

{
(1− µ)−1∂u, if r ≤ rNH ,
∂r, if r > rNH .

(3.82)

Notice that, near horizon we can also write Ŷ in (v, r, ω) coordinate as Ŷ =
∂r, if r ≤ rNH .

Corollary 3.8 (Nondegenerate High Order Integrated Decay Estimate). Let ψ be
a solution of Regge-Wheeler equation (1.4) or Zerilli equations (1.5), we have for
all R > 3M and all integers n ∈ N,∫ τ

τ0

dt

∫
Σ′τ

∑
k+l+j≤n

|NkΩlŶ jψ|2dµg

.
∫

Στ0

∑
k+l+j≤n

PNα (T kΩlŶ jψ)nαΣτ0 +
∑
i≤n+1

PTα (T iψ)nαΣτ0 ,

(3.83)

where Σ′τ = Στ ∩ {r < R}.

Proof. First, commuting the equation with T, we still have non-degenerate inte-
grated decay estimate for Tψ∫ τ

τ0

dt

∫
Σ′τ

1∑
k=0

PNα (T kψ)nαΣτ .
1∑
k=0

∫
Στ0

PNα (T kψ)nαΣτ0 + PTα (T k+1ψ)nαΣτ0 . (3.84)

The elliptic estimate yields the high order integrated decay estimate away from the
horizon.
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Near horizon, say r < r0 < rNH , we shall commute the wave operator with
Y = (1− µ)−1∂u [15]. This commutator has a good sign,

2gY ϕ− Y2gϕ = κY 2ϕ+ f(Y Tϕ, Tϕ, Y ϕ),

where f(Y Tϕ, Tϕ, Y ϕ) is linearly dependent on Y Tϕ, Tϕ, Y ϕ, and κ > 0 is another
manifestation of the red-shift effect. After commuting the equation with Y and T ,
we use the energy identity for N to estimate∫

Στ

PNα (Y ψ)nα +

∫
H+

PNα (Y ψ)nα +

∫∫
{r<r0}

KN (Y ψ)

=

∫
Στ0

PNα (Y ψ)nα +

∫∫
{r<r0}

EN (Y ψ) +

∫∫
{r0≤r≤rNH}

EN (Y ψ)−KN (Y ψ),

(3.85)

where

EN (Y ψ) = −NY ψ
(
κY 2ψ + f(Y Tψ, Tψ, Y ψ)− ∂rVgψ

)
=− κ(Y 2ψ)2 − κ(N − Y )Y ψY 2ψ + (f(Y Tψ, Tψ, Y ψ)− ∂rVgψ)NY ψ,

where Vg takes the valued of Regge-Wheeler VRW or Zerilli potential VZ . The first
term on the right hand side has a good sign. Applying Cauchy-Schwarz inequality
and using the fact that N − Y = T on H+, the other terms can be bounded in
r ≤ r0 by cKN (Y ψ) + c−1(Y Tψ)2 + c−1KN (ψ). In view of (3.81) and (3.84),∫∫

{r<r0}
EN (Y ψ) ≤ c

∫∫
{r<r0}

KN (Y ψ) + I.

Here I depends only the initial data. The terms∫∫
{r0≤r≤rNH}

EN (Y ψ)−KN (Y ψ)

can be estimated by the integrated decay estimate (3.84). Noting that PNα (ψ)nαΣτ ≤
bKN (ψ) for r < r0 < rNH and some constant b > 0, (3.85) gives the estimate∫∫

{r<r0}
PNα (Nψ)nαΣτ .

∫
Στ0

∑
k,j≤1

PNα (T kY jψ)nα +
∑
k≤2

PTα (T kψ)nα.

Finally, commuting repeatedly with Y and T , the above scheme plus elliptic
estimate yield the desired estimate. �

The scheme in the proof of Corollary 3.8 plus the elliptic estimates yield high
order uniform boundedness

Corollary 3.9 (High Order Uniform Boundedness). Let ψ be a solution of the
Regge-Wheeler (1.4) or Zerilli equations (1.5). Then for all n ∈ N, τ > τ0,∫

Στ

∑
k+l+j≤n

PNα (NkΩlŶ jψ)nαΣτ

.
∫

Στ0

∑
k+l+j≤n

PNα (T iΩlŶ jψ)nαΣτ0 +
∑
i≤n+1

PTα (T iψ)nαΣτ0 .

(3.86)

4. Decay estimate

In this Section we prove quadratic decay of the non-degenerate energy. First of
all, we improve the local integrated decay estimate in Theorem 1.3. We shall use
the rp hierarchy estimate for proving energy decay estimate [32].
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Σ′
τ

Σ′
τ0

H
+

Nτ

Nτ0

Dτ
τ0

I +

r
=
R

Figure 4. The spacetime foliation
⋃
τ Σ′τ ∪Nτ

4.1. Energy decay. Let ψ be a solution of Regge-Wheeler equation (1.4) or Zerilli
equations (1.5) and define

Ψ
.
= rψ, (4.1)

then

 LRWΨ
.
= ∂u∂vΨ− η4/Ψ + V RWΨ = 0, (4.2)

in Regge-Wheeler case, and

 LZΨ
.
= ∂u∂vΨ− η4/Ψ + V ZΨ = 0, (4.3)

in Zerilli case. Here

V RW = ηV̂ RW , V̂ RW = −6M

r3
, (4.4)

V Z = ηV̂ Z , V̂ Z = −6M

r3
− 8Mε

r3
. (4.5)

We recall that V Zg = V RWg (1 + ζ), where ζ is defined in (3.16) and η = 1− µ.
When there is no confusion, we also refer (4.2) as Regge-Wheeler equation and

(4.3) as Zerilli equations. We recall the definition of spacetime foliation
⋃
τ Στ

(Section 2.2), where Στ = Σiτ ∪ Σeτ with

Σiτ = {M|v = τ + r∗NH} ∩ {r < rNH},

and

Σeτ = {M|t = τ} ∩ {r ≥ rNH}.
For our current purposes, we foliate the spacetime region by

⋃
τ Σ′τ ∪ Nτ (Figure

4): Fix R > 3M large enough, define the interior region ∪τΣ′τ , where

Σ′τ = Στ ∩ {r ≤ R}. (4.6)

In the exterior region {r ≥ R}, let Nτ be the outgoing null hypersurface emerging
from the sphere S2(τ,R) with constant t = τ and constant r = R,

Nτ
.
= {u = τ −R∗} ∩ {v ≥ τ +R∗}. (4.7)

Let us also define a region bounded by the two null hypersurfaces and the time-like
hypersurface (Figure 4):

Dτ2τ1 = {(u, v) ∈M
∣∣r(u, v) ≥ R and τ2 −R∗ ≥ u ≥ τ1 −R∗}. (4.8)

Lemma 4.1 (Zero Order rp Integrated Decay Estimate). Let Ψ be a solution
of Regge-Wheeler (4.2) or Zerilli equations (4.3). Consider the region Dτ2τ1 , for
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0 < p ≤ 2, there is the integrated decay estimate∫
Nτ2

rp|∂vΨ|2dvdσS2 +

∫
I+
rp
(
|∇/Ψ|2 +

Ψ2

r2

)
dudσS2

+

∫∫
Dτ2τ1

rp−1{p
2
|∂vΨ|2 +

2− p
2

(
|∇/Ψ|2 +

|Ψ|2

r2

)
+

6pM

r

|Ψ|2

r2
}dudvdσS2

.
∫
Nτ1

rp|∂vΨ|2dvdσS2 +

∫
{r=R}

{|∂vΨ|2 + |∇/Ψ|2 + |Ψ|2}dtdσS2 .

(4.9)

Remark 4.2. Comparing with the zero order rp weighted inequality in [32], we get

additional bound for the spacetime integral
∫∫
Dτ2τ1

rp−1 6pM
r
|Ψ|2
r2 dudvdσS2 . This would

be important in proving first order rp weighted inequality (for p = 2) in Lemma 4.5.

Proof. Multiplying η−krp∂vΨ with 0 < p ≤ 2, k ≥ 2 on the Regge-Wheeler or Zerilli
equations (4.2), (4.3), we choose R sufficiently large and integrate with respect to
the measure dudvdσS2 in Dτ2τ1 , to derive the identity∫

Nτ2

(
rp

ηk
|∂vΨ|2

)
+

∫
I+

(
rp

ηk−1
|∇/Ψ|2 +

rpV

ηk
|Ψ|2

)
+

∫∫
Dτ2τ1

(
(2− p)rp−1η−k+2 + 2M(k − 1)rp−2η−k+1

)
|∇/Ψ|2

−
∫∫
Dτ2τ1

∂u

(
rp

ηk

)
|∂vΨ|2 + ∂v

(
rpV

ηk

)
|Ψ|2

=

∫
Nτ1

(
rp

ηk
|∂vΨ|2

)
+

∫
{r=R}

(
rp

ηk
|∂vΨ|2 +

rp

ηk−1
|∇/Ψ|2 +

rpV

ηk
|Ψ|2

)
,

(4.10)

where V could be V RW or V Z in those two different cases. For R sufficiently large,

−∂u(
rp

ηk
) ≥ p

2
rp−1 for all 0 < p ≤ 2 and k ≤ 5.

Next, we will prove the positivity of the other bulk terms in (4.10) for Regge-
Wheeler and Zerilli cases separately.

Regge-Wheeler case V = V RW : In the third line of (4.10), the term involving
|Ψ|2 is

−
∫∫
Dτ2τ1

∂v

(
rpV RW

ηk

)
|Ψ|2 =

∫∫
Dτ2τ1

∂v

(
6Mrp−3

ηk−1

)
|Ψ|2

=

∫∫
Dτ2τ1

η−k+1
(
6M(p− 3)rp−4 + 12M2(4− k − p)rp−5

)
|Ψ|2.

(4.11)

(4.11) does not have the good sign. But there is additional positive terms
∫∫
Dτ2τ1

2M(k−
1)rp−2η−k+1|∇/Ψ|2 in the second line of (4.10). Using the fact that Ψ has angular
frequency ` ≥ 2 as stated in remark 1.1, we have∫

S2(t,r)

2M(k − 1)rp−2η−k+1|∇/Ψ|2 ≥
∫
S2(t,r)

12M(k − 1)rp−4η−k+3|Ψ|2. (4.12)

This additional positive term could be used to absorb the negative terms in (4.11).
Therefore, the bulk terms in (4.10) dominate∫∫

Dτ2τ1

(
6M(p− 3 + 2c1k − 2c1)rp−4 + 12M2(4− k − p)rp−5

)
|Ψ|2

+

∫∫
Dτ2τ1

rp−1|∂vΨ|2 + (2− p)rp−1|∇/Ψ|2 + 2M(1− c1)(k − 1)rp−2|∇/Ψ|2,
(4.13)
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for some constant c1 ≤ 1. We take c1 = 1
2 , k = 4. Then for R sufficiently large, the

bulk terms (4.13) bound∫∫
Dτ2τ1

p

2
rp−1|∂vΨ|2 +

2− p
2

rp−1

(
|∇/Ψ|2 +

|Ψ|2

r2

)
+

6pM

r
rp−1 |Ψ|2

r2
,

which is positive. Here we have used the fact that ` ≥ 2. Therefore, integrating
the identity (4.10) for 0 < p ≤ 2 and k = 4 with respect to the measure dudvdσS2

in the region Dτ2τ1 , we have

∫
Nτ2

rp

η4
|∂vΨ|2dvdσS2 +

∫
I+

rp

η3
{|∇/Ψ|2 − 6M

r

|Ψ|2

r2
}dudσS2 (4.14)

+

∫∫
Dτ2τ1

rp−1{p
2
|∂vΨ|2 +

2− p
2

(|∇/Ψ|2 +
|Ψ|2

r2
) +

6pM

r

|Ψ|2

r2
}dudvdσS2 (4.15)

.
∫
Nτ1

rp

η4
|∂vΨ|2dvdσS2 +

∫
r=R

{|∂vΨ|2 + |∇/Ψ|2 + |Ψ|2}dtdσS2 . (4.16)

Due to the fact that ` ≥ 2, the integral on the scri I+ in (4.14) is actually positive.
And η ∼ 1 for R large enough, thus we achieve the integrated decay estimate (4.9)
for Regge-Wheeler case.

Zerilli case V = V Z : In (4.10), the term involving |Ψ|2 is multiplied by

−∂v
(
rpV Z

ηk

)
= ∂v

(
6Mrp−3

ηk−1

)
+ ∂v

(
8Mrp−3ζ

ηk−1

)
> η−k+1

(
12M(p− 3)rp−4 + 24M2(4− k − p)rp−5

)
,

(4.17)

where we used the fact that (see (3.16). (3.18)),

− 3

2(2λ̄+ 3)
≤ ζ ≤ 3

2λ̄
, |ζ| ≤ 3

2λ̄
, ∂rζ > 0, (4.18)

and 0 < p ≤ 2, k ≤ 4. As above, those terms in (4.17) do not have the good sign.
But the additional positive terms 2M(k − 1)rp−2η−k+1|∇/Ψ|2 in (4.10) could be
used to absorb the negative terms in (4.17). Since ` ≥ 2, the bulk terms in (4.10)
dominate ∫∫

Dτ2τ1

(
12M(p− 3 + c2k − c2)rp−4 + 24M2(4− k − p)rp−5

)
|Ψ|2

+

∫∫
Dτ2τ1

rp−1|∂vΨ|2 + (2− p)rp−1|∇/Ψ|2 + 2M(1− c2)(k − 1)rp−2|∇/Ψ|2,
(4.19)

for some constant c2 ≤ 1. We take c2 = 1, k = 4, then for R sufficiently large, the
bulk terms (4.19) bound∫∫

Dτ2τ1

p

2
rp−1|∂vΨ|2 +

2− p
2

rp−1

(
|∇/Ψ|2 +

|Ψ|2

r2

)
+

6pM

r
rp−1 |Ψ|2

r2
,

which is positive. Integrating the identity (4.10) for 0 < p ≤ 2 and k = 4, we have∫
Nτ2

rp

η4
|∂vΨ|2dvdσS2 +

∫
I+

rp

η3
{|∇/Ψ|2 + V̂ Z |Ψ|2}dudσS2

+

∫∫
Dτ2τ1

rp−1{p
2
|∂vΨ|2 +

2− p
2

(
|∇/Ψ|2 +

|Ψ|2

r2

)
+

6pM

r

|Ψ|2

r2
}dudvdσS2

.
∫
Nτ1

rp

η4
|∂vΨ|2dvdσS2 +

∫
{r=R}

{|∂vΨ|2 + |∇/Ψ|2 + |Ψ|2}dtdσS2 .
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In the same way, the integral on scri I+ : rp

η3 {|∇/Ψ|2 + V̂ Z |Ψ|2} is positive since

` ≥ 2. Thus we achieve the integrated decay estimate (4.9) for Zerilli case.
�

The rp integrated decay estimate and the non-degenerate integrated decay esti-
mate lead to the energy decay as follows [32].

Theorem 4.3 (Energy Decay). Let R > 3M, and let ψ be a solution of Regge-
Wheeler (1.4) or Zerilli equations (1.5), with the initial data on Σ′τ0∪Nτ0 satisfying∫

Nτ0

∑
k≤1

|T k∂v(rψ)|2r2dvdσS2 +

∫
Σ′τ0
∪Nτ0

∑
k≤2

PNµ (T kψ)nµ <∞, (4.20)

then there exist a constant I depending on the initial data (4.20), such that∫
Σ′τ∪Nτ

PNµ (ψ)nµ .
I

τ2
. (4.21)

Here

Σ′τ = Στ ∩ {r ≤ R}, Nτ = {M|u = τ −R∗, v ≥ v0 = τ0 +R∗}.

Proof. We will only give the sketch of proof here (refer to [32] for more details).
From the non-degenerate integrated decay estimate (Corollary 3.7) and conserva-
tion of ∂t energy (imposing zero data on null infinity to evolve backwards where
necessary) ∫ τ

τ0

dt

∫
Σ′t

PNµ (ψ)nµ .
∫

Σ′τ∪Nτ
PNµ (ψ)nµ +

∫
Στ

PTµ (Tψ)nµ

.

(∫
Σ′τ∪Nτ

PNµ (ψ)nµ + PTµ (Tψ)nµ

)
.

(4.22)

Using the spacetime foliation
⋃
τ Σ′τ ∪ Nτ , we also have the uniform boundness

(Theorem 1.2), for any τ2 > τ1,∫
Σ′τ2
∪Nτ2

PNµ (ψ)nµ .
∫

Σ′τ1
∪Nτ1

PNµ (ψ)nµ + PTµ (Tψ)nµ. (4.23)

We begin with an inequality, for any τ2 > τ1∫ τ2

τ1

dτ

∫
Σ′τ∪Nτ

PNµ (ψ)nµ .
∫∫
Dτ2τ1

(
|∂vΨ|2 + |∇/Ψ|2 +

|Ψ|2

r2

)
dudvdσS2

+

∫
Σ′τ1
∪Nτ1

PNµ (ψ)nµ + PTµ (Tψ)nµ,

(4.24)

where we had used the non-degenerate integrated decay estimate (4.22). Taking
p = 1 in the rp weighted inequality of Lemma 4.1, we can further estimate (4.24)
by ∫ τ2

τ1

dτ

∫
Σ′τ∪Nτ

PNµ (ψ)nµ .
∫
Nτ1

r|∂vΨ|2dvdσS2

+

∫
Σ′τ1
∪Nτ1

PNµ (ψ)nµ + PTµ (Tψ)nµ.

(4.25)
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Next, we take p = 2 in the rp weighted inequality of Lemma 4.1, then there exists
a dyadic sequence {τ ′j}j∈N with τ ′j+1 = 2τ ′j and τ ′0 = τ0∫

Nτ′
j

r|∂vΨ|2dvdσS2

.
1

τ ′j

(∫
Nτ0

r2|∂vΨ|2dvdσS2 +

∫
Σ′τ0
∪Nτ0

PTµ (ψ)nµ + PTµ (Tψ)nµ

)
.

(4.26)

Note that, in proving (4.26), there is the boundary term on {r = R} as the right
hand side of (4.9), we can use the mean value theorem for the integration in r∗,
and the local integrated energy decay (4.22) to bound it by

∫
Σ′τ0
∪Nτ0

PTµ (ψ)nµ +

PTµ (Tψ)nµ. Combining (4.25) and (4.26), we have∫ τ ′j+1

τ ′j

dτ

∫
Σ′τ∪Nτ

PNµ (ψ)nµ

.
1

τ ′j

(∫
Nτ0

r2|∂vΨ|2dvdσS2 +

∫
Σ′τ0
∪Nτ0

PTµ (ψ)nµ + PTµ (Tψ)nµ

)

+

∫
Σ′
τ′
j
∪Nτ′

j

PNµ (ψ)nµ + PTµ (Tψ)nµ.

(4.27)

Besides, with the uniform boundness of energy (4.23), we may estimate the last
term in (4.27) by∫

Σ′
τ′
j
∪Nτ′

j

(
PNµ (ψ)nµ + PTµ (Tψ)nµ

)

.
1

τ ′j

∫ τ ′j+1

τ ′j−1

dτ

∫
Σ′τ∪Nτ

PNµ (ψ)nµ +
∑
i≤1

PTµ (T iψ)nµ

 .

(4.28)

Again we apply (4.27) on the above term∫ τ ′j+1

τ ′j−1

dτ

∫
Σ′τ∪Nτ

PNµ (ψ)nµ +
∑
i≤1

PTµ (T iψ)nµ,

to derive∫
Σ′
τ′
j
∪Nτ′

j

(
PNµ (ψ)nµ + PTµ (Tψ)nµ

)

.
1

τ ′jτ
′
j−1

∫
Nτ0

∑
k≤1

r2|∂vT kΨ|2dvdσS2 +

∫
Σ′τ0
∪Nτ0

∑
i≤2

PTµ (T iψ)nµ


+

1

τ ′j

∫
Σ′
τ′
j−1
∪Nτ′

j−1

PNµ (ψ)nµ +
∑
i≤2

PTµ (T iψ)nµ

 ,

(4.29)

where by the uniform boundness of energy (4.23), the last term could be further
bounded by

1

τ ′j

∫
Σ′τ0
∪Nτ0

PNµ (ψ)nµ +
∑
i≤2

PTµ (T iψ)nµ

 .
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Thus, in view of (4.27) and (4.29), we have∫ τ ′j+2

τ ′j

dτ

∫
Σ′τ∪Nτ

PNµ (ψ)nµ

.
1

τ ′j

∫
Nτ0

∑
k≤1

|∂vT kΨ|2r2dudvdσS2 +

∫
Σ′τ0
∪Nτ0

∑
i≤2

PNµ (T iψ)nµ

 .

(4.30)

Finally performing the pigeon-hole principle, we have (4.21). �

We further commute the equations with Ω repeatedly, to have the high order
energy decay. As a result, we have the pointwise decay estimate,

Theorem 4.4 (Pointwise Decay). Let ψ be a solution of Regge-Wheeler (1.4) or
Zerilli equations (1.5), with the initial data on Σ′τ0 ∪Nτ0 satisfying

∑
l≤2

∫
Nτ0

∑
k≤1

|T kΩl∂v(rψ)|2r2dvdσS2 +

∫
Σ′τ0
∪Nτ0

∑
k≤2

PNµ (T kΩlψ)nµ

 <∞,

(4.31)
then there exist a constant I depending on the initial data (4.31), such that in the
future development of initial hypersurface J+(Σ′τ0 ∪Nτ0)

r
1
2 |ψ|(τ, r) . I

τ
. (4.32)

Proof. On Nτ = {M|u = τ − R∗, v ≥ τ + R∗}, integrating from infinity, by the
Cauchy Schwarz inequality, we have for any v ≥ τ +R∗,

(r
1
2ψ)2(u, v) = −2

∫ ∞
v

r
1
2ψ∂v(r

1
2ψ)dv .

∫ ∞
v

|ψ|2dv +

∫ ∞
v

|r∂vψ|2dv.

And then using the Sobolev inequality on the sphere, we have

(r
1
2ψ)2 .

∫ ∞
v

∫
S2

∑
k≤2

|Ωkψ|2

r2
r2dvdσS2 +

∫ ∞
v

∫
S2

∑
k≤2

|∂vΩkψ|2r2dvdσS2

.
∫
Nτ

∑
k≤2

PNµ (Ωkψ)nµ .
I

τ2
.

(4.33)

On Στ ∩ {2M < r0 ≤ r ≤ R}, the Sobolev inequality also yields the pointwise
decay.

Near the horizon Σiτ , which is {M|v = τ + r∗NH , u ≤ u0(τ)} with u0(τ) < τ − r∗0
to be chosen later, we proceed a similar argument. Integrating from u = τ − r∗NH ,
we have for any u ≥ u0(τ),∫

S2

ψ2(u, v)dσS2 =

∫
S2

ψ2(u0(τ), v)dσS2 + 2

∫ u

u0(τ)

∫
S2

ψ∂uψdudσS2 .

The Cauchy Schwarz inequality gives∫
Σiτ

ψ∂uψdudσS2 .
∫

Σiτ

(1− µ)ψ2dudσS2 +

∫
Σiτ

(∂uψ)2

1− µ
dudσS2 .

Again we apply the Sobolev inequality on the sphere to get the pointwise decay
estimate. Besides, applying a pigeon-hole argument in r and replacing ψ in (4.21)
by Ωkψ, we obtain that u0(τ) could be chosen so that∫

S2

ψ2(u0(τ), v)dσS2 . τ−2.
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In view of the definition of the non-degenerate energy EN (ψ,Σiτ ) in (3.76) (and
with the restriction to r ≤ rNH , we have absorbed factors of r into the constant
C), we have

ψ2(u, v) ≤ C
∫

Σiτ

∑
k≤2

(
(1− µ)|Ωkψ|2 +

(∂uΩkψ)2

1− µ

)
r2dudσS2

+

∫
S2

ψ2(u0(τ), v)dσS2 .
I

τ2
.

�

We next proceed to high order rp integrated decay estimate. For notational
convenience, we denote Kp−1(Ψ) the spacetime integral (4.15) in the rp weighted
inequality

Kp−1(Ψ)
.
=

∫∫
Dτ2τ1

(
p

2
rp−1|∂vΨ|2 +

6pM

r
rp−1 |Ψ|2

r2

)
dudvdσS2

+

∫∫
Dτ2τ1

2− p
2

rp−1

(
|∇/Ψ|2 +

|Ψ|2

r2

)
dudvdσS2 ,

(4.34)

and Sp(Ψ) the energy on I+,

Sp(Ψ)
.
=

∫
I+
rp
(
|∇/Ψ|2 +

Ψ2

r2

)
dudσS2 . (4.35)

In fact, when proceeding to the first order case, we will commute the equation with
r∂v. Define

Ψ(1) .
= r∂vΨ. (4.36)

Unavoidably, there will be the leading error term involving angular derivative 4/Ψ
appearing during the commuting procedure. And we need to control these error
terms. As we can see from the right hand side of rp weighted inequality, the
spacetime integral involving |∇/Ψ|2 (4.15) vanishes when p = 2, which implies that
we will lost the control for the angular derivative in the error terms when p = 2. To
get around this difficulty, we perform the integration by parts twice on the leading
term ∫∫

Dτ2τ1
−2rp4/Ψ∂vΨ

(1). (4.37)

Then instead of (4.37), we get to deal with∫∫
Dτ2τ1

(2− p)2rp−1|∇/Ψ|2, (4.38)

as we can see in (4.46), (4.47) and (4.48). Due to the presence of the additional
factor (2 − p)2, (4.38) which involves the angular derivative vanishes when p = 2.
Thus our estimate go through even for p = 2. This idea could be found in [28]. This
is the main difference from the first order rp weighted inequality in Proposition 5.6
of [32]. We will prove the following Lemma.

Lemma 4.5 (First Order rp Integrated Decay Estimate). Let Ψ be a solution to
Regge-Wheeler equation (4.2) or Zerilli equations (4.3), and define

D = {r∂v, (1− µ)−1∂u, r∇/ }. (4.39)
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Considering in the region Dτ2τ1 , there is the integrated decay estimate for 0 < p ≤ 2,

∑
j≤1

∫
Nτ2

rp|∂vDjΨ|2dvdσS2 +

∫
I+
rp
(
|∂vDjΨ|2 +

DjΨ2

r2

)
dudσS2

+

∫∫
Dτ2τ1

∑
j≤1

prp−1

(
|∂vDjΨ|2 +

M

r

|DjΨ|2

r2

)
dudvdσS2

+

∫∫
Dτ2τ1

∑
j≤1

(2− p)rp−1

(
|∇/DjΨ|2 +

|DjΨ|2

r2

)
dudvdσS2

.
∫
Nτ1

rp

∑
j≤1

|∂vDjΨ|2 +
∑
l≤2

|∂vΩlΨ|2
dvdσS2

+

∫
{r=R}

∑
i,j≤1,l≤2

|∂iv∇/
lDjΨ|2dtdσS2 .

(4.40)

Remark 4.6. In the first order rp weighted energy inequality of [32] (in the proof of
Proposition 5.6), the p has only range (0, 2). We improve the rang of p to be (0, 2]
in the above Lemma. Based on this, we can further improve the decay estimate for
time derivative as t−2, see subsection 4.2. This could be compared with the decay
of time derivative t−2+δ in [32].

Proof. As our proof is the same for both Regge-Wheeler and Zerilli case, we take
the Zerilli case for example. We begin with commuting the equation with r∂v. For
any smooth function ϕ ∈ C∞(M), we have the commuting identity,

[ LZ , r∂v]ϕ = η∂u∂vϕ− η∂2
vϕ− 2η

(
1− 3M

r

)
4/ϕ

− η 2M

r2
∂vϕ− r∂vV Zϕ,

(4.41)

where  LZ is defined as in (4.3). In view of the Zerilli equations (4.3) and commuting
identity(4.41), we have

 LZΨ(1) = −η∂2
vΨ + {η2 − 2η(1− 3M

r
)}4/Ψ

− η 2M

r2
∂vΨ− (V Z + r∂vV

Z)Ψ.

(4.42)

It turns out that the first term on the right hand side of (4.42) has a good sign.
Namely,

− η∂2
vΨ = −η

r
∂vΨ

(1) +
η2

r
∂vΨ, (4.43)

and −ηr ∂vΨ
(1) has a good sign. Namely, we multiply 2rp(1 − µ)−k∂vΨ

(1) on both
sides of (4.42), and integrate on the spacetime region Dτ2τ1 , to yield that,∫

Nτ2
rp|∂vΨ(1)|2dvdσS2 +Kp−1(Ψ(1)) + Sp(Ψ

(1))

.
∫
Nτ1

rp|∂vΨ(1)|2dvdσS2 +

∫∫
Dτ2τ1
−2η−k+1rp−1|∂vΨ(1)|2

+A1 +A2 +A3 + boundary term on{r = R},

(4.44)
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where Ai, i = 1, · · · , 3 are defined in an obvious way,

A1 +A2 +A3
.
=

∫∫
Dτ2τ1

(
−4M

r
η−k+1 + 2η−k+2

)
rp−1∂vΨ∂vΨ

(1)

+

∫∫
Dτ2τ1

2

(
η2 − 2η(1− 3M

r
)

)
η−krp4/Ψ∂vΨ

(1)

−
∫∫
Dτ2τ1

(V Z + r∂vV
Z)η−krp+1 Ψ

r
∂vΨ

(1).

The bulk term in the second line of (4.44) has a good sign. It could be moved to
the right hand side of (4.44), and contributes to integrated decay estimate.

Next, we will estimate A1, · · ·A3 one by one.
For A1, an application of Cauchy-Schwarz inequality yields

|A1| ≤
1

c

∫∫
Dτ2τ1

rp−1|∂vΨ|2 + c

∫∫
Dτ2τ1

rp−1|∂vΨ(1)|2 (4.45)

for some universal constant c. We choose the constant c to be small enough so that
the second term on the right hand side of (4.45) can be absorbed by Kp−1(Ψ(1))
which is on the left hand side of (4.44). And the first term

∫∫
Dτ2τ1

rp−1|∂vΨ|2 could

be controlled by Kp−1(Ψ), which is of lower order derivative.
For A2, we rewrite it as

A2 =

∫∫
Dτ2τ1
−2rp4/Ψ∂vΨ

(1) + f(r)4/Ψ∂vΨ
(1), (4.46)

with |∂jrf | . rp−1−j , j ∈ N. Integrating by part twice, and using Cauchy-Schwarz
inequality, we have

|A2| .
∫∫
Dτ2τ1

2rp−1|∂vΩΨ|2 + rp−3|∂vΩΨ|2 + (2− p)2rp−1|∇/Ψ|2

+

∫∫
Dτ2τ1

rp−3|∇/Ψ|2 +

∫
I+
rp
(
|∂vΩΨ|2 + |∇/Ψ|2

)
.

(4.47)

Here we omit the boundary terms on {r = R}. In (4.47),
∫∫
Dτ2τ1

(2rp−1+rp−3)|∂vΩΨ|2

could be bounded by Kp−1(ΩΨ), while∫∫
Dτ2τ1

(2− p)2rp−1|∇/Ψ|2 ≤ C ·Kp−1(Ψ), for some C > 2(2− p) (4.48)

Note that this holds for all 0 < p ≤ 2. In particular, (4.48) holds when p = 2,
while the estimate in the proof of Proposition 5.6 in [32] does not hold for p = 2.
Furthermore, noting that p ≤ 2, and then 3− p > 0, we have∫∫

Dτ2τ1
rp−3|∇/Ψ|2 .

∫∫
Dτ2τ1

(3− p)rp−3|∇/Ψ|2 . Kp−2(Ψ).

Finally, the last term in (4.47) could be bounded by Sp(Ψ) and Sp(ΩΨ).
Similar for A3, noticing that |∂jr(rpV Z)| . rp−3−j , j ∈ N, we integrate by parts,

and use Cauchy-Schwarz inequality. Thus

|A3| .
∫∫
Dτ2τ1

(
rp−1 + rp−3

)
|∂vΨ|2 + rp−3 Ψ2

r2

+

∫∫
Dτ2τ1

(2− p)2rp−1 Ψ2

r2
+

∫
I+
rp
(
|∂vΨ|2 +

Ψ2

r2

)
.

(4.49)
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In the same way, the bulk integral in the first line of (4.49) could be bounded by
Kp−1(Ψ). And∫∫

Dτ2τ1
(2− p)2rp−1 Ψ2

r2
≤ C ·Kp−1(Ψ), for some C > 2(2− p). (4.50)

Note that this holds for all 0 < p ≤ 2. As in A2, the last term in (4.49) could be
bounded by Sp(Ψ).

As a summary, we have∫
Nτ2

rp|∂vΨ(1)|2dvdσS2 +Kp−1(Ψ(1)) + Sp(Ψ
(1))

.
∫
Nτ1

rp|∂vΨ(1)|2dvdσS2 +Kp−1(Ψ) +Kp−2(Ψ) +Kp−1(ΩΨ)

+ Sp(Ψ) + Sp(ΩΨ) + boundary terms on {r = R}.

(4.51)

Applying Lemma 4.1 to estimate Kp−1(Ψ)+Kp−2(Ψ)+Kp−1(ΩΨ)+Sp(Ψ), we get∑
j≤1

∫
Nτ2

rp|∂v
(
(r∂v)

jΨ
)
|2dvdσS2 +

∑
j,l≤1

∫
I+
rp
(
|rj−1∂jvΩ

lΨ|2 + |∇/Ψ|2
)

+
∑
j≤1

∫∫
Dτ2τ1

prp−1

(
|∂v(r∂v)jΨ|2 +

M

r

|(r∂v)jΨ|2

r2

)
dudvdσS2

+
∑
j≤1

∫∫
Dτ2τ1

(2− p)rp−1

(
|∇/ (r∂v)

jΨ|2 +
|(r∂v)jΨ|2

r2

)
dudvdσS2

.
∫
Nτ1

rp

∑
j≤1

|∂v(r∂v)jΨ|2 +
∑
l≤1

|∂vΩlΨ|2
 dvdσS2

+
∑
j,l≤2

∫
{r=R}

|∂jv∇/
l
Ψ|2dtdσS2 .

(4.52)

Next, we commute the equation (4.2) or (4.3) with ∂u and Ω,

[ LZ , ∂u] = 2
η

r
(1− 3M

r
)4/ − ∂uV Z . (4.53)

We know that |∂uV Z | . M
r4 . Thus making use of Cauchy Schwarz inequality, we

have the energy inequality, ∫
Nτ2

rp|∂v∂uΨ|2dvdσS2

+

∫∫
Dτ2τ1

prp−1

(
|∂v∂uΨ|2 +

M

r

|∂uΨ|2

r2

)
dudvdσS2

+

∫∫
Dτ2τ1

(2− p)rp−1

(
|∇/ ∂uΨ|2 +

|∂uΨ|2

r2

)
dudvdσS2

.
∫
Nτ1

rp|∂v∂uΨ|2dvdσS2 + boundary term on {r = R}.

+

∫∫
Dτ2τ1

εrp−1|∂v∂uΨ|2 +
1

ε
rp−1

(
|4/Ψ|2 +

|Ψ|2

r2

M2

r4

)
dudvdσS2 .

(4.54)
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We chose ε to be small enough, then
∫∫
Dτ2τ1

εrp−1|∂v∂uΨ|2 could be absorbed by the

second line of (4.54). Moreover, since |4/Ψ|2 .
∑
j≤2 r

−2|ΩjΨ|2, we have∫∫
Dτ2τ1

rp−1

(
|4/Ψ|2 +

|Ψ|2

r2

M2

r4

)
dudvdσS2 .

∑
j≤2

Kp−1(ΩjΨ).

Combining with Lemma 4.1, we then have∫
Nτ2

rp|∂v∂uΨ|2dvdσS2

+

∫∫
Dτ2τ1

prp−1

(
|∂v∂uΨ|2 +

M

r

|∂uΨ|2

r2

)
dudvdσS2

+

∫∫
Dτ2τ1

(2− p)rp−1

(
|∇/ ∂uΨ|2 +

|∂uΨ|2

r2

)
dudvdσS2

.
∫
Nτ1

rp

|∂v∂uΨ|2 +
∑
j≤2

|∂vΩjΨ|2
 dvdσS2

+boundary term on {r = R}.

(4.55)

Finally, we commute the equation with Ω which are killing vector fields, and
hence [ LZ ,Ω] = 0. The statement follows straightforwardly.

�

The general high order rp integrated decay estimate follows by a simple induc-
tion.

Corollary 4.7 (rp High Order Integrated Decay Estimate). Let Ψ be a solution
of the Regge-Wheeler (4.2) or Zerilli equations (4.3) in the region Dτ2τ1 , and define

the weighted derivatives D = {r∂v, (1 − µ)−1∂u, r∇/ }. For 0 < p ≤ 2, there is the
integrated decay estimate for all n ∈ N, ∫

Nτ2

n∑
j=0

rp|∂vDjΨ|2dvdσS2 +

∫∫
Dτ2τ1

n∑
j=0

rp−1{|∂vDjΨ|2 + (2− p)
(
|∇/DjΨ|2 +

|DjΨ|2

r2

)
+

6M

r

|DjΨ|2

r2
}dudvdσS2

.
∫
Nτ1

n∑
j=0

rp|∂vDjΨ|2dvdσS2 +

∫
r=R

n∑
j=0

{|∂vDjΨ|2 + |∇/DjΨ|2 + |DjΨ|2}dtdσS2 .

(4.56)

4.2. Improved decay estimate. Due to the rp first order integrated decay esti-
mate (Lemma 4.5), we could improve the decay of first order energy.

Corollary 4.8 (Improved Pointwise Decay). Let ψ be a solution of Regge-Wheeler
(1.4) or Zerilli equations (1.5), with initial data on Σ′τ0 ∪Nτ0 satisfying

∫
Nτ0

 ∑
k≤1,j≤2

r2|T k(r∂v)
jψ|2 +

∑
k≤4,l≤2

r2|T kΩl∂v(rψ)|2
 dvdσS2

+

∫
Σ′τ0
∪Nτ0

∑
k≤4,l≤2

PNµ (T kΩlψ)nµ +
∑
k≤5

PNµ (T kψ)nµ <∞.

(4.57)



36 L. ANDERSSON, P. BLUE, AND J. WANG

Then there is a constant I depending on the initial data (4.57),∫
Σ′τ∪Nτ

PNµ (Tψ)nµ .
I

τ4
, (4.58)

where Σ′τ = Στ ∩ {r ≤ R}, Nτ = {M|u = τ −R∗, v ≥ v0 = τ0 +R∗}.

Proof. As our proof is the same for both Regge-Wheeler and Zerilli case, we take
the Zerilli case for example. Let

ψ(1) .
= ∂vΨ. (4.59)

Recalling that Ψ = rψ, Ψ(1) = rψ(1) in the first order rp weighted inequality (4.52),
we make use of the zero order rp weighted estimate in Lemma 4.1, thus for 2 < p ≤ 4∫

Nτ2
rp|∂vψ(1)|2dvdσS2 +

∫∫
Dτ2τ1

(p− 2)rp−1

(
|∂vψ(1)|2 +

M

r

|ψ(1)|2

r2

)
dudvdσS2

+

∫∫
Dτ2τ1

(4− p)rp−1

(
|∇/ψ(1)|2 +

|ψ(1)|2

r2

)
dudvdσS2

.
∫
Nτ1
{rp|∂vψ(1)|2 +

∑
j≤1

rp−2|∂vΩjΨ|2}dvdσS2 +

∫
{r=R}

∑
j,l≤2

|∇/ j∂lvΨ|2dtdσS2 .

(4.60)

We are interested in the quantity ∂vTΨ = ∂2
vΨ + ∂v∂uΨ. In view of the Zerilli

equations (4.3), we have

|∂vTΨ|2 . |∂vψ(1)|2 + |4/Ψ|2 +
|M |2

r2

|Ψ|2

r4
. (4.61)

For the second term |4/Ψ|2 . |∇/ΩΨ|2

r2 , we repeat the proof of Theorem 4.3 with ΩΨ
in the place of Ψ, thus∫

Nτ
r2|4/Ψ|2dvdσS2 .

∫
Nτ
|∇/ΩΨ|2dvdσS2 .

∫
Nτ

PNµ (Ωψ)nµ .
I

τ2
., (4.62)

where I depends only on the initial data (4.57). Hence, we have∫
Nτ

r2|∂vTΨ|2dvdσS2 .
∫
Nτ

(
r2|∂vψ(1)|2 +

|M |2

r2

|Ψ|2

r2

)
dvdσS2 +

I

τ2
. (4.63)

Notice that,∫∫
Dτ2τ1

rp−1M
2

r2

|Ψ|2

r4
dudvdσS2 .

∫∫
Dτ2τ1

rp−2−1M

r

|Ψ|2

r2
dudvdσS2 . (4.64)

We shall use (4.60) for 2 < p ≤ 4 and Lemma 4.1 for 0 < p− 2 ≤ 2, thus∫∫
Dτ2τ1

rp−1

(
|∂vψ(1)|2 +

|M |2

r2

|Ψ|2

r4

)
dudvdσS2

.
∫
Nτ1
{rp|∂vψ(1)|2 +

∑
j≤1

rp−2|∂vΩjΨ|2}dvdσS2

+ boundary term at {r = R}.

(4.65)
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Next, we would apply the rp hierarchy estimate to improve the energy decay. Taking
p = 4 in (4.60) and p = 2 in (4.9) with Ψ being replaed by ΩΨ, we apply the pigeon-
hole principle. There exists a sequence {τ}j∈N such with τj+1 = 2τj ,∫

Nτj
{r3|∂vψ(1)|2 +

∑
j≤1

r|∂vΩjΨ|2}dvdσS2

.
1

τj

∫
Nτ0
{r4|∂vψ(1)|2 +

∑
j≤1

r2|∂vΩjΨ|2}dvdσS2

+
1

τj

∫
Σ′τ0
∪Nτ0

∑
k≤2,l≤1

PNµ (T kΩlψ)nµ +
∑
k≤3

PT (T kψ).

(4.66)

Furthermore, taking p = 3 in (4.60) and p = 1 in (4.9), we have∫∫
D
τj+1
τj

(
r2|∂vψ(1)|2 +

M2

r2

|Ψ|2

r2

)
dudvdσS2

.
∫
Nτi
{r3|∂vψ(1)|2 +

∑
j≤1

r|∂vΩjΨ|2}dvdσS2

+

∫
Σ′τj
∪Nτj

∑
k≤2,l≤1

PNµ (T kΩlψ)nµ +
∑
k≤3

PT (T kψ).

(4.67)

Viewing (4.66) and (4.67), we have∫ τj+1

τj

∫
Nτ

(
r2|∂vψ(1)|2 +

M2

r2

|Ψ|2

r2

)
dudvdσS2

.
1

τj

∫
Nτ0
{r4|∂vψ(1)|2 +

∑
j≤1

r2|∂vΩjΨ|2}dvdσS2

+
1

τj

∫
Σ′τ0
∪Nτ0

∑
k≤2,l≤1

PNµ (T kΩlψ)nµ +
∑
k≤3

PT (T kψ)

+

∫
Σ′τj
∪Nτj

∑
k≤2,l≤1

PNµ (T kΩlψ)nµ +
∑
k≤3

PT (T kψ).

(4.68)

As in the proof of Theorem 4.3, we make use of the uniform boundness of energy
(4.23) to estimate the last term in (4.68). Therefore, in the same way, we have∫ τj+2

τj

dτ

∫
Nτ

(
r2|∂vψ(1)|2 +

M2

r2

|Ψ|2

r2

)
dr∗dσS2

.
1

τj

∫
Nτ0
{r4|∂vψ(1)|2 +

∑
j≤1

r2|∂vΩjΨ|2}dvdσS2

+
1

τj

∫
Σ′τ0
∪Nτ0

∑
k≤3,l≤1

PNµ (T kΩlψ)nµ +
∑
k≤4

PT (T kψ).

(4.69)

We again use the pigeon-hole principle to obtain∫
Nτ

(
r2|∂vψ(1)|2 +

M2

r2

|Ψ|2

r2

)
dr∗dσS2

.
1

τ2

∫
Nτ0

r4|∂vψ(1)|2 +
∑

k≤3,l≤1

r2|T kΩl∂vΨ|2
 dvdσS2

+
1

τ2

∫
Σ′τ0∪Nτ0

∑
k≤3,l≤1

PNµ (T kΩlψ)nµ +
∑
k≤4

PTµ (T kψ)nµ.

(4.70)
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Regarding (4.63), we have established∫
Nτ

r2|∂vTΨ|2dvdσS2

.
1

τ2

∫
Nτ0

r4|∂vψ(1)|2 +
∑

k≤3,l≤1

r2|T kΩl∂vΨ|2
 dvdσS2

+
1

τ2

∫
Σ′τ0
∪Nτ0

∑
k≤3,l≤1

PNµ (T kΩlψ)nµ +
∑
k≤4

PTµ (T kψ)nµ.

(4.71)

Taking p = 2 and p = 1 in the rp weighted energy inequality (4.9) with Ψ being
replaced by TΨ, we repeat the proof of Theorem 4.3, therefore for a dyadic sequence
{τj}j∈N,∫

Σ′τj+1
∪Nτj+1

PNµ (Tψ)nµ .

1

τ2
j

∫
Nτj

∑
k≤2

r2|T k∂vΨ|2dvdσS2 +

∫
Σ′τj
∪Nτj

∑
k≤3

PNµ (T kψ)nµ

 .

(4.72)

As a result of (4.71) and Theorem 4.3, we use the pigeon-hole principle for (4.72),
and (4.58) follows.

�

Based on the improved first order energy decay, we can improve the pointwise
decay.

Theorem 4.9 (Improved Interior Pointwise Decay). Let R > 3M and ψ be a
solution of Regge-Wheeler (1.4) or Zerillir equation (1.5), with initial data on Σ′τ0∪
Nτ0 satisfying

I =

∫
Nτ0

∑
k+l≤8,l≤4

|T kΩl(r∂v)
jψ|2r2dvdσS2

+

∫
Σ′τ0
∪Nτ0

∑
k+l≤9,l≤4

PNµ (T kΩlψ)nµ <∞.
(4.73)

Then we have in the future development of initial hypersurface

r
1
2 |∂tψ|(τ, r) .

I

τ2
, in J+(Σ′τ0 ∪Nτ0). (4.74)

and the improved interior decay estimate,

|ψ| . I

τ
3
2

, for r < R. (4.75)

Proof. In Theorem 4.4, we had used the Sobolev inequalities to prove the pointwise
decay estimate: r

1
2 |ψ| . I

τ with I being a constant depending on the initial data
(4.31). Similarly, based on the improved first order energy decay (Corollary 4.8),

we have r
1
2 |∂tψ| . I

τ2 , where I is a constant depending on the initial data (4.73).
Next we interpolate between ψ and ∂tψ to improve the pointwise decay for |ψ|

[32]. The basic observation underlying this argument is that for t1 > t0

rψ2(t1, r) = rψ2(t0, r) +

∫ t1

t0

2ψ∂tψrdt

≤rψ2(t0, r) + t−1
0

∫ t1

t0

ψ2(t, r)rdt+ t0

∫ t1

t0

(∂tψ)2(t, r)rdt.

(4.76)
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For r0 < r < R,

rψ2(t, r) . Rψ2(t, R) +

∫ R∗

r∗
ψ2(t, r)dr∗ +

∫ R∗

r∗
(∂r∗ψ)2(t, r)r2dr∗. (4.77)

Thus, integrating on t and using the Sobolev inequality on the sphere, we have∫ t1

t0

rψ2(t, r)dt .
∫ t1

t0

dt

∫
S2

dσS2

∑
l≤1

R(Ωlψ)2(t, R)

+

∫ t1

t0

dt

∫ R∗

r∗
dr∗

∫
S2

dσS2

∑
l≤1

r2

(
(Ωlψ)2

r2
+ (∂r∗Ω

lψ)2

)
.

(4.78)

That is, ∫ t1

t0

rψ2(t, r)dt .
∫

Σ′t0

∑
k,l≤1

PT (T kΩlψ). (4.79)

Letting t̄1 = 2t̄0, by Theorem 4.3, there exists t′0 ∈ (t̄0, t̄1) such that

rψ2(t′0, r) .
I

t′30
. (4.80)

Now considering a dyadic sequence {t′j}j∈N with t′j+1 = 2t′j , j ≥ 0, as an application
of (4.79), we have ∫ t′j+1

t′j

r(ψ)2(t, r)dt .
∫

Σ′tj

∑
k,l≤1

PT (T kΩlψ),

∫ t′j+1

t′j

r(∂tψ)2(t, r)dt .
∫

Σ′tj

∑
k,l≤1

PT (T kΩl∂tψ).

(4.81)

In regard of Theorem 4.3 and Corollary 4.8, (4.76) yields that

rψ2(t′j+1, r) . rψ
2(t′j , r) +

1

t′j

I

(t′j)
2

+ t′j
I

(t′j)
4
. (4.82)

By induction on j ∈ N and noting that (4.80) for j = 0, we have

rψ2(t′j , r) .
I

(t′j)
3
, j ∈ N ∪ {0}. (4.83)

The pigeon-hole principle will give the conclusion.
For 2M ≤ r < r0, the same interpolation (4.76) by integration along lines of

constant radius r < r0 can be carried out. While (4.77) could be replaced by
integration on v = 1

2 (t+ r∗0),

ψ2(t, u) . ψ2(t, u0) +

∫ u

u0

(1− µ)ψ2du+

∫ u

u0

(∂uψ)2

1− µ
du. (4.84)

where u0 = 1
2 (t − r∗0). The above proof could be extended to 2M ≤ r < r0 by

replacing PT by PN on the right hand sides of (4.79), (4.81). �

Remark 4.10. The argument in proving Theorem 4.9 does not hold for R → ∞.
Otherwise, adapted to R → ∞, (4.77) would be replaced by integrating in v. To
mimic the procedure of deriving (4.79) from (4.78), we should take p = 0 in the
zero order rp inequality (4.9). But this is impossible, since we require that p > 0 in
(4.9).

Combining with the non-degenerate high order integrated decay estimate (Corol-
lary 3.8), the weighted high order uniform boundedness (Corollary 3.9), and the rp

high order integrated decay estimate (Corollary 4.7), we have the improved high
order pointwise decay estimate by a simple induction.
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Corollary 4.11 (High Order Decay Estimate). Let R > 3M , and define the
weighted derivatives D = {r∂v, (1 − µ)−1∂u, r∇/ }. Let ψ be a solution of Regge-
Wheeler (1.4) or Zerilli equations (1.5), with initial data on Σ′τ0 ∪Nτ0 satisfying

I =
∑
i≤n

∫
Nτ0

∑
j≤2,k+l≤8

|Di(r∂v)jΩlT kψ|2r2dvdσS2

+
∑

k+l≤n+9

∫
Σ′τ0
∪Nτ0

PNµ (T kΩlψ)nµ <∞.
(4.85)

for all n ∈ N. Then we have the energy decay estimate,

sup
m∈N

∫
Nτ

PNα (Dmψ)nα + sup
k,l∈N

∫
Σ′τ

PNµ (T kΩlψ)nµ .
I

τ2
, (4.86)

and

sup
m∈N

∫
Nτ

PNα (DmTψ)nα + sup
k,l∈N

∫
Σ′τ

PNµ (T kΩlTψ)nµ .
I

τ4
. (4.87)

In the future development of initial hypersurface J+(Σ′τ0 ∪Nτ0), there is the point-
wise decay estimate

sup
m∈N

r
1
2 |Dmψ|(τ, r) . I

τ
, sup

m∈N
r

1
2 |∂tDmψ|(τ, r) .

I

τ2
, (4.88)

and the improved interior decay estimate,

sup
m∈N
|Dmψ|(τ, r) . I

τ
3
2

, for r < R. (4.89)
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