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Abstract

Besides their acidifying effect, HySO, / SO42' aerosols have the potential to modify the radia-
tion budget of the atmosphere. Under clear-sky condition they scatter UV-radiation back to
space, reducing solar irradiance (direct effect). The capability of sulfate particles to act as cloud
condensation nuclei, thus influencing cloud droplet number concentration, cloud albedo and the
development of precipitation is referred to as indirect effect. Evidence has been presented that
sulfate aerosol climate forcing is sufficiently large to reduce significantly the positive forcing
by anthropogenic greenhouse gases regionally, especially in the Northern Hemisphere.

Until now, only coarse grid global models with rather simple chemistry modules have been ap-
plied to estimate the radiative forcing of sulfate acrosols. In this paper we would like to ascertain
the shortwave sulfate forcing over Europe, one of the main anthropogenic source regions. For
this purpose the three-dimensional European sulfate distribution was generated by a regional
circulation model in combination with a complex chemistry transport model. Then a computa-
tionally efficient radiation transfer model was applied. It determines the direct and indirect
shortwave forcing of sulfate aerosols on the basis of the variable sulfate mass distribution and
meteorological input data. For comparison coarse grid global model results will be shown.
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1. Introduction

Searching for anthropogenic climate change signals, recently the role of sulfate aerosols was
emphasized by Charlson et al. (1991) and Kiehl and Briegleb (1993). Following these papers,
several groups tried to estimate the contribution of anthropogenic sulfur emissions in reducing
the global climate signal due to the increased greenhouse gas concentration in the atmosphere
(Wigley et al., 1990; Taylor and Penner, 1994; Roeckner et al., 1995; Mitchell et al., 1995). Oth-
er groups tried to improve knowledge of the necessary optical parameters of the aerosols apply-
ing radiative transfer models to aerosol-box models (Pilinis et al., 1995; Nemesure et al., 1995)
or to global models (Boucher and Anderson, 1995; and Boucher and Lohmann, 1995). Thus,
either the aerosol and its changing parameters due to microphysical processes or large-scale
mean parameters were studied so far. These investigations revealed that one of the most impor-
tant aerosol parameters is its size distribution which mainly depends on the relative humidity of
the surrounding air.

None of the models, however, treated the inhomogeneity of the aerosol forcing in one of the
continental scale source regions of anthropogenic sulfate aerosols. While Boucher and Ander-
son (1995) used the MOGUNTIA model with 10° resolution, Boucher and Lohmann (1995) in
addition to the latter used the spectral ECHAM3 model with T21 truncation, which gives a 5.6°
resolution, comparable with the French LMD gridpoint model. The very simple approach of
Roeckner et al. (1995) and Mitchell et al. (1995), who, in order to describe the sulfate aerosol
effect, just changed the surface albedo depending on the sulfate concentration as computed with
a simple sulfur cycle model, may be useful for a first guess of the effects. However, the possible
patchiness of the forcing is neglected as well as the indirect effects and the impact of local air
humidity and cloud cover. Despite their simpleness in describing the aerosol forcing, these
model studies allowed to improve the guess patterns of the anthropogenic greenhouse gas cli-
mate anomalies such that a better agreement between observed and modelled change patterns
was achieved. This allowed to a high degree of certainty the assessment of the observed changes
in surface air temperature to anthropogenic impact (Hasselmann et al., 1995; IPCC, 1996).

While the above mentioned model simulation in the best case had a T42 (or 250 km) resolution,
the sources and regional circulation systems in the main anthropogenic source regions of vola-
tile sulfur have smaller length scales. In the coarse resolution models the chemistry has to be
treated in a rather simple manner, since many of the chemical transformations for these models
take place in the sub-grid domain and are, therefore, parameterized. This leads also to rather ho-
mogeneous forcing fields. Since the sources are not equally distributed over areas of more than
60 000 km?, but concentrate in areas of industrial development in the neighbourhood of agri-
culturally used land, it is interesting to study what happens in the smaller domain.

With our study we shall try to resolve these effects of nonhomogeneously distributed sources of
sulfate aerosol precursor gases. Therefore we use a combination of the Hamburg regional cir-
culation model HIRHAM with an improved version (Langmann, 1995) of the EURAD chemis-
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3 Radiation Model

The radiation code for the solar spectrum applied in the fourth generation general circulation
model ECHAM (Roeckner et al., 1996) and the regional circulation model HIRHAM uses a
two stream method based on Fouquart and Bonnel (1980). The solar spectrum is divided into
two bands only. Rayleigh scattering is included via a parametric expression of optical thickness.
Therefore it is difficult to regard additional scatterers like aerosols in a straight forward manner.
Especially the use of two broad bands requires an averaging over spectral intervalls with highly
variable optical properties for aerosols. The delta-Eddington approximation avoids the problem
of parametrizing scattering effects because it includes single as well as multiple scattering. The
introduction of more spectral intervalls reduces the problem of the averaging procedure.

Here we present a very efficient and computationally fast method of the delta-Eddington ap-
proximation for a multi layer atmosphere. This method requires neglectable restrictions on the
allowed optical properties to guarantee stability of the scheme.

3.1 The delta-Eddington approximation

The delta-Eddington approximation leads to an analytical solution of the monochromatic radi-
ative transfer equation

d
NEI(T’ H, ¢) . _I(Ta ey ¢)
extinction

+1
w(r
+ 4(71_) / P(:“) ¢, ,ula (,15,)](7', H,, ¢’)d,u,ld¢’
=
multiple scattering (D

+L%(7TF0)€_T/NOP(/% ¢a Hos, ¢0)

single scattered solar radiation
+(1 — w(7))B(T)
Planck radiation

where the following notation is used:

I(r, p, @) diffuse radiance

T = [§ 0est(2')dz’  optical depth

Cent extinction coefficient
p = cos? ¥ zenith angle

o) azimuth angle

Py, ¢, 1, ¢") phase function

w(T) = 0scaf/0ert  single scattering albedo
Csca scattering coefficient
7k solar irradiance

If the radiance I is known, the diffuse upward and downward fluxes can easily be computed.
Eddington’s approximation assumes that the radiance can be approximated by a first order Le-
gendre polynomial:

I(1,p, ¢) = Io(T) + p1i(7) (2)



Because the radiance is set independent of ¢, this approximation can be valid only for horizont-
ally homogeneous atmospheres. Furthermore the Eddington approximation belongs to the two
stream approximations. From eqs. (1) and (2) we can conclude that the phase function must be
of the form:

P(p, ¢, 1, ¢") = P(8) = 1+ 3g(7)cosb €))

The angle 0 is the angle between the incident and scattered directions 2 = (g, ¢) and ) =

(', 8"):

cosh = pp' + \/1 — /ﬂ\/l — p?cos(¢p — ¢')
The asymmetry factor g is the first moment of the original phase function:
1+
g(t) = 5/ P(8)cosb dcosb
-1
The combination of egs. (1), (2) and (3) results in a strongly simplified radiative transfer equa-
tion:
d
le;(fo +uli) = —(lo+ph)
+w(lo + gpuly)
w
‘I'E(WF())G_T/“O
+(1 —w)B (4)

By applying /%' du and [*! pdp to eq.(4) we obtain a pair of coupled ordinary differential equa-
tions,

d 3 _

Ell = =31 -w)lo+ Ew('/rFo)e ke 4 3(1 — w)B Q)
d 3

E;IO = —(1-wg)h + Ewg(wFo)e_T/“O (6)

In general it is not possible to find analytical solutions to eqgs. (5) and (6). But in the special case
of a vertical homogeneous atmosphere or atmospheric layer, where

d
w9 = 0
d
= 7)
d
EB = const,
the analytical solution is given by
Sh) = e e a4 B(r)
2 27 0B
b I — kT . kT _ _T/NO e -5 (" §
i AN 3(1 —wg) 07 @®)
where
ko= /301 —w)(1 - wg)
2
P = 2/3(1-w)/(1-wg)
3 2,14+ 9(1 —w)
a = Z(wFo)w,uOW
_ 1 1+ 3gud(l —w)
B = i(WFO)WNO k2 9)
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with the restrictions

w # 1 (10)
po # 1/k, (11)

c¢1 and c; are given by boundary conditions. The restriction in eq. (10) means that the derived
solution does not describe the case of pure scattering. For real atmospheric conditions this is
always true. Equation (11) is not a substantial restriction because the solution (8) approaches a
finite limit as po — 1/k.

In the delta-Eddington approximation the phase function is extended by a Dirac delta function:
P(9) =2f6(1 —cosb) + (1 — f)(1+ 3¢'cosh) (12)

where:

f=4g2 fractional scattering into the forward direction
¢ =g/(1+g) scaled asymmetry factor

The delta function allows to describe an additional forward scatter peak and enables the use of
a more realistic phase function. In the case of highly asymmetric phase functions the delta-
Eddington approximation is a substantial improvement compared with the original Eddington
approximation. The solution of eq. (1) for the delta-Eddington approximation is also given by
egs. (8) by replacing the optical properties 7, ¢ and w with the scaled quantities:

T = (1—wgh)r
g = -
1+g¢
2
il = l1+g "
1 —wg?

Thus Eddington and delta-Eddington approximation are formally equivalent.

Using the solution in egs. (8) the diffuse and the net fluxes are given by:

FU(r) = w(lofr) & 21(r)) =
Fret(r) = ,uo(ﬂ'Fo)e_T/m + Fl(T) — FT(T)

3.2 Multi layer formalism

The description of the radiative fluxes in a vertical inhomogeneous atmosphere requires to use
a multi layer approach. If a vertically inhomogeneous atmosphere is assumed to be subdivided
into a finite number N—1 of layers with homogeneous optical properties, we can apply the delta-
Eddington solution in each layer:

I(r,p) = Ii(r) + pli(7)
form, <71 <14 v=1,...,N—1

where 7; and 7,41 are the (scaled) optical depth at the boundaries of layer ¢. To determine the
unknown constants ¢! and ¢ of eqs. (8) in each layer ¢ we need 2(/N —1) boundary conditions.
Requiring flux continuity across interior levels we get 2( /N —2) boundary conditions:

Ii(riq) = I (i)
L(rig1) = If'(r1)  i=1,...,N=2 (14)
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Prescribing a constant diffuse downward flux F} at the top of atmosphere and a constant diffuse
upward flux F, as well as Lambert reflection with albedo A(uo) at the bottom we get the two

missing boundary conditions:
FYr=0) = F}
FUrN=Tmaz) = F§ + A(po) [FH(7n) + po(m Fo)e™™/] (15)
Inserting of egs. (8), (13) in egs. (14), (15) leads to a set of penta-diagonal linear equations for
the unknown constants ¢! and c;. To get a numerically more stable matrix equation it is better to

solve a system of equations not for the bare quantities ¢; and ¢ but for e*i+1 ¢} and e~ m+1ch,
because these are the quantities needed in eqgs. (8) to compute the radiance I = I + ul;.

Using the notation of egs. (8), (9) and

Taic1 = € Mg
kiTi t
Ty = etle,
e; k@i — kil(mit1—mi) fori=1,...,N—1

we get the following matrix equation

Mx = dsw+dlw

with:

([ \
1 —e ——61;
R 2o o

ot [ cew -ap (16)

\ 0 0 0 1A= (1+A)pra|1-A+(HA)py= | |

[ Fy+o1+61 \
(al_—a2)3_r2 /o

(B1—Ba)e="2/ Mo

—Tit+1/r0

dyo = GFaEmE (17)

(Bi=Biga)e~Ti41/Ho

\ F +(0Net — Byt + A0 (7 Fo )=t vy — By ) )e™N  #o /



l 21 oB
( Fé _WB(T1)+3(1—W1 g1) or 11 \
0

1 6_3’ __1 9B
1—wyg1 0711 1—wgpgg 0712

0
dy, = 1\ 8B 1 o8B (18)

1—w; gy orli™ 1—wiy1 git1 arli41

\ F(;T_—(1+A) 3(1 _"‘"szl g_,\x_l] g—f|N—1 )

The vector d,,, contributes to the right side of eq. (16), if the solar input (7 Fy) is not zero i.e. in
the shortwave region, where the Planck radiation and thus the vector d;,, has no considerable
contribution. In the longwave region d,,, is the only contribution to the right side of eq. (16).

The matrix M eq. (16) is similar to that of Wiscombe (1977). But there is a substantial differ-
ence in terms of numerical stability. I1l-conditioning of the matrix M can occur when the main
diagonal! is dominated by the second or even worse by the third diagonal. In this context a high
optical depth in one or more layers is critical because then e; = e* (A7: > 1. Then the entry in
the main diagonal of the rows with even numbers is dominated by the entry of the upper second
diagonal. In contrast to the matrix given by Wiscombe (1977) the matrix M is never dominated
by the third diagonal and in the rows with odd numbers the main diagonal dominates or is in the
same order as the second and third diagonals for all possible values of p;, ;.

To find the solution of the matrix equation an algorithm as simple as possible should be used.
If this algorithm is independent of the details of eq. (16), i. e. of the given optical properties, we
can solve eq. (16) with a minimum of computing steps. In addition we can compute the radiative
transfer for a number of vertical columns simultaneously. This leads to an optimal performance
on a vector computer and allows an online use of the delta-Eddington method in a regional or
global climate model. A commonly used method to solve matrix equations is a standard L-U
(lower triangular, upper triangular) decomposition of a row-wise permutation of M, arrived at
by row equilibration and partial pivoting. This method is reliable and numerically quite stable,
but requires a lot of computing steps and prevents the desirable simultaneous computation of a
number of vertical columns. The fastest direct method to solve a matrix in pentadiagonal form is
a simple gaussian algorithm. This algorithm is independent of the matrix entries, needs only six
computing steps for each row for the matrix transformation (i. e. twelve steps per atmospheric
layer) and allows for a simultaneous solution of many vertical columns.

A gaussian algorithm for solving eq. (16) can only be used if ill-conditioning is avoided for all
possible input quantities. To avoid the already mentioned ill-conditioning for high optical depth
an improvement is achieved just by adding the negative of each odd row to the even row above.
Then the ratio of main diagonal to the upper second diagonal is always greater than before, in
the case of pure absorption (w = 0) by more than one order of magnitude. Another case of ill-
conditioning arises from the fact that in the case of high optical depths the entries of the main
diagonal vary from line to line by many orders of magnitude. By simply normalizing the main
diagonal to one this case of ill-conditioning is avoided.

If a 64 bit arithmetical precision on the computer system? is used the achieved matrix equation
is numerically stable enough that a simple gaussian algorithm can be used to find the correct

!marked with boxes in (16)
264 bit arithmetic is single precision on our Cray C90-system and double precision on normal workstations
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solution. To handle the case of high optical depth there is no restriction necessary except that
the exponential expressions in matrix M must be a finite number for the computing system:

e ="l <00 = k(A7) < T00. (19)

In the case of pure absorbing (w; = 0 = k; = 2/1/3) this leads to a maximum optical depth
for each layer of six hundred. In the case of additional scattering the restriction is weakened.
This is a substantial improvement compared to other authors. E. g. Wiscombe (1977) requires
k;(A7); < 14 which for pure absorbing corresponds to a maximum optical depth for each layer
of ten.

A comparable restriction must be applied for the vector d,,,:
€M < oo = 7:/ o < 700. (20)

This means arestriction not only for the optical depth of a single layer but also for the total optical
depth of the vertical column.

If Planck radiation is present i.e. dj, is not zero, a minimal optical depth for each layer is re-
quired:

= AT, > 10712 (21)

i

2 0B
B(Ti) §< 3(1 = w,-g.g) 6_7'

If the restrictions (19) - (21) to the input quantities for the matrix equation (16) are applied , the
described fast algorithm is reliable for all values of optical input data. Thus the delta-Eddington
model in a multi layer formalism offers the possibility to compute the monochromatic radiat-
ive transfer in any vertically inhomogeneous atmosphere. For the use of the described radiative
transfer scheme in climate models it is necessary to perform an integration over wavelengths,
i.e. wavelength intervals and optical properties must be determined in an appropriate manner.



3.3 Optical properties

Only the shortwave part of the solar spectrum (0.2 to 5.0 pm) subdivided into 18 wavelength
intervals is considered until now in the radiation transfer model. Unequal spectral interval
length as well as spectral data for important absorbers (ozone, water vapour, oxygen and carbon
dioxide) and scatterers, in particular clouds, is taken from Briegleb (1992). This parameteriza-
tion explicitly relates cloud radiative properties to cloud droplet properties (liquid water path
and effective radius). The simple and efficient method to simulate partial cloud cover and cloud
overlap is also taken from Briegleb (1992).

Optical properties of the dry sulfate aerosol were determined by Schult (personal communica-
tion) from Mie theory calculations, assuming a zero order logarithmic size distribution with a
mean particle radius of 0.05 |t m and a geometric standard deviation of 1.8. In addition, the par-
ticle density was set to 1.6 gem™ for an aerosol mixture of 75% H,SOy4 and 25% H,0. The re-
sulting wavelength dependent values for specific extinction, single scattering albedo and
asymmetry parameter are given in Tab. 1. These values agree almost perfectly with the data giv-
en by Kiehl and Briegleb (1993), except the specific extinction for wavelength smaller than 1.0
pwm (our estimate is about 0.75 times the specific extinction based on Kiehl and Briegleb
(1993)). In order to consider the modification of the aerosol specific extinction due to the influ-
ence of the relative humidity of the ambient air, we use a simple approximation adopted from
the data given by Nemesure et al. (1995). If the relative humidity RH is less than 80%, the spe-
cific extinction is enhanced by a factor of RH #0.04, assuming a minimum relative humidity of
25%. For relative humidity exceeding 80%, the specific extinction increases exponentially with
RH until a factor of 9.9 is reaches at RH = 100%. Relating aerosol specific extinction at 80%
relative humidity to 50% results in a factor 1.6, which is in good agreement with the relative
humidity factor 1.7 determined by Charlson et al. (1991).

The indirect radiative forcing of sulfate aerosol is determined from an empirical relationship be-
tween sulfate aerosol mass concentration Mg,;r and cloud droplet number concentration CDNC
(Boucher and Lohmann, 1995, relationship D)

CDNC =0.162 - 107 - (Mgyr)**! (22)

CDNC is then related to the droplet effective radius r,

- . 3, L - pair )
re=11 ( AT~ pwater CDNC-FRAC (23)

with L as liquid water content and FRAC as fractional cloud cover. Thus, varying cloud radii
are explicitly used to estimate the indirect effect of sulfate aerosols on cloud reflectance. As for
the indirect shortwave forcing the total sulfate effect is unknown (i.e. we do not know how
clouds behave without any CDNC in the atmosphere), only the indirect effect of anthropogenic
sulfate can be determined. This was done by running the radiative transfer model once with the
total sulfate load and once with the natural sulfate load only. Subtracting the latter one gives the
indirect shortwave forcing of anthropogenic sulfate.



3.4 Input data

Besides the information directly related to sulfate aerosols (mass distribution, relative humidity
and effective cloud droplet radius), the radiation transfer model needs input about the physical
conditions of the atmosphere (pressure, density, specific humidity, liquid water content, cloud
cover and surface albedo). In addition, ozone concentrations have to be specified. In a first at-
tempt we included standard atmosphere ozone concentrations.

4, Model simulation and results

The regional model system HIRHAM-CTM, described in section 2, was run for one winter (Jan-
uary, 13-23, 1991) and one summer episode (July, 23-30, 1990). Validation and sensitivity stud-
ies of these episodes are described in Langmann (1995).

To emphasize the capability of the high resolution regional model to resolve small scale patterns
of the shortwave sulfate forcing, which are smoothed out by coarse grid models, a qualitative
comparison to global model results is shown. For this purpose a five year run with the global
climate model ECHAM (T30 resolution = 3.75°) including the tropospheric sulfur cycle (Feich-
ter et al., 1996) with source marked sulfur species (Graf et al., 1996) has been chosen. This study
allows to distinguish between sulfate from DMS, volcanoes, biomass burning and anthropogen-
ic origin. It should be stressed here that regional and global model results are only compared in
a qualitative way due to the episodic versus long-term nature of the experiments. As results ep-
isodic mean and monthly mean values of the 5 year run are shown. The radiative transfer model
described in section 3 is applied to both scales as “off-line* analysis tool to determine the direct
and indirect top of atmosphere forcing of sulfate aerosols. This was possible in a straightforward
manner, because the global and the regional model use the same vertical hybrid pressure-sigma
coordinate system.

4.1. Summer simulation

The global model predicts a European total sulfate burden of 49.6 Gg S which exceeds the re-
gional model prediction by about 8 Gg S. The European vertical profiles for total sulfate and
anthropogenic sulfate are shown in Figure 1. Here the anthropogenic sulfate fraction of the re-
gional model simulation is crudely estimated for comparison by subtracting the initial sulfate
profile from the episodic mean, because no information about the source type of sulfate particles
is included in HIRHAM-CTM. In the PBL the anthropogenic contribution to the European sul-
fate burden is highest. When comparing modelled and measured surface atmospheric concen-
trations, the natural contribution is negligible. This is different if one looks at deposition fields
(Mcardle et al., 1995). In the free troposphere sulfate from natural sources (volcanoes and
DMS) dominates. Hence, in the global model simulation 54% of the European total sulfate bur-
den in July are of natural origin. As already mentioned in section 2, chemical species concen-
trations in HIRHAM-CTM are initialized with estimated horizontally uniform vertical profiles
of a clean atmosphere. These profiles also serve as fixed boundary conditions. This assumption
is justified, if the lateral model boundaries are far away from source regions and if only a small
temporal variability is expected. But as shown in Figure 1 the initial sulfate burden makes up
an important fraction of the total sulfate burden (33% in summer, 56% in winter). A future per-
spective to test the sensibility of a model simulation to chemical initial and boundary conditions
could be a chemical nesting procedure of the limited area model into the global model. Thus a
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more realistic initial distribution of chemical species - for example from nudged model runs -
would be available as well as a possible temporal variability in concentration fields at the model
boundaries.

The prediction of a higher European total sulfate burden by the global model in July leads to a
higher European mean top of atmosphere direct forcing of sulfate aerosols in comparison to the
regional model results (Figure 2). In addition, the global model calculates a smaller cloud cover
over Europe in the summer month, strengthening the difference between regional and global
prediction of the direct shortwave radiative sulfate forcing. Looking at the clear sky direct forc-
ing of sulfate aerosols (Figure 3), the cloud effect is switched off. In this case differences in the
regional and global model simulation are produced mainly by differences in the total sulfate
burden and, of course, the horizontal resolution. The frame in Figure 2a and Figure 3a marks
that part of Europe, which is also covered by the regional model. It is interesting to note that the
spatial pattern of the solar radiative sulfate forcing is very similar in both models with a mini-
mum forcing over Southern Spain and Portugal and a band of maximum forcing from the south-
east corner to the north-west corner of the regional model area. The radiative effect of natural
sulfate over Europe in the global model calculation is significantly smaller (34%) than its con-
tribution to the sulfate burden (54%). This figure is due to the distribution of natural sulfate in
higher altitudes, where the ambient humidity leads to a smaller increase of the aerosol specific
extinction than in the planetary boundary layer, where most of the anthropogenic sulfate is lo-
cated.

Calculating the indirect forcing of anthropogenic sulfate aerosols for July (Figure 4), a rather
homogeneous forcing field is determined by the global model and a very patchy one by the re-
gional model. In this case the high spatial and temporal variability of cloud fields is directly re-
flected in the episodic mean of the regional model indirect forcing, whereas the long term
average of the coarse grid global model simulation results in a smoothed forcing field. However,
the main contribution to the indirect forcing of anthropogenic sulfate aerosols is located be-
tween 50° and 65° north in both model simulations. More clouds over Europe in the regional
model calculation and the estimated higher anthropogenic SO42' burden (Figure 1) are respon-
sible for the enhanced indirect solar European sulfate forcing in comparison to the global model
simulation.

4.2, Winter simulation

The total sulfate burden (Figure 1) is much smaller in winter than in summer for both model
scales over Europe, because in winter oxidation of SO, is slower and wet deposition of SO42'
is very efficient. The seasonal differences occur mainly at the top of the PBL, whereas the at-
mospheric near surface sulfate burden remains unchanged. Anthropogenic sulfate makes up
62% of the total European sulfate burden in winter, and only 46% in summer. The reason is the
seasonally dependent DMS emission from the oceans, which is negligible in winter.

Although a very good agreement of the total European sulfate burden is predicted by both mod-
els in the winter simulations, the direct shortwave sulfate forcing is very different (Figure 5).
The regional model prediction is about two times the global one in the European mean. Nearly
no forcing is determined north of 55° by the regional model, the global model predicts a negli-
gible forcing north of 45°. Due to the higher horizontal resolution, the regional model shows
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smaller scale phenomena, like the influence of the high surface albedo of the snow covered
Alps. Additional sulfate has no large backscattering effect there. The global model does not re-
solve this feature. The result is a smoothed forcing pattern. As already mentioned for the sum-
mer simulation, different cloud cover predictions by the regional and the global model modify
the forcing significantly. In winter the global model determines more clouds over Europe, thus
reducing the direct shortwave sulfate forcing in comparison to the regional model results.
Switching off the occurrence of clouds in the radiation transfer calculation, the clear sky direct
forcing of sulfate is obtained (Figure 6), which shows better agreement on both model scales.
The smaller amount of anthropogenic sulfate aerosols over Europe in January (Figure 1) togeth-
er with the smaller cloud cover in the regional model simulation results in an indirect solar Eu-
ropean forcing of anthropogenic sulfate aerosols, which is significantly below the global model
prediction (Figure 7).

5.  Summary and conclusions

A computationally efficient and stable method of the delta-Eddington approximation for a multi
layer atmosphere has been presented, which allows to include additional scatteres like aerosols
in a straight forward manner. It was applied in this study and in Graf et al. (1996) as off-line
analysis tool. For the application of this radiation model as part of a regional or global circula-
tion model the longwave part of the spectrum should be included. Here it was used to determine
the direct and indirect shortwave radiative effect of sulfate aerosols as simulated by a modified
version of the regional chemistry-transport-model of the EURAD system and the global chem-
istry-circulation model ECHAM. Regional and global model results are comparable concerning
the distribution and amount of sulfate burden and radiative forcing over Europe, despite the ep-
isodic and long term integration time of the respective experiments. However, different cloud
cover prediction by the regional and global model modifies the forcing significantly. As expect-
ed, the regional model shows smaller scale phenomena due to the higher horizontal resolution,
which cannot be resolved by the global model. Natural sources (DMS and volcanoes) contribute
significantly to the European sulfate budget and shortwave radiative forcing. Hence, the initial
and boundary chemical composition of the atmosphere for the limited area model should be in-
vestigated in more detail in the future.
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Figures:

Figure 1:

Figure 2:

Figure 3:

Figure 4:

Figure 5:
Figure 6:

Figure 7:

European total and anthropogenic vertical sulfate distribution as determined by
the global and regional chemistry-circulation model for January and July.

Direct shortwave forcing of total sulfate in July,
a) global model prediction, b) regional model prediction.

Clear sky direct shortwave forcing of total sulfate in July,
a) global model prediction, b) regional model prediction.

Indirect shortwave forcing of anthropogenic sulfate in July,
a) global model prediction, b) regional model prediction.

As Figure 2, but for January.
As Figure 3, but for January.

As Figure 4, but for January.
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Table 1: Optical properties of the dry sulfate aerosol as function of the
applied wavelength intervals
Interval rr; o) max E© ' o ©

1 0.200 0.245 57 0.7 1

2 0.245 0.265 5.5 0.7 1

3 0.265 0.275 5.4 0.7 1

4 0.275 0.285 | 5.3 o7 1

5 0.285 0.295 | 5.1 0.7 1

6 0.295 0305 5.0 07| 1

7 0.305 0.350 | 47 0.7 1

8 0.350 0.700 3.5 0.72 1

9 0.700 1.190 22 07 1

D 10 1.190 | 2.380 0.86 0.63 0.99

1 1.190 2.380 | 0.86 0.63 0.99
12 1.190 2.380 0.86 0.63 0.99

13 1190| 2380 0.86 0.63 0.9

D 14 2.380 4.000 | 0.28 047 0.48

15 2.380 4.000 | 0.28 0.47 | 0.48

16 2.630 2860 | 029 0.49 0.49

D 17 4.160 4.550 0.25 0.36 0.18
18 4.160 4.550 0.25 0.36 0.18

a) Interval minimum wavelength in um
b) Interval maximum wavelength in um

¢) specific extinction in m%/g

d) asymmetry factor
e) single scattering albedo
f) the repetition of interval 10, 14 and 17 is caused by the approach of Briegleb (1992)

to handle cloud scattering and absorption and CO, absorption
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Fig. 1
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Fig. 3
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Fig. 4
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Fig. 5
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Fig. 6
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Fig. 7
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