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Abstract 

A system composed of a single two-level atom interacting with the single mode of a quantized 
electromagnetic field is one of the most fundamental systems to study quantum optical effects. These 
effects become visible if one enters the regime of strong coupling, in which the exchange rate of the 
energy quantum between the two constituents is large compared to the decay rate of the cavity field and 
the atomic polarization; this thus permits a coherent exchange of the energy quantum. Here we trap a 
single rubidium atom at the antinode of a high-finesse optical Fabry-Perot cavity to fulfill this condition. 
The new apparatus that has been set up in the course of this thesis features, among others, improved 
detection efficiency, macroscopic length variability as well as excellent side access. Field programmable 
gate arrays (FPGAs) are put in place and coded to meet the high requirements in data acquisition and 
real-time processing on the nanosecond timescale. 

The timespan during which the atom is strongly coupled corresponds to the period where the atom is 
exactly positioned at the anti-node; it is hence necessary to accurately trap the atom and avoid any 
residual motion, i.e. reduce its temperature, as much as possible. We capture individual atoms by 
utilizing an intracavity dipole trap. A weak, near-resonant probe beam, which passes through our system, 
carries information about the atomic trajectory. We process this information to alter the depth of the 
dipole trap in such a way to counteract the atomic motion. With this feedback loop we are able to 
significantly enhance the time the atom remains in the cavity and furthermore can show that the 
temperature of the atom is reduced. By making full use of the processing power of FPGAs, the feedback 
routine can not only be applied to radial oscillations of the atom, perpendicular to the cavity axis, but 
also to the two orders of magnitude faster oscillations along the cavity axis. This marks an important 
step towards a full three-dimensional control of the atomic trajectory in real-time. 

We have extended our detection setup, consisting of single photon counting modules for intensity 
measurements, with an alternative heterodyne detection of the transmitted probe beam allowing a full 
reconstruction of the optical field. We employ this measurement technique to determine the amplitude 
and phase of the transmitted probe beam while we scan its frequency over the resonances of the coupled 
system, also known as normal modes. This permits to reveal a new feature between the normal modes, 
which is hardly visible in any intensity measurement and solely depends on the properties of the bare 
atomic resonance – despite being strongly coupled to the cavity. This feature corresponds to an 
antiresonance as the behavior in phase and amplitude is opposite to that at the resonance. Moreover, we 
are able to imprint a phase shift of 140° on the transmitted probe beam by employing a single rubidium 
atom, which is the highest value reported to date for any single emitter. This behavior can become useful 
for quantum computation experiments, as single emitters can show a strong nonlinear behavior on the 
single-photon level. In addition, the results provide a technique for gaining information on single 
emitters in complex quantum networks or in systems where the constituents cannot be disassembled and 
investigated individually – which to date remained inaccessible. 
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Zusammenfassung 

Ein System bestehend aus einem einzelnen Zweiniveauatom, welches mit der einzelnen Mode des 
quantisierten elektromagnetischen Feldes wechselwirken kann, bildet eines der fundamentalsten 
Systeme, um quantenoptische Effekte zu untersuchen. Diese Effekte werden sichtbar, wenn man das 
Regime der starken Kopplung betritt, in dem der kohärente Austausch eines Energiequants zwischen 
den beiden Partnern groß gegenüber der Zerfallsrate des Resonatorfeldes sowie der atomaren 
Polarisation ist; dies ermöglicht somit einen kohärenten Austausch eines Energiequantums zwischen 
den beiden Partnern. Hier betreten wir diesen Bereich, indem wir ein einzelnes Rubidium-Atom an dem 
Schwingungsbauch eines optischen Fabry-Perot-Resonators höchster Güte fangen. Der während dieser 
Dissertation aufgebaute, neuartige, experimentelle Apparat besitzt, unter anderem, eine verbesserte 
Detektionseffizienz, eine makroskopisch veränderbare Länge der Cavity sowie einen großzügigen, 
optischen Seitenzugang. Außerdem werden so genannte Field Programmable Gate Arrays (FPGAs) 
eingesetzt, um die hohen Anforderungen des Datensammelns sowie deren Verarbeitung in Echtzeit auf 
einer Nanosekunden-Zeitskala zu gewährleisten. 

Die Zeitspanne, während der das Atom stark an die Cavity gekoppelt ist, entspricht der Zeit, in der es 
sich exakt an einem Schwingungsbauch der Resonatormode befindet. Es ist daher notwendig, das Atom 
akkurat an dieser Position zu halten und seine Bewegung, d.h. seine Temperatur so gut wie möglich zu 
reduzieren. Wir fangen und halten die einzelnen Atome mittels einer Dipole-Falle im Inneren des 
Resonators. Ein schwacher, nahresonanter Laser, der Probe Laser, wird eingesetzt, um das System zu 
untersuchen. Dieser wird von unserem System transmittiert und enthält danach Information über die 
atomare Trajektorie. Wir verarbeiten diese Information und passen dementsprechend die Tiefe der 
Dipole-Falle an, um dieser Bewegung entgegenzuwirken. Durch diesen Regelkreis sind wir in der Lage, 
nicht nur die Zeitspanne, die das Atom innerhalb des Resonators verweilt, signifikant zu erhöhen, 
sondern darüber hinaus auch seine Temperatur abzusenken. Indem wir die Rechenleistung der FPGAs 
ausschöpfen, können wir diesen Regelkreis nicht nur auf die radialen Oszillationen anwenden, sondern 
diesen auch auf die um zwei Größenordnungen schnelleren Oszillationen des Atoms entlang der 
Resonatorachse ausweiten. Dies ist ein wesentlicher Schritt hin zu einer kompletten dreidimensionalen 
Kontrolle der atomaren Trajektorie in Echtzeit. 

Wir haben unseren bisherigen Detektionsaufbau, bei dem mittels Einzelphotonenzähler eine 
Intensitätsmessung durchgeführt wird, um eine alternative Heterodyne Detektionsmethode des 
transmittierten Probe-Strahles erweitert. Dies erlaubt eine vollständige Rekonstruktion des optischen 
Feldes. Wir verwenden diese Methode, um die Amplitude und Phase des transmittierten Probe-Strahles 
zu messen, während wir seine Frequenz über die Resonanzen, bekannt als Normal Moden, des 
gekoppelten Systems scannen. Zwischen diesen Normal Moden können wir ein neues Merkmal 
identifizieren; dieses ist in normalen Intensitätsmessungen kaum ersichtlich und wird lediglich von den 
Eigenschaften des nackten Atoms geprägt – trotz dessen starker Kopplung an die Cavity. Das Verhalten 
der Phase und Amplitude an dieser Position ist entgegengesetzt zu dem an einer Resonanz und kann 
daher als Anti-Resonanz identifiziert werden. Des Weiteren sind wir damit in der Lage, einen 
Phasenversatz von bis zu 140 Grad auf den transmittierten Probe Strahl aufzumodulieren – dies ist der 
bis dato höchste berichtete Wert eines einzelnen Emitters. Insbesondere für Quantencomputer-
Experimente könnte dies sehr nützlich werden, da einzelne Emitter starke nicht-lineare Eigenschaften 
bereits auf der Einzelphotonen-Ebene zeigen können. Darüber hinaus bietet dieses Verfahren eine 
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Möglichkeit, Information über die Eigenschaften eines einzelnen Emitters innerhalb eines komplexen 
Quantennetzwerkes, welches nicht zerlegt werden kann, zu erhalten – diese Möglichkeit blieb zuvor 
unzugänglich.



 

 

iv 

Contents 

 

Abstract ....................................................................................................................................... i 

Zusammenfassung ...................................................................................................................... ii 

1.  Introduction ......................................................................................................................... 1 

1.1.  Cavity Quantum Electrodynamics ............................................................................... 1 

1.2.  Cooling an Atom via Feedback ................................................................................... 2 

1.3.  Heterodyne Measurements .......................................................................................... 3 

1.4.  This Work .................................................................................................................... 4 

2.  Theory ................................................................................................................................. 7 

2.1.  Quantum Theory of the Atom-Cavity System ............................................................. 7 

2.1.1.  Jaynes-Cummings Hamiltonian ........................................................................... 8 

2.1.2.  The Dressed States ............................................................................................. 10 

2.1.3.  Hamiltonian for a Driven System ....................................................................... 11 

2.1.4.  Dissipation and Master Equation ....................................................................... 12 

2.1.5.  Analytic Solution for Weak Excitation .............................................................. 13 

2.1.6.  Intracavity Photon Number and Atomic Excitation ........................................... 14 

2.1.7.  Saturation Intensity of a Single Atom ................................................................ 16 

2.2.  Theory of Heterodyning ............................................................................................ 17 

2.2.1.  The Local Oscillator ........................................................................................... 17 

2.2.2.  Homodyne Detection Process ............................................................................ 18 

2.2.3.  Shot Noise .......................................................................................................... 20 

2.2.4.  Heterodyne Detection of a Coherent State ......................................................... 20 

3.  Experimental Setup ........................................................................................................... 23 

3.1.  Single Rubidium Atom .............................................................................................. 24 

3.2.  High-Finesse Optical Cavity ..................................................................................... 25 

3.2.1.  Basic Definitions ................................................................................................ 26 

3.2.2.  Geometry ............................................................................................................ 27 

3.2.3.  The Mirrors ........................................................................................................ 28 

3.2.4.  Parameters .......................................................................................................... 29 

3.2.5.  Inch-Worm Motor .............................................................................................. 31 



 

v

3.3.  Laser System .............................................................................................................. 33 

3.3.1.  Probe Laser ......................................................................................................... 33 

3.3.2.  Repumper ........................................................................................................... 35 

3.3.3.  Trapping Laser ................................................................................................... 36 

3.4.  Magneto-optical Trap (MOT) with Atomic Fountain ............................................... 38 

3.5.  Vacuum Chamber ...................................................................................................... 39 

3.5.1.  Lower Chamber .................................................................................................. 40 

3.5.2.  Upper Chamber .................................................................................................. 41 

3.5.3.  Vibration Isolation .............................................................................................. 42 

3.6.  Excitation and Detection ........................................................................................... 43 

3.7.  Cavity Lock ............................................................................................................... 45 

3.8.  Experimental Sequence ............................................................................................. 46 

3.8.1.  Preparation & Magneto-Optical Trap (MOT) .................................................... 46 

3.8.2.  Molasses & Atomic Fountain ............................................................................. 47 

3.8.3.  Catching the Atom ............................................................................................. 47 

3.8.4.  Experimental Data-Acquisition .......................................................................... 47 

3.8.5.  Cleaning-Up ....................................................................................................... 48 

3.9.  Experimental Control ................................................................................................ 48 

4.  Field Programmable Gate Arrays (FPGAs) ...................................................................... 51 

4.1.  Deployment of FPGAs in the Lab ............................................................................. 52 

4.2.  FPGAs under the Hood .............................................................................................. 53 

4.3.  Intellectual Property (Programming/Coding) ............................................................ 55 

4.3.1.  Very High Speed Integrated Circuit Hardware Description Language .............. 56 

4.3.2.  National Instruments: LabVIEW FPGA ............................................................ 56 

4.4.  Deployment 1: Signal Processing in Photon Counters .............................................. 57 

4.4.1.  Deserialization .................................................................................................... 58 

4.4.2.  Feedback ............................................................................................................. 60 

4.4.3.  Monitoring .......................................................................................................... 61 

4.4.4.  Overview and Specifications .............................................................................. 61 

4.5.  Deployment 2: Signal Processing in Heterodyne Systems ........................................ 63 

4.5.1.  Direct Digital Synthesis of Radio Frequencies .................................................. 63 

4.5.2.  Real-time Processing of the Heterodyne Carrier ................................................ 64 



 

 

vi 

4.6.  Deployment 3: Locking of a Cavity .......................................................................... 66 

4.6.1.  Introduction ........................................................................................................ 66 

4.6.2.  Under the Hood .................................................................................................. 68 

4.6.3.  Performance ....................................................................................................... 69 

4.6.4.  Increased Storage Time ...................................................................................... 70 

4.7.  Deployment 4: Digitizing and Monitoring of Signals ............................................... 72 

4.8.  Conclusion ................................................................................................................. 72 

5.  Control of Atomic Motion ................................................................................................ 73 

5.1.  Introduction ............................................................................................................... 73 

5.2.  Harmonic Approximation .......................................................................................... 74 

5.3.  Measuring Atomic Motion ........................................................................................ 76 

5.3.1.  Correlation Measurement ................................................................................... 76 

5.3.2.  Fourier Analysis ................................................................................................. 79 

5.3.3.  Parametric Heating ............................................................................................. 81 

5.4.  Anharmonic Oscillator .............................................................................................. 83 

5.5.  Feedback on a Single Atom ....................................................................................... 86 

5.5.1.  Basic Idea ........................................................................................................... 86 

5.5.2.  Bang-Bang Feedback ......................................................................................... 87 

5.5.3.  Radial Parametric Phase Feedback .................................................................... 91 

5.5.4.  Axial Parametric Feedback .............................................................................. 103 

5.6.  Conclusion ............................................................................................................... 106 

6.  Heterodyning ................................................................................................................... 107 

6.1.  Setup of the Optical Down-Conversion ................................................................... 108 

6.2.  Technical Implementation and Electric Down-Conversion ...................................... 110 

6.2.1.  Schematics of the Heterodyne Detection Signal Paths .................................... 110 

6.2.2.  Phase drifts ....................................................................................................... 111 

6.3.  Vacuum Noise ......................................................................................................... 113 

6.4.  Beat Node ................................................................................................................ 116 

6.4.1.  Choice of Local Oscillator (LO) Frequency .................................................... 117 

6.4.2.  Comb-beat vs. Heterodyne Phase ..................................................................... 121 

6.5.  Sample Heterodyne Trace ....................................................................................... 122 

6.6.  Feedback Implementation ........................................................................................ 123 



 

vii

6.6.1.  Radial Oscillation ............................................................................................. 124 

6.6.2.  Axial Oscillation .............................................................................................. 125 

6.7.  Switching Measurements ......................................................................................... 126 

6.7.1.  Implementation ................................................................................................. 127 

6.7.2.  Phase Sensitive Switching Measurement ......................................................... 128 

6.7.3.  Qualification and Post-selection ....................................................................... 129 

6.8.  Super-Rabi Color Measurement .............................................................................. 133 

7.  Free-space Atomic Antiresonance .................................................................................. 137 

7.1.  Theoretical Perspective ............................................................................................ 137 

7.2.  Influence of Physical Parameters on the Spectrum ................................................. 138 

7.2.1.  Cavity Amplitude and Atomic Polarization Decay Rate ................................. 138 

7.2.2.  Atom-Cavity Detuning ..................................................................................... 139 

7.3.  Pendulum Example .................................................................................................. 140 

7.4.  Antiresonance in Cavity Quantum Electrodynamics ............................................... 142 

7.5.  Optical Control of the Antiresonance Phase Shift ................................................... 145 

7.6.  Bare Atomic Resonance in Strongly Coupled Systems ........................................... 147 

7.7.  Future Antiresonance Applications ......................................................................... 148 

7.8.  Saturation Measurements ........................................................................................ 149 

7.8.1.  Saturation by High Probe Beam Intensity ........................................................ 149 

7.8.2.  Controlled Saturation by Separate Saturation Beam ........................................ 151 

8.  Summary and Outlook .................................................................................................... 155 

9.  List of Own Publications ................................................................................................ 159 

Awards ............................................................................................................................ 159 

Own Publications Prior to this Thesis ............................................................................. 160 

10.  Appendix ..................................................................................................................... 161 

10.1.  Mirror Specifications ........................................................................................... 161 

10.2.  Photon Counting Socketed CLIP ......................................................................... 163 

10.3.  FPGA Photon Counting Protocol ......................................................................... 165 

10.4.  Simple FPGA-VGA Connector ........................................................................... 168 

10.5.  High-Speed FPGA Digital-to-Analog-Converter ................................................ 170 

10.6.  Heterodyne Detection .......................................................................................... 171 

10.6.1.  Spectral Filtering of Signal ........................................................................... 171 



 

 

viii 

10.6.2.  Resolution and Video Bandwidth ................................................................. 172 

10.6.3.  Filter Response in the Time and Frequency Domain ................................... 174 

10.6.4.  Visibility ....................................................................................................... 180 

10.7.  Coupled Electronic Oscillators ............................................................................ 182 

10.8.  Symbols Used in Drawings .................................................................................. 185 

11.  References ................................................................................................................... 187 

Danksagung ............................................................................................................................ 201 

 

 



Atomic Antiresonance and Parametric Feedback in a Strongly Coupled Atom-Cavity Quantum System 

 

1

1. Introduction 

While quantum mechanics has become an essential part in our understanding of nature, the 
quantumness of nature is not directly visible in our everyday life. In order to be able to study 
and control these quantum effects, one needs to build small model archetype systems. 

The path to explanation of quantum mechanical effects was paved by a series of important 
discoveries. They comprise the observation of cathode ray by Michael Faraday [1] in 1838, the 
suggestion of Ludwig Boltzmann that energy states could be discrete in 1877 [2], [3] as well as 
the observation of the photoelectric effect by Heinrich Hertz in 1887 [4]. The first quantum 
hypothesis describing the quantized energy exchange between the electromagnetic field and 
matter was postulated by Max Planck in 1900 [5]. This work explained the spectrum of black-
body radiation and also mentioned the proportionality between energy and the (optical) 
frequency 

 E hn= .  (1.1) 

Subsequently, the proportionality constant h was named “Planck constant”. A few years later, 
in 1905, Albert Einstein postulated that light itself is made of individual quantum particles and 
explained the photoelectric effect [6]. Later, these energy quanta came to be called “photons”, 
a term introduced by Gilbert N. Lewis in 1926. This explanation started a series of discoveries 
and laid the origin for the area of quantum physical description. A rigorous mathematical 
description of this field was achieved around 1925 by Werner Heisenberg, Max Born and 
Pascual Jordan [7]–[9] by employing a matrix formalism. These publications also coined the 
expression “Quantum mechanics”. 

1.1. Cavity Quantum Electrodynamics 

The heart of quantum theory lies in the description of electrodynamic process between light and 
matter – a field termed “quantum electrodynamics”, abbreviated with QED. Typically, this 
description is a fairly sophisticated theory and will usually be treated in a perturbative way for 
calculations. In order to be able to formulate an exact description, Jaynes and Cummings 
investigated around 1960 the theoretically most simple system [10], i.e. a single two level 
emitter coupled to a single mode of the electromagnetic field. Initially intended only as a 
theoretical description, first experimental realization already followed two decades later [11]. 

Here, a single atom is placed at or near the antinode, i.e. the maximum field, of the mode of an 
optical resonator. The resonator supports a resonant mode of the electromagnetic field, causing 
a standing wave pattern to form, which locally enhances strength of the electric field. Described 
differently, the single photon sees a few thousand mirror images of the single atom, like in a 
chamber of mirrors. Thus, the interaction between the single atom and the mode itself is 
enhanced in such a way that interactions on the single-atom, single-photon level become 
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observable. If the interaction strength, g, is strong enough and surpasses the decay rate of the 

atomic polarization, , and the decay rate of the cavity field, , then the system is said to be in 

the strong coupling regime. This is achieved by reducing the mode volume of the resonator, 

leading to an increase in g, and decreasing its losses, lowering . In this regime the excitation 

is jointly shared by the systems’ constituents, manifesting in vacuum Rabi oscillations. The 
characteristics of the individual components vanish, giving rise to a collective behavior of the 
coupled system. Experimentally, this can be observed as the emergence of an avoided crossing 
in the spectrum between the resonator mode and the atomic excitation. In the past years a variety 
of systems emerged; these include Rydberg atoms in microwave cavities [11], [12] and Alkali 
atoms placed in optical Fabry-Perot resonators [13]–[17] or placed in the evanescent field of 
microtoroidal resonators [18]. In addition systems with “artificial atoms” emerged, featuring 
quantum dots placed into semiconductor microcavities [19]–[22] or photonic crystal cavities 
[23] as well as superconducting qubits in microwave resonators [24]–[27]. In all these systems 
the two constituting “particles” are well known and hence permit an exact description of the 
system. However, as simple as the system may be, a broad variety of effects emerges that can 
be studied. These include employing the strong coupling matter light interface for quantum 
computing [28], [29] and quantum communication [30] or quantum state preparation [31]. 

1.2. Cooling an Atom via Feedback 

The experimental realizations mentioned above necessitate an isolation of the system from its 
environment; this ensures that the quantum coherence is maintained over relevant timescales. 
For a long time this requirement posed an insurmountable challenge. The first pioneering work 
tackling this challenge consisted in trapping and cooling of ions in 1980-1981 [32], [33]. While 
this work relied on charged particles, the first cooling of neutral atoms to very low temperatures 
was enabled by the invention of laser cooling [34]–[37]. This also made it possible to observe 
atoms in a magneto-optical trap (MOT) [38]–[40] as well as in dipole traps [41], [42]. Besides 
isolation and cooling of single atoms, the strong coupling to an electromagnetic mode also 
required the capability to manufacture ultrahigh reflective mirrors and combine them to tiny, 
high-finesse resonators. In this case the finesse can be approximated by the reciprocal value of 

the per-round-trip power loss multiplied by 2. In the optical domain a milestone of such a 

system showing the normal-mode spectrum of a beam of atoms in an optical cavity was realized 
in 1992 [13]. However, atoms inside the atomic beam were too fast to be studied individually. 
A combination of the technologies of high-finesse cavities and laser cooling methods enabled 
to capture atoms inside the cavity and hence allowed to extend the time a single atom could 
interact with the cavity mode [43]–[45]. The coupling depends heavily on the overlap, i.e. the 
position, of the atom and the mode of the intracavity field. As the transmittance of a near-
resonant probe beam through the cavity is governed largely by the coupling strength, 
information about the spatial position of the atom, even below the standard diffraction limit 
[46], can be derived. Extending the time the atom spends inside the cavity also permitted to 
examine effects of the radiative force stemming from few-photon light fields [47], [48]. Forces 
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generated by single intracavity photons were even strong enough to control the motion of a 
single atom. An experimental realization yet showed that this permitted to capture a single atom 
by only one intracavity photon [49] while simultaneously tracing its motion [50]. This seeded 
the idea to use this information for real time feedback on the atomic motion and was first 
realized by Fischer et al. in 2002 [51], [52]. The radial symmetry of the fundamental cavity 
mode only allowed to observe the radial distance of the atom from the center of the cavity. This 
limitation was lifted by the work of Horak et al. (2002), Maunz et al. (2003) and Puppe et al. 
(2004) [53]–[55]. Higher order transverse modes permitted to obtain information about the 
angular motion of the atom perpendicular to the cavity axis. While implementation of feedback 
permitted an increase in storage time of almost 30% in the initial work of Fischer et al., advances 
in the experimental setup permitted to achieve an increase in storage time by feedback of more 
than a factor of eight as shown by Kubanek et al. [56], [57]. The improvement mainly stems 
from adding a repumper beam, keeping the atoms in the cycling transition, as well as a more 
efficient feedback algorithm in combination with faster electronic circuitry. The new setup built 
during this thesis with an asymmetric cavity, optimizing the photon flux, in combination with 
even faster electronics permitted to further increase the average storage time to more than 1 
second [58], which corresponds to an improvement by a factor of 30 compared to the case 
where no feedback is applied. The long storage time additionally enabled us to show that the 
feedback actually led to a cooling of the atom and not only to an improvement of the localization 
of the atom. Further optimizing the experimental and electronics setup enable us to harvest the 
full power of fast electronics [59]. In combination with a refined feedback algorithm, taking 
into account the history of the atomic motion, this permitted us to increase the average storage 
time of the atom to up to two seconds. It also allowed for the first time to control the fast axial 
motion of the atom by external feedback [60].  

1.3. Heterodyne Measurements 

The most common way of gaining information about optical QED systems consists of 
measuring the emitted photon flux with gated avalanche photodiodes sensitive to single 
photons. However, these devices only permit an intensity measurement, where no information 
about the electric field can be derived. This limitation can be overcome by a heterodyne 
measurement technique. The etymological origin of the word “heterodyne” lies in the Greek 
words “hetero” (“other”) and “dyne” (“force”); this already signals that another force than that 
of the received signal is used to derive the relevant information. This “other force” is the local 
oscillator signal. In brief, heterodyning is a technique, which is employed to frequency-shift 
signals into a new frequency range, which is easier to access. The frequency components of the 
two input signals are combined in a nonlinear signal-processing device such as a vacuum tube, 
transistor or diode, usually called a mixer [61]. The fundamentals for this technique have been 
laid in the beginning of the 20th century. In 1901, Reginald Fessenden demonstrated a 
heterodyne receiver, also known as beat receiver, as a method of making continuous wave 
radiotelegraphy signals audible [62]–[64]. Yet, stability problems of the local oscillator caused 
his invention not to be applied much in the beginning: this changed when simple, stable 
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oscillators became available. In the acoustic domain heterodyning becomes directly audible in 
our daily life if two musical tones are just slightly detuned. The small difference in frequency 
causes a beat signal to appear in their amplitude, resulting from the superposition of the two 
tones in our ear. In addition, the basic principle of heterodyning is employed in all of today’s 
communication and hence marks one of the highest peaks of achievements in wireless 
communication. This includes as an example radio and television receivers, radio transmitters, 
modems, networking infrastructure, satellite communication and set-top boxes, radar, radio 
telescopes, telemetry systems, cell phones or microwave relays. While heterodyning is most 
common in the radio frequency regime, it can also be applied in the same way to optical 
frequencies. Here, the superposition of two optical fields yields a mixing on a photodiode 
producing radio frequency signals; the resulting signal is sufficiently “slow” to be analyzed by 
standard electronic components. Despite this conversion process all amplitude and phase 
properties of the signal are preserved. If the properties of the local oscillator are well known, a 
full reconstruction of the optical field is possible. This is useful in quantum logic phase gates 
[65] with controlled phase shifts [66]. Matching the frequency of the local oscillator to the 
incoming light beam, also referred to as homodyning, permits to measure only one selected 
quadrature of the light. This way non-classical, squeezed light states from the atom-cavity 
system, which had been predicted theoretically [67], could be accessed experimentally [68]–
[70]. In addition, we have been able to show quadrature squeezed light from a single atom 
excited by two photons [71]. Furthermore, the information gathered during a heterodyne 
measurement is sufficient to reconstruct the full quantum state of the signal [72]–[74]. This 
reconstruction is called optical homodyne tomography. Here, we employ the heterodyne 
technique to spectrally examine the strongly coupled atom-cavity system and reveal an 
antiresonance feature [75], which is experimentally inaccessible in an intensity measurement. 
This permits to gain important insights into strongly coupled systems and even to reveal 
properties of the individual constituents. 

1.4. This Work 

This work will start by giving a brief introduction into the theoretical concepts of cavity QED 
in Chapter 2. Afterwards, in Chapter 3, the new experimental apparatus, which has been built 
during this thesis, will be described. Besides improvements on the physical setup also a new 
electronic control system was introduced. This features field programmable gate arrays 
(FPGAs) as a unique way to deterministically execute real-time feedback. In Chapter 4 we will 
elaborate on how these chips work and how they are programmed – as achieving exceptional 
computational powers requires a sophisticated and complex way of coding, i.e. programming. 
FPGAs are put into practice to measure incoming photon clicks with a 1 ns resolution while 
performing fast real-time feedback as well as plotting and evaluating experimental data in real-
time. The vast power of these devices also permits to integrate the full heterodyne measuring 
system including feedback on one chip. Chapter 4 will close by demonstrating how our 
improved FPGA based system actively stabilizes the length of the cavity down to 200fm. 
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The motion of the atom inside the cavity will be described in Chapter 5. The atom is trapped 
by a red-detuned dipole trap. The radial and axial oscillation of the atom inside the cavity is 
analyzed. It is monitored via a near-resonant probe beam sent through the coupled atom-cavity 
system. Varying the intensity of the trap, it is also possible to apply feedback on the measured 
atomic motion. We use a simple bang-bang strategy, which switches between two discreet 
values, allows to cool the radial oscillation of the atom and increases the average trapping by 
more than a factor of 30 times to above one second. This feedback strategy relies on the 
information gathered during less than one oscillation period. We integrated a more advanced 
parametric feedback strategy, which is even capable to increase average storage time above two 
seconds. Here, the feedback strategy accounts for the history of the atomic motion gathered 
during multiple periods and compares the phase of the atomic oscillation to the phase of a 
reference oscillator. By doing so, we are able to extend the scheme even to the two orders of 
magnitude faster axial oscillation. 

Phase measurements of the transmitted light field are the main topic in Chapter 6 and 7. For 
this purpose, we built and characterized a heterodyne detection scheme, including an adapted 
feedback algorithm as well. The phase of a spectral scan of the transmitted probe beam yields, 
besides the two normal modes, a third feature, which has not been examined beforehand. This 
feature corresponds to an antiresonance of the system. The phase undergoes a reverse phase 
shift compared to the normal modes and the intensity drops to minimum. At this position, 
despite exciting the cavity-mode, the excitation is mainly held by the atom. We analyze the 
spectral properties of this antiresonance, which are hence fully governed by the atomic 
transition, even though the system is strongly coupled. The thesis will close by giving a 
conclusion and an outlook on possible extensions to this work in Chapter 8. 
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2. Theory 

In this chapter a brief review of some of the theoretical concepts and methods, which are needed 
to analyze and describe the experimental data in this thesis, will be given. A single atom coupled 
to the single mode of a high-finesse optical cavity represents an archetype system of quantum 
mechanics. It paves the road to experimentally study the fundamental interaction of light and 
matter. The simplicity of the system is achieved by utilizing the basic unit of matter, a single 
atom, in combination with the simplest form of an electromagnetic field, a single mode. Despite 
its simplicity such a system still permits to reveal and study a magnitude of quantum effects. 
These effects range from the cooling of particles [76] over the generation of non-classical light 
fields [71] to quantum information processing [29], [30]. The first part of this chapter gives a 
summary of the most important theoretical concepts. A more detailed description can be found 
in [52], [77]–[81] or in textbooks [82]–[88]. The second part of the section is dedicated to 
introduce the theoretical frame work of a heterodyne detection scheme, which enables to 
reconstruct amplitude and phase information of electromagnetic fields on the single-photon 
level.  

2.1. Quantum Theory of the Atom-Cavity System 

In this chapter the theoretical concept of a strongly coupled atom-cavity system will be given. 
We will start by looking at the Hamiltonian in the Jaynes-Cummings model leading to the 
dressed states. Then we will add a driving of the cavity field and introduce dissipation. By doing 
so, we gain an understanding of the excitation strength held by the constituents of the strongly 
coupled system, i.e. the single atom and the cavity mode, permitting to explain nonlinear 
effects. 

 

Figure 2.1: Schematic drawing of the atom-cavity system. The most relevant parameters to describe the system are illustrated. 
An atom is strongly coupled to the single mode of an optical cavity. The parameter g represents the coupling constant, i.e. half 
the rate at which the excitation is exchanged between the two constituents. The decay rates of the system, i.e. the atomic 

polarization decay rate and the cavity field decay rate, are given by  and . They correspond to the half width at half maximum 

(HWHM) of the respective resonance at c for the cavity and a in case of the atom. The system is driven by the probe beam 

at the frequency p with the strength . For completeness the phase of the driving probe field, as it will become necessary in 

the next section, is denoted by drive. The phase of the field emitted by the coupled system is denoted by coupled. 
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A system comprising of a single atom and a single mode of the electromagnetic field as it will 
be studied throughout this thesis can be characterized by a few basic parameters as they are 
sketched in Figure 2.1. These include the resonance frequencies of the single constituents, i.e. 

the cavity mode and the atomic resonance, which are given by c and a, respectively. 

Typically, we chose frequencies to be only a few MHz apart. The coupling of the atom to the 
cavity mode is determined by the coupling constant g, which corresponds to half the vacuum 
Rabi frequency, i.e. the rate at which the excitation oscillates between the atom and the cavity 
mode [12]. Two decay channels for the coupled system have to be considered. The atomic 

polarization decays at a rate of  by emitting photons into free-space i.e. into other modes than 

supported by the cavity. The cavity field inside the resonator decays at a rate of  by emitting 

photons that are matched to the cavity mode on both sides of the resonator (in the illustration 
decay to only one side is shown). The system is driven by a weak probe beam, which is centered 

at the frequency p. The electromagnetic field of this beam drives the system. If the empty 

cavity is driven on resonance p cw w= , a driving of strength  leads to an intracavity photon 

number of 

 
2

2
n

h
k

= .  (2.1) 

As it will be eluded in Section 2.1.5, the driving amplitude needs to be weak in order to avoid 
a saturation of the single atom. In Section 2.2 a framework will be presented which permits to 

study the light field; here, the phase of the driving field drive as well as the emitted field by the 

coupled system coupled will be of importance. 

2.1.1. Jaynes-Cummings Hamiltonian 

In this section we will start by considering the Jaynes-Cummings model [10] in which the 
steady state of a coupled atom-cavity system will be considered. The Hamiltonian will hence 
consist of a cavity, an atomic, as well as an interaction part. These three constituents will be 
described briefly. 

2.1.1.1. Single mode electromagnetic field 

The quantization of the electromagnetic field is described by the quantum mechanics of a 
harmonic oscillator. In case the light field is restricted to a single mode an optical cavity the 
Hamiltonian is written as 

 ( )† 1 2c cH a aw= + . (2.2) 

The creation †a  and annihilation a  operators satisfy the following relations: 

 
† 1 1

1

a n n n

a n n n

= + +

= -
  (2.3) 
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In the Fock-state basis the eigenvalues and eigenenergies amount to 

 
( )†

1
,    0,1, 2,...

2n c

a a n n n

E n nw

=

æ ö÷ç= + =÷ç ÷çè ø


  (2.4) 

Here, n denotes the number of photons. Setting the ground state value to zero finally yields the 
Hamiltonian 

 †
c cH a aw= ⋅   (2.5) 

2.1.1.2. Single two‐level atom 

The single two-level atom can either be in its ground g  or excited state e  with the respective 

energy levels gE  and eE . The resulting Hamiltonian then reads 

 a g eH E g g E e e¢ = + . (2.6) 

With the corresponding lowering and raising operators 

 
e g

g e

s

s
-

+

=

=
  (2.7) 

and by setting gE to zero, the Hamiltonian can be written as 

 a aH w s s+ -=   . (2.8) 

2.1.1.3. Coupling 

The interaction of the atom and the cavity is described by an interaction Hamiltonian iH  in the 

dipole approximation1 and by applying the rotating-wave approximation2. It is then expressed 
by the creation of a photon and a lowering of the atomic excitation and vice versa: 

 ( )†
iH g a as s- += +   (2.9) 

This corresponds to an exchange of one quantum of excitation between the atom and the cavity 
mode. The exchange rate is determined by the coupling constant 

                                                 
1 The dipole approximation assumes that the size of the single atom is small compared to the wavelength of the 
electromagnetic field. The amplitude of the field can thus be considered constant across the dimensions of the 
atom. 
2 The rotating wave approximation requires that the difference between the atomic resonance frequency and the 
frequency of the resonant field in the cavity is much smaller than the respective absolute values of the two 

frequencies, i.e. . ( ),
a c a c

w w w w-  . . In this case rapid oscillation in the full dipole interaction Hamiltonian can 

be neglected, as they average out over the relevant timescales. 
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02
c

geg d
V

w
e

=


 . (2.10) 

It is proportional to the dipole matrix element of the atomic transition, ged  and inversely 

proportional to the square root of the cavity mode volume, 2
0 4V Lpw» , where L is the cavity 

length and 0w  is the beam waist, to be assumed constant over L. 0e  describes the vacuum 

permittivity. 

Combining Eqn. (2.5), (2.8) and (2.9) finally yields the total Jaynes-Cummings Hamiltonian 

 ( )† †

bare cavitybare atom dipole coupling
atom-cavity

jc a cH a a g a aw s s w s s+ - - += + + +   
 . (2.11) 

2.1.2. The Dressed States 

The eigenstates of the Jaynes-Cummings Hamiltonian (cf. Eqn. (2.11)) are arranged in 

doublets, which are called the n-th order dressed states ,n  . The only exception is the ground 

state 0, g . Each pair shares the same number of excitations n. Expressing the dressed states 

in terms of the cavity and atomic eigenstates yields 

 
 

 , cos 1, sin ,

, sin 1, cos ,

 n n

n n

n n e n g

n n e n g

q q

q q

+ = - +

- =- - +
  (2.12) 

The transformation between the cavity-atomic basis and the dressed states basis is a rotation in 

the Hilbert-space of the system by the mixing angle n. 

 
( ) ( )22

2
arctan

4
n

a c a c

g n

g n
q

w w w w
=

- + + -
  (2.13) 

In case the cavity and the atom are almost on resonance sin cos 1 2q q= =  can be assumed. 

The resulting eigenvalues amount to 

 ( ) ( )22
,

1 1
4

2 2n c a c a cE n ngw w w w w = + +  + -     (2.14) 

with a splitting of 

 ( )22
, , 4n n a cE E ng w w+ -- = + -   (2.15) 

between the doublets. This results in the well-known Jaynes-Cummings energy ladder which is 
depicted in Figure 2.2. The Jaynes-Cummings model can be extended to account for more than 
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one atom leading to the Tavis-Cummings model [89], [90]. This model will not be considered 
further in this thesis. 

 

Figure 2.2: Jaynes-Cummings model of the strongly coupled atom-cavity system. The energy levels of the bare atom couple 
to the energy ladder of the resonant cavity mode. The coupled system features a new set of eigenstates, whose splitting is given 
by the coupling constant, g. The picture is valid for the case that atom and cavity are on resonance. 

 

2.1.3. Hamiltonian for a Driven System 

In the previous section the steady state eigenstates of the coupled atom-cavity system have been 
studied. In this section we will add a driving term. There are two ways to excite the system. The 
first one is to drive the cavity with a laser beam matching the mode of the resonator, while the 
second consists of directly exciting the atom with a side-ways laser beam. In the following we 
will only consider the first approach. Driving of the cavity with a near-resonant probe, as 
already sketched in Figure 2.1, is described by the following Hamiltonian [84]: 

 ( )†p pi t i t

dH ae a ew wh -= +   (2.16) 

The exchange of photons with the probe laser causes the energy of the system to be no longer 
conserved and is reflected by the time dependency of the Hamiltonian. It is hence useful to 

transfer the full Hamiltonian JC dH H+  to the rotating frame of the probe laser, permitting to 

eliminate the time dependency as described in [81], [88], [91], [92]. By doing so one obtains 
the transformed Hamiltonian 

 ( ) ( )† † †
,d JC pa pcH a a g a a a as s s s h+ - - +=- D - D + + + +      (2.17) 

with the probe-atom detuning pa p aw wD = -  and the probe-cavity detuning pc p cw wD = - . 

... ...

2g

g2 2

( ) 2+
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2.1.4. Dissipation and Master Equation 

The influence of dissipation in the quantum system can be modelled by means of a master 

equation. The system Hamiltonian is given by ,S d JCH H=  and is complemented by the 

additional Hamiltonian HR, which models the environment as a reservoir of harmonic oscillators 
[86], [93]. The harmonic oscillators represent the continuum of modes of the quantized 
electromagnetic field to which the cavity mode or the atomic excitation can couple. The 
interaction of the reservoir and the quantum system is described by the coupling Hamiltonian 
HRS, which is assumed to be linear in the system and bath operator [81], [84]. The system and 

the reservoir can be described by a density matrix ( )RS tr  

 ( ),RS S R RS RS

i
H H Hr r=- + +


, (2.18) 

where the time evolution of the wave function Y is given by the Schrödinger equation 

 i H
t

¶
Y = Y

¶
 .  (2.19) 

In our system only the time evolution of the density matrix describing the system Sr  is of 

interest, whereas the environment is simply a reservoir which provides a source of fluctuations 
and dissipates energy. The dynamics of the system alone are obtained by performing a partial 
trace over the eigenstates of the reservoir.  

 ( ) ( ){ }S R RSt Tr tr r= . (2.20) 

In huge reservoirs, correlations within the reservoir decay much faster than the timescale of the 
interaction with the system. Therefore, the state of the reservoir does not depend on the state of 
the system and hence has no memory of the system state at earlier times. Thus, the influence of 
the reservoir on the system only depends on the current state of the system and not its history. 
This is known as the Markov approximation. Additionally, the Born approximation is applied 
neglecting second and higher order terms of the system-reservoir interaction HRS. Applying 
these approximations yields 

 

( )( )

( )
( )( )
( )

,

† † †

† † †

, 1 2

                        2

                        1 2

                        2

d JC

i
H n

n

n a a a a a a

n a a aa aa

r r g s rs s s r rs s

g s rs s s r rs s

k r r r

k r r r

- + + - + -

+ - - + - +

é ù=- + + - -ë û

+ - -

+ + - -

+ - -




.  (2.21) 

The state of the reservoir only enters the time evolution in Eqn. (2.21) via the mean occupation 

number n  of its oscillatory states. The mean occupation number at temperature T is given by 
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1

k B

k B

k T

k k T

e
n T

e

w

ww
-

-=
-



   (2.22) 

with the Boltzmann constant kB. The terms in Eqn. (2.21) proportional to ( )1n +  describe the 

transfer of excitation from the system to the reservoir, while the opposite direction, i.e. the 
transfer of excitation from the reservoir to the system, is described by the terms proportional to 

n. At room temperature and for optical frequencies of kw , the mean occupation of the oscillator 

states of the reservoir are very small 1n <<  . Therefore, only terms describing the emission of 

an energy quantum from the system to the reservoir need to be accounted for. This finally yields 
the master equation 

 ( ) ( )
polarization decay

† † †
,

cavity field decay

, 2 2d JC

i
H a a a a a ar r g s rs s s r rs s k r r r- + + - + -
é ù=- + - - + - -ë û

 
  (2.23) 

For an empty cavity, i.e. without atom present, Eqn. (2.23) can be solved analytically yielding 
the mean intracavity photon number 

 
2

†
2 2

pc

a a
h

k
=

+D
  (2.24) 

2.1.5. Analytic Solution for Weak Excitation 

The master equation derived in Eqn. (2.23) can be expressed formally in terms of a Lindblad 

operator : 

 r r=    (2.25) 

It can be solved numerically by truncating the Hilbert space of the cavity mode at some finite 
photon number and then utilizing the quantum optics toolbox for MATLAB [94]. In case of 
weak excitation, Eqn. (2.23) can also be solved analytically. Using Eqn. (2.20) the time 

evolution of a set of system operators s- , zs  and a  can be written as: 

 

† 2

pc

pa z

z

a i a a ig

i ig a

ig a a

k s h

s s g s s

s s s g s s

-

- - -

- + + -

= D - - +

= D - +

= - -







  (2.26) 

These are the Heisenberg equations of motion. The limit of weak excitation is realized by 
choosing an appropriate low pump intensity or by increasing the detuning of the pump beam in 
such a way that the overlap of the excited state with the bare atomic state is small. 

Mathematically, this limit is reached by setting zas  to a-  and dropping the third equation 

in (2.26) [80]. This yields 
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pc

pa

a i a a ig

i ig a

k s h

s s g s
-

- - -

= D - - +

= D - -




.  (2.27) 

With the definitions 

 ,                 ,                 
0

pc

ac

i iga
Y Z I

ig i h

k h
gs-

æ öæ ö æ öD - - ÷÷ ÷çç ç÷÷= = = ÷çç ç÷÷ ÷çç ç ÷÷ ÷ çç ç - D - è øè ø è ø
  (2.28) 

both equations in (2.27) can be rewritten as 

 Y Z Y Ih= + .  (2.29) 

The steady state solution of this system is then given by [77], [82] 

 1Y Z Ih
-=- . (2.30) 

Transforming the result of Eqn. (2.30) back by employing Eqns. (2.28) finally yields: 

 
( )

( )( ) 2

pa

pa pc

i
a

i i g

h g

g k

D +
=

D + D + -
  (2.31) 

 
( )( ) 2

pa pc

g

i i g

h
s

g k- =
D + D + -

  (2.32) 

 

2.1.6. Intracavity Photon Number and Atomic Excitation 

The steady state expectation value for the intracavity photon number, corresponding to the 

cavity excitation, †a a  and the atomic excitation s s+ -  can be calculated from Eqns. (2.31) 

and (2.32), yielding 

 
( )( )

2 2
† 2

2
2

a

pa pc

a a
i i g

g
h

g k

D +
=

é ùD + D + -ê úë û

 (2.33) 

 
( )( )

2
2

2
2
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g

i i g
s s h

g k
+ - =

é ùD + D + -ê úë û

  (2.34) 
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These equations correspond to the ones derived in [95]. They are sufficient to calculate the 
spectrum of the system, which shows the two resonances located at 

 
( ) ( ) ( ) ( )

2
21

4
2 2

pa pc

p pa pc

i i
g i i

g k
w w g k

D + + D + é ù- =-  + D + - D +ê úë û .  (2.35) 

As the frequencies in Eqn. (2.35) are complex-valued, the real part determines the position of 
the peaks, whereas the imaginary part describes their width. 

A graphical representation of the intracavity photon number as well as the atomic excitation is 

plotted in Figure 2.3. Here, typical parameters of our system of 2 4 pa MHzpD =- , 

2 0 pc MHzpD = , 2 13 g MHzp= , 2 3 MHzg p=  and 2 1.5 MHzk p=  are chosen. In 

addition to the excitation also the phase of the intracavity field as well as the atomic dipole 
excitation is plotted. The phase f  is derived by writing Eqns. (2.31) and (2.32) in the form 

iZ r e f= ⋅ . The two resonances of the coupled system, the so called normal modes, are clearly 

visible in the atomic as well as the cavity excitation. Depending on which one of the two 
constituents holds the majority of the excitation these normal modes are also referred to as 
atom-like and cavity-like normal mode, respectively. The detailed shape of the excitation and 
also the phase behavior will be elaborated further throughout this thesis with a focus in Section 
6.8. It will not be discussed at this point. 
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Figure 2.3: Excitation of cavity and atom as well as phase of the respective fields as a function of the probe-cavity detuning.
a) shows the spectrum of the expectation value of the intracavity photon number (blue) and the atomic excitation (red). Here 
the two normal modes are clearly visible. b) illustrates the phase of the intracavity field (blue) as well as the atomic dipole 

polarization (red). The phase of the cavity field decreases by  between the two normal-mode resonances, whereas the phase 

of the atomic polarization does not show this behavior. 
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2.1.7. Saturation Intensity of a Single Atom 

The saturation intensity of an atom is defined as [96], [97] 

 
2

2
2

sat

I

I

W
=

G
 . (2.36) 

Where 2 1g tG= =  is the natural decay with a decay time of  and egd EW=-
 

  the resonant 

Rabi frequency. With 2
0 2I c Ee=  the saturation intensity of a single atomic transition can be 

written as 

 
3

26
a

satI
c

gw
p

=


. (2.37) 

Here, c represents the speed of light in vacuo. The ratio 

 

2
3

3
0

4

4 3
ge a

d

c

w
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G=


  (2.38) 

has been employed [98] to derive Eqn. (2.37). As we are working with an optical resonator we 
want to relate the saturation intensity to the intracavity intensity for n photons enclosed in the 
mode volume V 

 a
cav

n c
I

V

w
=


.  (2.39) 

Setting sat cavI I=  in Eqns. (2.37) and (2.39) hence yields the number of intracavity photons n0 

required to saturate the atomic transition 

 
2

0 36
aVn
c

gw
p

= . (2.40) 

Using the definition of the coupling constant g of Eqn. (2.10), Eqn. (2.40) can also be written 
as 

 
2

0 22
n

g

g
= . (2.41) 

From this equation we can see that a single intracavity photon is already sufficient to saturate 
the atom when g g>  as it is the case for our experimental parameters. 
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2.2. Theory of Heterodyning 

In this section, the theoretical framework for a heterodyne detection will be explained. Opposite 
to intensity measurements such as photon counting where only the expectation value of the 

cavity photon number †a a  is experimentally accessible, heterodyning permits access to 

expectation value of the light field inside the cavity a . It hence opens the way to experiments 

directly measuring non-classical light fields, such as the observation of squeezed light emitted 

by a single atom excited by two photons [71]. The spectrum of the phase of a  has already 

been shown in Figure 2.3 b). 

In principal, homodyning and heterodyning both consist in interfering two light fields. These 
are the so-called optical local oscillator and the signal light beam, which is to be measured. In 
case of homodyne these two beams have the same center frequency, while this frequency differs 
for the two beams, when a heterodyne measurement is carried out. The electric field operator 

for a mode of frequency  inside the cavity can be written as 

 ( )†

0

ˆ ˆ ˆ
2

i t i t
cavE ae a e

V
w ww

e
-= +


.  (2.42) 

As the heterodyne detection is situated outside the cavity, a continuum of modes needs to be 
considered. In addition, the flux of photons rather than their number is measured. This leads to 
a slightly different operator describing the electric field in front of the detection 

 ( ) ( )†

0

ˆ ˆ ˆ
2 2

i t i t d
E t a e a e

Sc
w w

w w
w w

e p
-= +ò


.  (2.43) 

Here, S i defined as the cross-section of the beam in front of the detector.  

2.2.1. The Local Oscillator 

The local oscillator is an essential component in the heterodyne detection process, since it is 
used to “amplify” the weak signal beam originating from the cavity, as it will be elaborated 
further throughout this section. This is the reason why local oscillator intensity levels on the 
high µW to mW scale will be used. The local oscillator is assumed to be monochromatic at the 

frequency 0 and will be described by 
0w

a . As it is in a bright coherent state [99] 

 
( ) †
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ˆ
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w

a
a

¥

=

= =å  (2.44) 

it can be treated classically. Using Eqn. (2.43) the field of the local oscillator can be written as  
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w
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e
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=

= +
  (2.45) 

with ie qa a -= . The term 
2a  hence represents the photon flux and  the phase difference 

between the measured and LO quadrature. The power of the local oscillator beam is given by 

 2
0LO LOP S c Ee= ⋅   (2.46) 

As the local oscillator is classical, its power LOP  can simply be replaced in the following by 

LO LOPh  to account for the transmission efficiency ,opt LOh  and quantum efficiency of the 

photodiodes of the local oscillator beam qh , together given by ,LO q opt LOh h h= . 

2.2.2. Homodyne Detection Process 

The probe and LO beam in the heterodyne detection are overlapped at a polarizing 50/50 beam 
splitter, adjusted in such a way that half the power of each beam is in each of the arms of the 
heterodyne detector. 

 

Figure 2.4: Overview of the overlapping of the signals at the beam splitter. The field of the probe beam E and the local oscillator 
beam ELO are overlapped at the two input ports of a beam splitter. At the output ports the symmetric and antisymmetric 
combination of the overlapped fields is generated, which is subsequently termed E+ and E-. 

The overlapping of the two beam is depicted Figure 2.4, while an overview of the detailed 
experimental setup is depicted in Figure 6.2. The output electric fields are  

 
ˆ

ˆ
2

LOE E
E


= .  (2.47) 

Please note that the field of the local oscillator will be treated classically and is hence not 
indicated in the operator notation. As both beams are bright, they can directly be measured via 
standard PIN photodiodes (positive intrinsic negative) where they are converted into the 

electrical currents J  with the ideal photon-electron conversion factor of ( )eq w  with eq  

being the electron elementary charge 

E E
–

E
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E
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The actual conversion factor for one photon amounts to ( )q q eqh h w=   and is given by the 

manufacturer in units of A/W, where qh  is the dimensionless quantum detection efficiency. As 

mentioned by Ourjoumtsev [100], the quantum efficiency cannot directly be multiplied to the 

electrical currents J as this would only be correct if both beams were classical. Instead, qh  

will be included in the overall detection efficiency of the “quantum beam” 

 2
q m opth h h h=   (2.49) 

This efficiency also comprises the optical transmission efficiency opth  as well as the mode-

matching efficiency 2
mh . The latter one corresponds to the square of the fringe contrast, also 

known as visibility, of the two beams. While , which only applies to the probe beam, also 

depends on the detection efficiency of the diodes, it still varies from LO, which describes the 

overall efficiency of the local oscillator measurement. 

As the photodiodes of the balanced detector are well-matched and are installed in a serial 

configuration, the difference of the two photocurrents J  of the two arms can be tapped in 

between the two diodes. Afterwards, they are converted to a voltage Vq  by an amplifier with a 

transimpedance gain G 

 ( ) ( )V t G J Jq + -= - .  (2.50) 

If we further neglect rapidly oscillating terms and approximate ˆ ˆ
LOE E  by ˆ ˆ

LOE E  as the light 

field of the local oscillator is classical, Eqn. (2.50) can be written for a single frequency 

component  as 
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.  (2.51) 

The measured voltage is obtained by integrating over all frequency components. As the 
frequency spectrum of a heterodyne detection usually only spans a few tens of MHz, frequency 

dependencies of LO can be neglected. However, for completeness G will be assumed to vary 

in frequency. 
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Here,  is defined as the frequency difference between frequency components of the signal and 

the local oscillator 0w wW= - . 

2.2.3. Shot Noise 

The shot noise variance of the system, i.e. the measured voltage when no signal beam is present, 

is given by evaluating 2Vq  in the vacuum state 0 0 d
W

= Wò   
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.  (2.53) 

For simplicity a flat gain profile of the amplifier with gain G0 was assumed over the frequency 
range nD . Negative and positive frequencies are treated equally and zero gain was assumed 

for higher frequencies. Further including the electronic noise e of the detection system yields 
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  (2.54) 

An experimental measurement of the shot noise can be found in Section 6.3. 

2.2.4. Heterodyne Detection of a Coherent State 

The expected voltage level for a coherent state can easily be computed. Here, we assume such 

a state 
0

a
W=

 at the same frequency as the local oscillator. Due to inherent losses in the system 

as summarized in Eqn. (2.49), it is transformed into 
0

ha
W=

. Writing its probe power as 

2
0cP w a=  finally yields 

 
00

0

2 cosLO LO c
e

P P
V G qq

h h
a a q

wW=
=


.  (2.55) 

The phase difference between the two beams is hence directly visible in the measured voltage 
level and permits to extract the amplitude of one quadrature of the light field. A slight detuning 

of the local oscillator frequency compared to the frequency of the coherent state  changes 

Eqn. (2.55) to 
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Instead of measuring one quadrature of the light field, we now periodically alternate between 
the two quadratures X and P. Furthermore, it should be noticed that the measured voltage level 
depends on the square root of the power of the coherent state as well as the one of the local 
oscillator. Thus, a strong local oscillator beam is important in order to increase the signal 
amplitude. On the other hand, high local oscillator powers also increase the optical shot noise 
described in Eqn. (2.53), but do not affect the electronic noise level. 
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3. Experimental Setup 

In the course of this thesis an experimental 
system allowing the investigation of the 
interaction of a single photon with a single atom 
has been developed and built. A similar 
experimental setup was already present in the 
group. However, compared to this forerunner 
model [52], [77], [78], [80], [101], [102] the 
new design features a macroscopic control of 
the cavity length, improved side access to the 
cavity-axis, asymmetric mirrors and state-of-
the-art data-acquisition and data-processing, 
including real-time heterodyne measurement 
and evaluation. This chapter will outline the 
major building blocks (see Figure 3.1) and will 
give a brief introduction of their working 
principle. It will start by introducing the main 
constituents of any cavity quantum 
electrodynamics system, i.e. the single atom (cf. 
Section 3.1) and the high-finesse optical 
resonator (cf. Section 3.2). It will then describe 
the laser-system (cf. Section 3.3) and vacuum 
chamber (cf. Section 3.5) needed to prepare the 
system. In the last part the actual excitation and 
detection scheme (cf. Section 3.6) along with 
the cavity stabilization (cf. Section 3.7) and 
experimental control (cf. Sections 3.8 and 3.9) 
are explained. The data-acquisition and real-
time evaluation are addressed in a separate 
chapter (cf. Sections 4.4 and 4.5) since they 
mark an important improvement in the system’s 
capabilities. 

  

Figure 3.1: Photographic overview of the experimental setup
(taken in a top-view perspective). The major experimental
building blocks, which will be described in this chapter, can be
seen and are labeled. The experimental control is not shown. 
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3.1. Single Rubidium Atom 

In the experiment the interaction of a single atom with a weak light field on the single-photon 
level is investigated. Here, rubidium atoms are chosen which are hydrogen-like, belong to the 
group of alkali elements, and have one valence electron in the outer shell. The use of rubidium 
offers many advantages. It possesses a closed transition at a wavelength of 780.24 nm, meaning 
that an excited atom can only decay into one possible ground state. Furthermore, this 
wavelength can be easily accessed with commercially available diode and solid-state lasers. In 
addition, rubidium dispensers, evaporating rubidium atoms through an electric current, as well 
as vapor cells, which are used for laser stabilization, are widely available. Its two isotopes [103] 
85Rb (72.17%) and 87Rb (27.83%) have different nuclear spins, leading to ground states with 
different quantum numbers, and hence easily permit to change important physical parameters 
linked to the level structure of the atom by swapping from one isotope to the other. We use 85Rb 
at the 5S1/2 to 5P3/2 transition (D2 line). 

  

Figure 3.2: a) Hyperfine structure of the 85Rb D2-line. Relevant transitions, which are used for probing (cf. 3.3.1) and 
repumping (cf. 3.3.2) the atom, are indicated by arrows on the side. b) Zeeman sublevels of hyperfine levels. Transitions 

mediated by +-polarized light are marked by green arrows. The solid green line shows the closed F=3, mF=3 to F=4, mF=4 

transition, justifying the two-level approximation. 

The hyperfine structure of the 85Rb D2-line is drawn in Figure 3.2 a) [104]. In our system we 
probe the closed F=3 to F’=4 transition as indicated by the green arrow. Some atoms can be 
off-resonantly excited to the 5P3/2, F’=3 state, from where they can decay into the 5S1/2, F=2 
state. In this state they cannot be detected by the probe light anymore and hence would be lost 
from the system. To recover the atoms, they are excited to the 5P3/2, F’=3 state (purple arrow), 
from where they can decay back to the 5S½ F=3 state. Figure 3.2 b) shows the hyperfine levels 
with their Zeeman sublevels labeled with their corresponding magnetic quantum numbers mF. 
With the earth magnetic field compensated and no additional magnetic field applied, these 
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Zeeman sublevels are degenerate. The polarization of the used light determines the selection 

rules for the transition. We use +-polarized light which requires 1FmD =+ . The possible 

transitions are marked by the green arrows. Since the atom can decay with 0, 1FmD =  , the 

atomic population will end up cycling on the mF = 3 to mF’ = 4 transition, as indicated by the 
solid green line, making this the closed transition. This permits to treat the rubidium atom as a 
textbook 2-level atom. 

 

Figure 3.3: Doppler-free saturation spectrum of the 85Rb D2-line starting from F=3. The spectrum was recorded with a laser 

set to Laser,DF ≈ 384 THz. It shows the relative transmission of the laser light after passing through a rubidium vapor cell twice 

(in back reflection). The Doppler broadened transmission after the first passage through the cell is subtracted. A high 
transmission corresponds to a low absorption by the atomic vapor as indicated on the right scale. Six distinct peaks are visible, 

which can be attributed to hyperfine levels F’=2, F’=3 and F’=4 as well as to the corresponding cross-over resonances (2,3), 

(2,4) and (3,4). The red line shows a 6-fold Gaussian fit. 

Figure 3.3 shows the spectrum of the different hyperfine levels recorded via Doppler-free 
saturation-spectroscopy [105] starting from the 5S½ F=3 manifold. The crossover resonances 

(marked with ) are significantly enhanced. Their transition frequency is the mean value of the 

two participating levels. This technique will be used for stabilizing the probe and repump laser 
(cf. Section 3.3). 

3.2. High-Finesse Optical Cavity 

The heart of the experimental apparatus is a high-finesse optical resonator. It consists of two 
well aligned mirrors, which are distant an integer multiple of half the resonant light’s 
wavelength, permitting this light to constructive interference on every round-trip. In our 
resonator a single photon makes – on average – a few ten thousand round-trips before it will 
leave the cavity. A single rubidium atom brought inside this high-quality resonator can interact 
with the photon on every round trip. The cavity hence significantly enhances the otherwise 

-150 -100 -50 0 50 100 150

0.8

1.0

1.2

1.4

1.6

1.8

2.0

2.2
-8

1.
9 

M
H

z

-5
6.

0 
M

H
z

-2
6.

2 
M

H
z

10
0.

7 
M

H
z

6.2 MHz

41.8 MHz

F
'=

2 (
2

,3
)

F
'=

3

(
2

,4
)

(
3

,4
)

F
'=

4

high

ab
so

rp
tio

n 
(a

.u
.)

re
la

tiv
e 

tr
an

sm
is

si
on

frequency-detuning /2 (MHz)

low



Experimental Setup  3.2 High-Finesse Optical Cavity  

 

26 

weak interaction between the atom and the photon and thus enables a strong interaction 
revealing quantum features of the single atom. Described differently: A single photon sees a 
few ten thousand mirror images of the single rubidium atom. 

3.2.1. Basic Definitions 

Before the design of our cavity will be discussed, it is important to be familiar with the main 
parameters characterizing an optical resonator. In the following only the TEM00 mode with a 

radial Gaussian mode profile will be considered. Its minimum radial spot size is the waist 0. 

The most fundamental criterion for light to be resonant in the cavity is that the cavity length 

needs to be an integer multiple n of half the wavelength nl  of the light. 

 
2

nl n
l

= ⋅   (3.1) 

Equation (3.1) defines a set of resonant longitudinal modes whose frequency spacing is defined 
as the free spectral range (FSR) and amounts to 

 
2FSR

c

l
n =  . (3.2) 

The optical “quality” of a cavity depends on its free spectral range and its linewidth that is given 

by its amplitude field decay rate . One of the key figures of merit of an optical cavity is its 

finesse. The finesse   is the free-spectral range over the linewidth of the cavity  and can 

be expressed in terms of the transmission coefficients (T1, T2) and losses (L1, L2) of the two 
constituting mirrors. It is independent of its length and amounts to 
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  . (3.3) 

An atom which is caught at an antinode of the cavity-mode can interact with the light field. The 
strength of the interaction is given by the maximum coupling constant g0, which can be written 
as 
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0
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= =
 

  (3.4) 

It depends on the transition dipole moment of the atom the mode waist in the cavity 0, the 

resonance frequency of the cavity c, and the volume of the cavity mode 
2
0

4
lV p w= . Here, 0 is 

the vacuum permittivity. 
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3.2.2. Geometry 

In our case the resonator is a Fabry-Perot interferometer with two spherical, concave mirrors. 
Its geometry can be characterized by the distance between the two mirrors3 l, also called cavity 
length, and the radii of curvature of the two constituting mirrors R1 and R2 [106]. The light 
inside the cavity bounces back and forth producing a standing wave pattern. The spatial period 
between the antinodes corresponds to half the wavelength of the light. In our case the cavity 

has a length of 258 l mm=  corresponding to 660 nodes of the probing mode 780.24p nml = . 

In order to set up an optical resonator it is mandatory that a stable cavity mode can build up. 
This poses boundary condition on the set of radii of curvature of the mirrors which can be used 
[107], since they need to constantly refocus the beam on each round-trip. 

 
1 2

0 1 1 1
l l

R R

æ öæ ö÷ ÷ç ç÷ ÷£ - - £ç ç÷ ÷ç ç÷ ÷ç çè øè ø
 . (3.5) 

It is very intuitive to see that a cavity formed out of two convex mirrors ( )1 2, 0R R <  can never 

fulfill this requirement. The cavity that was built during this thesis consists of mirrors with 

1 1 R cm=  and 2 20 R cm= . A schematic drawing is presented in Figure 3.4. It also shows an 

actual photograph of the cavity from the top-view. The radii of curvature were chosen very 

carefully and together with the cavity-length determine the waist 0 of the cavity mode [108] 

(cf. [107] Eqn. (10.2-19)) 
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- - + -
=

+ -
 . (3.6) 

A small waist reduces the mode volume (cf. Eqn. (3.4)) and hence increases the maximum 
interaction strength gmax of the light field with an atom. The parameter gmax sets an upper limit 
on the coupling strength as it will be reached by an atom ideally located at an antinode of the 
cavity. High radii of curvature, on the other hand, tend to degrade the quality of the dielectric 
coating and increase the complexity required for mode-matching the cavity mode to the 
excitation and detection setup. 

The coning of the mirrors is clearly visible in Figure 3.4. It reduces the full diameter of the 
highly reflective facet from 7.75 mm to 2 mm or 1.5 mm respectively. This value is still 
sufficiently large to support the cavity-mode without introducing further losses due to clipping 
and is now enabling side-ways access to the cavity [109]. This permits to introduce laser beams 
from the side yielding better cooling and confinement of the atom [110] as well as to observe 

                                                 
3 In reality one has to differentiate between the actual geometric distance between the two mirrors and the distance 
seen by the TEM00 mode. The latter further includes the penetration of the light into the first layers of the dielectric 
mirror. However, for simplicity, these two terms will be used as synonyms in the further text.  
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the atom via a highly sensitive electron multiplying charge-coupled device (EMCCD) camera 
[111]. 

 

Figure 3.4: Schematic view and photographic impression of the mirror dimensions forming the optical resonator. All relative 
dimensions in the schematic view are up-to-scale, only the radius of curvature of mirror 1 is exaggerated. The average loss rate 
per mirror of the mirror pair is given by L. The picture taken at the actual setup shows the two mirrors. The view is partially 
obstructed by the piezo tube. 

 

3.2.3. The Mirrors 

The quality and uniformity of the high-precision dielectric coating of the mirrors is the bottle 
neck in building high-finesse optical resonators. The two mirrors which form our cavity were 
made by the company “Research Electro-Optics” (REO). A photograph of a similar mirror 
fabricated by REO is depicted in Figure 3.5. In order to select the mirrors which are best suited, 
multiple combinations of mirrors were tested and characterized. Previous experiments had the 

main focus to achieve the highest possible finesse , i.e. aimed for minimizing the 

transmissions (T1, T2) along with the losses (L1, L2) of the mirrors. However, this results in a 
very low detection efficiency as it can be seen in Eqn. (3.7). The photon flux leaving the cavity 
through the outcoupling mirror 2 corresponds to 
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and vice-versa for mirror 1. Here, the outcoupling efficiency out,2 is introduced, which specifies 

the fraction of detectable photons. For a perfectly symmetric cavity with no losses, photons 

leave the resonator on both sides to equal amounts yielding 0.5outh = . This value is further 

reduced if the losses and transmittances are on the same order of magnitude as it was the case 
in the forerunner experiment. In order to increase the outcoupling efficiency, an asymmetric 
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design was chosen. The weakly curved mirror is used to couple light into the cavity. It is 

specified to have a transmission of 1 4 ppmsT <  while the other mirror has a specified 

transmission of 2 25 ppmsT = . The high-reflectivity is obtained by high-quality dielectric 

coating centered at 780.2 nm (4ppm: coating-run #L6-261; 25ppm: coating-run #L6-262). The 
back facet of the mirrors is anti-reflection coated (coating run #OX1618). The datasheets can 
be found in Appendix 10.1.  

 

Figure 3.5: Picture of a single mirror from REO. Similar mirrors have been employed to build the resonator. The mirror is 
illuminated under a microscope, whose object is visible on the top. The coning of the mirror is clearly visible, leaving a 
remaining front facet of the mirror below 1 mm. 

To avoid scattering losses e.g. due to dust particles, the mirrors were carefully cleaned with 
OptiClean and the result was verified under a dark field microscope. Both mirrors were initially 
conned with a 45° wedge resulting in an effective mirror diameter of 2 mm for the weakly 
curved mirror and more than 2 mm for the strongly curved one. In order to reduce the sag height 
of the latter one while preserving a minimum height at the back facet to clamp the mirror into 
the cavity holder, it was conned a second time with a 30° wedge by Hellma Optics down to an 
effective diameter of 1.5 mm. During the processing the mirror surface was covered by a special 
polymer provided by Hellma Optics. 

3.2.4. Parameters 

The field decay rate of the cavity can either be determined by a ring-down measurement [108] 
or by directly measuring the linewidth of the cavity. Both measurements were carried out with 
light at the probing wavelength of 780 nm and are presented in Figure 3.6. 

The ring-down measurement yields an intensity field decay rate of 
2 / 2 2.999 0.015MHzk p=   which results in a finesse of our cavity of 194000 1000=  . 

Figure 3.6 b) shows a heterodyne measurement of the cavity-resonance (details can be found in 
Chapter 5.6). From a Lorentz or arctangent fit, respectively (solid blue and red line), an 
amplitude field decay constant of / 2 1.74 0.01MHzk p=   was obtained. This value is 
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considerably larger than the one obtained in the ring-down measurement. The discrepancy has 
two possible reasons: First, an additional broadening due to frequency fluctuations of the 
stabilized laser diode as well as of the cavity resonance due to mechanical vibrations. Both of 
these effects only have a minor impact on the ring-down measurement. Secondly, broadening 
due to birefringence splitting of the cavity. Stress induced by the mounts holding the cavity 
mirror as well as tiny asymmetries created during the production of the mirrors lift the otherwise 
perfect radial symmetry of the mirrors. Due to the high number of round-trips these small 
deviations add up to an optical path difference of the two main polarization axes. In the worst 
case the splitting equals or even surpasses the width of the cavity resonance. This deteriorates 
the circular polarization of the cavity mode needed to treat the atom as a simple two-level 
system. Assuming a value for the amplitude field decay of 1.5 MHz as measured by the ring-
down measurements, we can assume an upper limit for the birefringence splitting of 27% of the 
cavity’s linewidth [81]. 

 

Figure 3.6: a) Ring-down measurement of the optical cavity. The cavity is brought on resonance with the light from the laser. 
Once the light is resonantly enhanced by the cavity, it is abruptly turned off at t = 0. The high reflectivity of the mirrors prevents 
the light-field inside the cavity to follow this abrupt change and causes a slow decay of the light-field through the mirrors. Two 
measurements are shown by the green and blue dots. An exponential decay fit (magenta line) then yields the FSR. b) Linewidth 
of the cavity in transmitted intensity and phase. A Lorentz (blue) and inverse tangent fit (red) are used to determine the linewidth 
of the cavity. 

The losses and transmittances of the two mirrors cannot be extracted directly from the finesse. 
In order to estimate these values, the ratio of the impinging light compared to the transmitted 

and reflected light needs to be measured [106]. This results [81] in 1 2.5 0.5ppmT =   and 
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2 17.8 0.5ppmT =  as well as in an average loss-rate of ( )1 2 2 5.5 0.5ppmL L L= + =  . The 

transmissions significantly depend on the wavelength and increase to 1 4 0.5ppmT =   and 

2 21 0.5ppmT =   with 170000 5000=  , if light of 772 nm wavelength is used. The 

overall outcoupling efficiency for a resonant mode at 780 nm amounts to 0.57outh = , which is 

a significant increase compared to the forerunner experiment with † 0.19outh = . The increased 

outcoupling efficiency is at the expense of a reduced incoupling efficiency which is as low as 

0.08inh =  and can be overcome by simply increasing the intensity of the incoupling laser beam. 

3.2.5. Inch-Worm Motor 

One of the most 
intriguing new 
features of the cavity 
is its macroscopically 
changeable length. 
Similar to comparable 
systems in the Rempe 
group, one of the 
cavity mirrors is 
mounted in a piezo 
tube (Ferroperm) 
responsible for fine-
tuning the cavity 
length down to the 
sub-picometer level. 
While this is very 
important to actively and accurately stabilize the cavity length, it only permits to scan its length 
on the order of two free spectral ranges (about 1 µm). In addition, the other mirror is mounted 
on a sledge which can be moved macroscopically by what is called an inch-worm motor. A 
CAD (computer aided design) drawing is depicted in Figure 3.7. The inch-worm motor was 
manufactured by Burleigh and permits to alter the cavity length without the need to open the 
vacuum chamber or the requirement for major realignment [108]. It allows to change the cavity 

length l from 40 m, limited by the sag height of the mirrors taking into account an additional 

safety buffer, up to a maximum of ~5 mm. The traveling distance is mechanically and 
electrically safeguarded by two emergency stop screws on each side. A copper block increases 
the weight of the carriage resulting in a better vibration isolation. While those limits stem from 
the mechanical design, it has even been verified [81] that for lengths as large as 1.3 mm the 

quality, i.e. the finesse of the cavity, does not degrade ( )( 190000)l >  as it would occur if 

the sledge did not travel exactly parallel to the cavity axis. This huge traveling distance permits 

to significantly alter the physical parameters of the cavity like C, g, , 0 once it is set up. Here 

Figure 3.7: CAD drawing of the inch-worm motor. The sledge containing a copper block 
slides over four mated glass cylinders moving one of the mirrors macroscopically. The glass
rods are made of ULE (ultra-low expansion) glass. The other mirror is fine-tuned with a piezo. 
Both mirrors are held by clamping into a mirror mount. 
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2 2C g kg=  defines the cooperativity of our system. A graph with these parameters as a 

function of the cavity length can be found in Figure 3.8 a). The values used during the course 
of this thesis are marked by the vertical dashed line. In general, one can say that a shorter cavity 
increases the coupling rate of the atom and the cavity as well as the cavity decay rate, and 
shrinks the size of the waist. Beyond a length of around 5 mm this behavior changes to its 
opposite. The mode at the mirror surface now covers a large portion of it yielding a higher 
numerical aperture and thus a tight focusing of the diffraction limited mode inside the cavity. 
However, this regime cannot be reached with the current system since it would require mirrors 
with a larger area of the high-reflective surface and in the most extreme case, around ~10 mm, 
the mirrors even would need to form a perfect hollow half-sphere. 

 

Figure 3.8: a) Parameters g, , 0 and C as a function of the cavity length. g,  and C show a decreasing behavior with 

increasing cavity length while 0 is increasing. Around 5 mm the behavior of g, 0 and C changes to its opposite. The atomic 

polarization decay rate /2 of 3 MHz is marked by a cyan horizontal line. b) Resonant wavelength for different cavity lengths. 

Typical trap and probe frequencies, as they are used throughout this thesis are market by a red and green horizontal line. The 
resonance of the cavity with the 85Rb D2-line (probe) is used as a prerequisite. The decreasing mode spacing with increasing 
cavity length is clearly visible. In this thesis the cavity is set to a length of 258 µm marked by the vertical black dashed line. 
Here, the trap beam with a wavelength around 785 nm is red-shifted 4 FSR from the probe beam. 

The second main advantage of a length-variable cavity is the possibility to have control over 
the set of resonant wavelengths. One wavelength which needs to be resonant is already given 
by the D2-line of the rubidium atom (probe beam) at 780.24 nm, leaving no room for further 
adjustment in case of only microscopically movable mirrors. Figure 3.8 b) shows the resonant 
wavelength and nicely demonstrates the additional degree of freedom gained by a 
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macroscopically changeable length. As a reference, the wavelength of the probe beam (cf. 
Section 3.3.1) (horizontal green line) as well as the trap laser (cf. Section 3.3.3) (horizontal red 
line) is given. Albeit the great possibilities offered by the length adjustment, only a fixed length 
of 258 µm has been used for this thesis. 

3.3. Laser System 

The structure of the rubidium atom was already explained previously (cf. Section 3.1). Here, 
we will elaborate on the laser system used to prepare, cool and probe the rubidium atoms. For 
this purpose, three lasers are employed: A probe laser, driving the closed cycling transition of 
rubidium, a repumper, optically pumping the atoms back to the desired transition and a trapping 
laser, creating an attractive dipole potential holding the atom. The latter laser is additionally 
used to stabilize the cavity length as it will be explained in Section 3.7. 

3.3.1. Probe Laser 

The most crucial laser in this system is the probe laser. Photons from this laser are used to 
mediate the interaction of a single rubidium atom and the cavity. Furthermore, it is responsible 
to cool a cloud of rubidium atoms in a magneto-optical trap (MOT), as it will be described in 
Section 3.8.1. Its frequency needs to be stabilized to the 85Rb D2 line with a linewidth below 

500 kHz, which is below the cavity field decay rate  = 3 MHz, in order to avoid additional 

broadening effects in our experimental system. We use a commercially available diode laser 
fabricated by TOPTICA (TA 100). It consists of a grating stabilized diode laser in Littrow 
configuration [112]–[114] as a master laser which seeds a tapered amplifier. It delivers an 
output power of approximately 900 mW at 780 nm and is tunable over a range of a few 
nanometers. The mode hopping free tuning range, however, is significantly smaller and 
comprises only a few tens of GHz. 

A schematic drawing of the full probe laser system can be found in Figure 3.9 a). A small 
portion of the light from the seeding laser is extracted at the auxiliary output of the laser and 
passes through an acousto-optic modulator (AOM5) in double pass configuration. This causes 
a frequency shift of the light by twice the AOM’s resonance frequency. We employ a Doppler-
free saturation spectroscopy setup [105] with a rubidium vapor cell to frequency-lock the laser 

to the ( )3 3, 4F F c¢=  =  cross-over transition, which shows the biggest signal-to-noise 

ratio as it can also be seen in Figure 3.3. An electro-optic phase-modulator (EOPM) operating 
at 8 MHz generates sidebands on the laser light before it passes the vapor cell. By utilizing a 
Pound-Drever-Hall locking scheme [115] a dispersive error signal is demodulated, which is fed 
back to the laser via the FALC module available from TOPTICA. It acts as a proportional-
integral-derivative controller (PID) altering both the laser’s feedback grating and hence the 
parameters of the external, stabilizing cavity (slow lock) as well as the current of the laser diode 
(fast lock). 
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Figure 3.9: a) Optical breadboard setup of the probe and cooling laser. The auxiliary output of the laser (lower left side) passes 
AOM5 in double pass configuration. Afterwards, it is sent through an electro-optic phase modulator (EOPM) to modulate 
sidebands of 8 MHz used for the Doppler-free rubidium spectroscopy employed to lock the laser. The polarization of the 

amplified output beam of the laser is adjusted via a /2 waveplate and cleaned by a subsequent polarizing beam splitter (PBS). 

Afterwards, the beam is split and sent through a cascade of separate AOM lines. The input power entering the respective line 

is adjusted by a prior /2 waveplate. In each AOM line a lens focusses the beam on the AOM. A concave mirror retroreflects 

and refocuses the beam into the AOM a second time. The double passage through the /4 waveplate turns the linear polarization 

by 90°, making the PBS fully “transmissive”. Apertures block unwanted residual refraction orders of the beam, before an 
integrated lens in the fiber couplers focuses the beam into a fiber. The double passage through the AOM leads to a shift by 

twice the applied AOM frequency. b) Locking scheme of the laser to the (3,4) 85Rb crossover resonance. The frequency of 

the laser as well as the frequency of the beam in the AOM lines four and five are depicted. The spectrum of the rubidium atom 
serves as a reference for showing the selected AOM frequencies. A legend of the symbols in found in Appendix 10.8. 

The amplified laser output is split and sent through a cascade of separate AOM lines. Each 

AOM line compromises an AOM in double-pass configuration, a /4 waveplate, a concave 

mirror and a polarizing beam splitter (PBS) as main constituents. This setup allows to adjust 
the frequency and intensity of the light by controlling the frequency and power of a radio 
frequency (RF) applied on the AOM. An aperture system filters unwanted residual orders of 
the AOM while a lens system is employed to couple the light efficiently into a fiber. The AOM 
lines are installed in a sequential configuration. The power distribution of the laser light among 

the different lines is adjusted by /2 waveplates. Four different AOM lines are needed: Two for 

the magneto-optical trap as it will be described later (cf. Section 3.4), one for the local-oscillator 
(cf. Chapter 5.6) and one for the probe beam. An overview of the actual laser frequency as well 
as the frequency sent as probe beam and the one fed into the Pound-Drever-Hall lock is depicted 
in Figure 3.9 b). 
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3.3.2. Repumper 

Atoms that are illuminated with light near-resonant to the 1 2 3 25 , 3 5 , 4S F P F ¢=  =  

transition can also be off-resonantly excited to the 3 25 , 3P F ¢ =  state from where they can decay 

into the 1 25 , 2S F =  state. This state does not couple to light on the 3 4F F ¢=  =  transition 

and these atoms would hence be dark to the probe beam. In order to recover an atom and get it 

back to the cycling transition, it needs to be repumped back to the 1 25 , 3S F = state. This is 

achieved by illuminating the atom with a laser resonant to the 1 2 3 25 , 2 5 , 3S F P F ¢=  = . 

With a large probability they will then decay back to the 1 25 , 3S F = state. By applying this 

laser beam continuously, it can be ensured to get the atoms back to the cycling transition. The 
repumping laser is responsible to accomplish this task. Similarly, to the probe beam, a grating 
stabilized diode laser from TOPTICA is employed (DL 100). Due to the low power 
requirements, however, a tapered amplifier is not necessary. A schematic drawing of the laser 
system is shown in Figure 3.10 a). 

 

Figure 3.10: a) Optical breadboard setup of the repumping laser. The linear polarization of the laser light is adjusted by /2 

waveplates. These waveplates permit to adjust the intensity distribution in the two arms into which the laser light is divided by 
the subsequent PBS. Each arm consists of an AOM in double pass configuration. The upper arm is used to stabilize the laser 
via Doppler-free rubidium spectroscopy. The lower arm is used to shift the light to the desired F = 2 to F’ = 3 transition. This 
light is then coupled into two fibers guiding the light to the MOT and to the side access of the cavity (perpendicular to the 

resonator axis). b) Locking scheme of the laser to the (1,3) 85Rb crossover resonance. The frequency of the laser as well as 

the frequency of the beams in both AOM arms are depicted. The spectrum of the rubidium atom serves as a reference for 
showing the selected AOM frequencies. A legend of the symbols in found in Appendix 10.8. 

The beam is split into two arms each passing twice through an AOM. The spectroscopy arm, 
which is offset by twice the frequency of AOM2, is used to frequency-lock the laser to the 

( )2 1,3F F c¢=  =  cross-over resonance. As for the probe laser, a Doppler-free rubidium 

spectroscopy is used. This time the side-bands, necessary to deduce the error signal, are 
generated directly by rapid modulation of the current of the laser-diode via the so-called “bias-t” 
input of the laser. On the one hand, this different experimental realization considerably 
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simplifies the optical and electronic setup. On the other hand, it implies that also the beam sent 
to the atoms will have these sidebands imprinted as well. However, these sidebands neither 
affect the repumping capabilities nor do they lead to any unwanted disturbance of the system. 
The error signal from the spectroscopy is sent to a home build PID controller altering both the 
laser’s feedback grating and hence the parameters of the external, stabilizing cavity (slow lock) 
as well as the current4 of the laser diode (fast lock). The light in the other arm, which is sent to 

the actual experiment, is shifted by AOM1, making it resonant to the 2 3F F ¢=  =  

transition. Most of the light (~3mW) is used for the MOT beams (cf. Section 3.4) while a small 
fraction (~2-3 µW) is sent sideways through the cavity (cf. 3.6). An overview of the frequencies 
in the different arms along with the rubidium level scheme as reference is plotted in Figure 
3.10 b). 

3.3.3. Trapping Laser 

A third laser is of great importance for our setup, this is the dipole trap laser. It is used to create 
a standing wave dipole pattern, acting as a potential valley for the atoms by exerting an external 
force on the atom and thus permitting to trap and localize single rubidium atoms [116], [117]. 
As for the probe laser, a commercially available laser from TOPTICA (TA pro) is employed. 
While also near-resonant light, which is used to probe the atom, has been used in the past to 
capture and store atoms [49], [50], independent, detuned light allows to achieve longer storage 
times [118]. Here, we employ light resonant with the cavity and centered at 785 nm. This yields 
a red-detuning by 4 FSR (5 nm) from the atomic resonance frequency, equivalent to a frequency 

detuning of ( )dip 2 2 2.5 a trap THzp w w pD = - = . This wavelength is chosen for two reasons: 

First because its frequency is sufficiently far away from the atomic resonance and thus resulting 
in low scattering rates at a given trap-depth. This is due to a linearly decreasing force on the 

atom with increasing detuning 1 dipF µ D  whereas the atomic excitation drops quadratically 

21 dips s+ - µ D  [77]. Secondly, the wavelength of the trap should be close to the probe light. 

This ensures a good axial overlap in certain regions inside the cavity. A red-detuning by an 
even number of FSRs furthermore guarantees that the overlap is best at the cavity center. The 
depth of the potential valley is proportional to the intracavity intensity of the beam with typical 

values around 1 Bk mK⋅  (with the Boltzmann constant kB). The depth of the valley determines 

and even permits to control the atomic trajectory inside the cavity via feedback; a detailed 
discussion can be found in Chapter 5. A schematic overview of the trap laser setup is depicted 
in Figure 3.11. 

Despite of having a tapered amplifier integrated into our laser only a part of the seeding beam 
is used at the moment. The amplified branch, however, permits to introduce a side-ways trap in 

                                                 
4 The current sent to the laser diode can be altered twofold. Once through the backplane of the laser control unit, 
as it is usually done if a PID is employed and second through the “bias-t” input, as it is necessary for high-frequency 
modulation. The latter uses an internal bias-t minicircuit component to modulate the signal directly onto the laser 
diode and permits modulations even above a few tens of MHz. 
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the future [110], which requires, due to the lack of amplification by the cavity, higher powers. 
Opposite to the previously described laser system this one is not locked to a rubidium vapor 
cell. The reason is the lack of available transitions around 785 nm. Instead, an ultra-stable 
optical frequency source is used as reference. In previous experimental realizations [52] a so-
called transfer cavity has been utilized. This cavity is stabilized on the probe laser and hence 
can serve as a reference itself for a laser whose wavelength is an equal number of FSRs detuned. 

 

Figure 3.11: Optical setup of the trap laser. Currently only light from the auxiliary output of the laser is used. The amplified 
output is blocked with a beam dump. A small fraction of the light is coupled into a fiber which is connected to the wavemeter. 
The remaining light is coupled into a fiber before it is split into two arms. The smaller portion is sent to the stabilizing arm 
passing through AOM1 in double-pass configuration. The light is then coupled into one port of a fiber beam splitter. The other 
port is connected to the output of a frequency comb. The two outputs of the beam splitter feed a power meter and a high-speed 
photodiode. The second arm (on the top) consists of AOM2, controlling the trap beam’s frequency and intensity and is then 
coupled into a fiber sending it to the actual experiment. A legend of the symbols in found in Appendix 10.8. 

Here we decided to use the new technique of optical frequency combs [119] as optical 
frequency reference. An optical frequency comb is an optical spectrum which consists of 
equidistant lines in frequency space, called teeth, and thus can be used as an optical ruler. The 
optical frequency comb in our group generates teeth5 at 

 , , ,2 40 250comb n comb off comb repn MHz n MHzn n n= ⋅ + ⋅ =- + ⋅  . (3.8) 

Here, ,comb offn  is the frequency-offset and ,comb repn  the repetition rate of the comb, which is 

equivalent to the spacing of the teeth. The part of the light from the trap laser used for the 
locking passes through AOM1 in double pass configuration shifting the beam by 2 243.5 .MHz⋅
Afterwards this beam is coupled into a fiber beam splitter. At the other end of the fiber beam 
splitter the optical frequency comb is connected, resulting in an overlap of the two beams. One 

                                                 
5 The sign of the offset beat comb,off has been verified by an internal measurement in the Rempe group in 2009. 
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of the outputs of the beam splitter is connected to a power meter, which is used to balance the 
power of the two beams, while one beam is blocked at each time. The other output is connected 
to a high-speed, ac-coupled photodiode (MenloSystems FPD510). The detection process by the 
photodiode results in a mixing of the two beams yielding a spectrum of the difference 
frequencies of the two beams. A low-pass filtering at 80 MHz ensures that only one frequency 
component in the RF regime remains. This frequency is directly proportional to the frequency 
offset of the trap laser to the closest comb tooth and hence permits a stabilization of the laser 
[120]–[122]. A zero-crossing counter is implemented to create an error-signal, which is directly 
passed to a FALC (Fast Analog Linewidth Control) PID from Toptica in the laser-rack [81]. 
However, this basic locking scheme as well as the beat-frequency detection was significantly 
improved during the course of this thesis, as it will be described in Section 3.7 and 4.6. The 
coarse tuning of the laser frequency is achieved by a wavemeter from HighFinesse (model: 
WS/6), which features a resolution comparable to the spacing of the teeth and hence permits to 
select the correct frequency tooth. For this purpose, a fraction of the laser light is extracted by 
a PBS. The light that is used in the experiment passes through AOM2 in double pass 
configuration permitting to adjust its frequency and intensity before it is guided to the cavity in 
an optical fiber. 

3.4. Magneto-optical Trap (MOT) with Atomic Fountain 

In order to produce an ultra-cold cloud of rubidium atoms a magneto-optical trap is employed 
[123]–[127]. It combines laser cooling with magneto-optical trapping of atoms. It uses an 
arrangement of laser beams and magnetic fields to confine and slow down neutral atoms from 
a rubidium background vapor. The three-dimensional laser cooling is achieved by illuminating 
the cloud of atoms with three pairs of orthogonal laser beams. Each pair consists of two counter-
propagating laser beams. The laser light is slightly red-detuned – in our case 16 MHz – to the 

1 2 3 25 3 5 4S F P F ¢=  =  transition. Atoms which are moving against the propagation 

direction of any of the laser beams (i.e. towards the source of the laser beams) will see a blue-
shifted light field. This additional blue-shift moves the light closer to the atomic resonance 
frequency, the atom thus absorbs more likely a counter-propagating photon, resulting in a 
friction force, which is slowing down the atom. This mechanism so far only creates a velocity 
dependent force on the atoms which slows them down. In order to achieve an actual 
confinement of the atoms, a position dependent force needs to be exerted, in addition. This is 
achieved by adding a constant magnetic field gradient, which amount to zero in the center of 
the MOT, as it is realized by magnetic coils in Anti-Helmholtz configuration. The magnetic 
field now induces a Zeeman splitting of the atomic levels, which increases with the radial 
distance to the center of the MOT. This shifts the atomic resonance closer to the laser beam, 
increasing the probability to absorb a photon and pushing the atom towards the center. In order 
to only increase the probability of one of the two counter-propagating laser beams to be 

absorbed, the selection rules require the use of ,s s+ -  polarized light. The opposite k-vectors 

of the counter-propagating light beams in combination with the opposite sign of the magnetic 
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field due to the Anti-Helmholtz configuration require the correct and pairwise opposite choice 

of the ,s s+ -  polarization for each pair of light beams. As discussed in [128], [129] 

temperatures below the Doppler limit ,dlT  which is determined by the spontaneous emission 

rate of the excited atoms [130] and which is given by 

 dl BT kg=  (3.9) 

can be reached. For 85Rb this limit amount to 146 µK for the employed transition. 

In our system the MOT is located underneath the science chamber, which holds the high-finesse 
optical cavity as it will be described in the next section. The “transport” of the atoms is achieved 
by a ballistic flight of the atoms, called atomic fountain [45]. Compared to deterministic loading 
schemes, which feature a transverse optical dipole trap, this scheme does not require a 
transverse optical access and is hence also applicable to shorter cavity lengths. Our MOT is 
aligned in such a way that each of the three orthogonal pairs consist of an upper and lower MOT 
beam. In order to accelerate the atoms upwards, a net force needs to be exerted. This is achieved 
by detuning the upper to the lower MOT beams, which thus requires a separate control, as it 
will be described in Section 3.8.2. The three upper and lower MOT beams are derived from a 
single laser beam each. The distribution of the laser beams is achieved by two customized fiber 
port clusters from Schäfter-Kirchhof [81]. Each one splits the incoming light equally among 
three polarization maintaining fibers. A built-in photodiode permits to stabilize the beams’ 
intensity. In addition, the fiber port cluster for the upper MOT beams features a second input 
which enables to overlap a weak repumper beam with the MOT beams. Besides a reduction in 
size and complexity the use of a fiber port cluster substantially enhances the robustness of the 
setup, as the risk of misalignment is minimized by employing fiber coupled MOT beams. 

3.5. Vacuum Chamber 

Experiments studying the properties of single atoms require an ultra-high vacuum on the order 

of a few 1010 mbar-  in order to avoid scattering with the background gas. The vacuum chamber 

employed is based on a customized design and specifically tailored to the needs of our 
experiment setup. A sketch is depicted in Figure 3.12. In addition, a cut through the apparatus 
is provided in Figure 3.13. The vacuum chamber is divided into two main parts. In the lower 
part a cold cloud of rubidium atoms is formed which is then transferred via an atomic fountain 
to the upper chamber where they can interact with the field of the high-finesse cavity. Both 
chambers are connected via a small tube with a diameter of 15 mm and each one is evacuated 
by a separate ion-getter pump. The two pumps are oriented in a way that the magnetic-field 
gradients at the position of the atom are minimized. All vacuum components are made of non-
magnetic VA4 steel (material number 1.4404). The viewports are broadband anti-reflection 
coated and have a non-magnetic seal. 
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The backing out of the 
vacuum chamber was 
accomplished in three steps. 
First, the bare chambers with 
blind-flanges installed were 
baked for a week at 350°C. 
This was done separately for 
the upper and lower 
chamber. After installing the 
actual viewports another 
baking run was performed 
for a week. As a last step the 
dispensers and the high-
finesse cavity with its 
vibration isolation system 
was installed and the two 
chambers were connected. 
After two weeks of baking 
with 140°C a pressure of 

91 10 mbar-⋅  was achieved, 

which further decreased to 
103 10 mbar-⋅  after flashing 

the titan-sublimation pump 
connected to the upper 
chamber. In the following, 
we will have a closer look on 
each of the two chambers. 

 

3.5.1. Lower Chamber 

The lower chamber holds the MOT system and is used to prepare the atoms before they are 
launched to the upper chamber. It has the shape of a cube with the eight corners being cut away. 
All sides are equipped with CF-40 flanges which have viewports installed. They are used to 
focus the six pairwise counter-propagating, perpendicular laser beams through the center of the 
chamber by means of fiber couplers directly attached to the cube. The eight corners have CF-
16 flanges installed. The corner facing upward is used to connect the chamber to the upper 
chamber. Another corner-flange is used to connect the pump, two flanges have rubidium 
dispensers installed and four are equipped with viewports. They are used to install an optical 
CCD camera to observe the formation of the MOT. Furthermore, two magnetic coils in Anti-
Helmholtz configuration are mounted from the outside in such a way that they enclose one pair 

Figure 3.12: Sketch of the experimental apparatus. A complete view of the vacuum 
system, including the upper and lower chamber as well as pumps and gauges is
depicted. The lower chamber features the MOT cube with fiber couplers visible (dark 
grey) on the outside as well as the magnetic coils (brown color). 
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of the fiber couplers. The pressure requirements are less strict than in the upper chamber, so 

that an 8l s  ion-getter pump (Varian) is sufficient to keep the vacuum below 91 10 mbar-⋅  even 

when the rubidium dispensers are turned on temporarily to generate a background gas of 
rubidium atoms needed for the MOT.  

 

Figure 3.13: Cross-section of the vacuum chamber. Vacuum pumps, pressure sensors, viewports, flanges and screws are 
omitted for clarity. A cloud of cold atoms is prepared in the lower MOT chamber. The atoms are accelerated upwards through 
a hollow channel ranging to the science chamber, where they are captured inside the cavity. The cavity length is adjusted 
macroscopically by means of an inchworm motor. A three-stage system isolates the cavity from external vibrations. 

 

3.5.2. Upper Chamber 

The upper chamber holds the high-finesse cavity. Here, a 55l s  ion-getter pump (Mecca) is 

used to maintain the ultra-high vacuum. The chamber has the form of an octagon. Four side-
facets are equipped with viewports, two on the cavity axis and two perpendicular to the axis. 
Another one of the side-facets is used to maintain the vacuum. It holds the ion-getter pump as 
well as a pressure gauge. Furthermore, a titan sublimation pump is installed which can be 
temporarily flashed to further reduce the pressure. Another side facet has a valve installed 
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permitting the connection to an external pump as it was used during the initial setup. The two 
remaining facets have feed-throughs installed, used to connect the inch-worm motor and the 
piezo, respectively. The vacuum chamber is held by 4 feet. They are mechanically isolated to 
the optical table via rubber discs. Initially, it was planned to have an optical breadboard directly 
attached to the upper chamber, however this introduced significant vibrations, so that the 
breadboard used for the excitation and detection is now mounted fully independently to the 
vacuum chamber. 

3.5.3. Vibration Isolation 

The cavity in the present setup is very sensitive to any mechanical vibration or acoustic noise. 
Vibrations of the mirrors of less than one picometer are already sufficient to change the 
resonance frequency of the high-finesse cavity. Thus, this substantially disturbs the resonant 
light field as well as the result of the experimental measurement. Hence, it is mandatory to 
efficiently decouple the cavity from any noise source. Since the high-finesse optical resonator 
is embedded in vacuum, acoustic noise cannot be transferred directly to the cavity, causing a 
need for good mechanical noise isolation. Besides the usual, external damping provided by 
floating optical tables, our system features an additional three stage vibration isolation system, 
which is embedded directly in the vacuum chamber and is depicted in Figure 3.14. Each stage 
is fabricated as a massive copper cylinder with weights between one and two kilograms. The 
copper is galvanically gold plated to avoid oxidation, which would increase outgassing. The 

Figure 3.14: Schematic drawing of the vibration isolation system. The system consists of three layers of copper discs. The
layers are connected to the respective adjacent ones via metal springs. Kalrez tubes are added in addition to damp the remanent
oscillatory behavior. The lowest layer sits on the vacuum chamber and is solely connected by the Kalrez tubes. The cavity
holder along with the inch worm motor is mounted in the open-space on the upper layer. 
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first stage sits directly on three elastic tubes made of Kalrez6 connecting it to the main vacuum 
chamber. The other two stages are supported by metal springs in addition to the elastic tubes. 
This reduces the mechanical vibration frequency of the cavity from 50-100 Hz in the elastic-
tubes-only case to 10 Hz and provides damping due to the Kalrez. A detailed analysis can be 
found elsewhere [131]. 

3.6. Excitation and Detection 

In the previous section the main building blocks of the setup were introduced. Here we will 
focus on how they are merged. It will be shown how the different laser beams are brought to 
the cavity and how the detection works. All the optical components needed are mounted on a 
breadboard surrounding the vacuum chamber at the level of the optical cavity. A detailed sketch 
of this excitation and detection system can be found in Figure 3.15. Both, the probe beam as 
well as the trap beam, need to be coupled into the cavity. Since the probe power required is very 
weak, a 99/1 beam-splitter is used to overlap the two beams leaving the intensity of the trap 
almost unchanged while the probe beam is substantially attenuated. Before they are overlapped 
each beam is intensity-stabilized separately by sending a small portion of the light to a 
photodiode. A PID controller then adjusts the RF amplitude of the respective AOM-driver to 
compensate for any drifts. After the stabilization, an additional set of neutral density filters7 
(ND) is used to attenuate the probe beam, bringing it to the single-photon level. A quarter 
waveplate changes the polarization from linear to circular, which is needed to drive the closed 
cycling transition. Moreover, the dipole trap beam features an electro-optic phase-modulator 
(EOPM) generating sidebands at 15 MHz. These sidebands are necessary for the Pound-Drever-
Hall lock of the cavity. The error-signal for the lock is derived from the light back-reflected by 
the high-finesse cavity. Because this back-reflected light passed the quarter waveplate twice, it 
can be easily extracted by a PBS and sent to an avalanche photo-detector. An electro-optic 
amplitude-modulator (EOAM) permits to keep the intensity level at the detector reasonably 
stable even when the initial dipole trap intensity varies significantly. The concept of the cavity-
lock will be explained in Section 3.7 and 4.6. The actual incoupling into the cavity is very 
crucial and requires mode matching of the beams in direction, size and divergence with the 
cavity. Hence, an adjustable beam expander system with a 50 cmf =  lens is used. 

A small fraction of the repump light (typically a few µW) is coupled from the side through the 
cavity. It serves as repumper for the atoms in the intracavity dipole trap. The light is aligned 
perpendicular to the cavity axis and focused between the mirrors via a lens. A concave mirror 
retroreflects the beam on the other side of the cavity and sends it back to the fiber coupler. A 
quarter waveplate before the mirror rotates the linear polarization by 90 degree, forming a 

                                                 
6 Kalrez was chosen due to its better out-gasing properties than the most commonly used ultra-high-vacuum 
elastometer Viton. 
7 Depending on the desired experiment a single or a combination of two ND filters is used. Via heterodyne 
detection their attenuation rates have been measured: OD4 intensity attenuation: ~1/490; OD2 intensity 
attenuation: ~1/19.3; combined intensity attenuation ~1/9460 
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standing wave pattern in polarization not in intensity, called “lin-perp-lin” configuration. 
Clipping of the beam on the cavity mirrors needs to be avoided as it contributes to stray light 
on the sensitive photodiodes used in the detection. It is minimized by measuring the power of 
the repumper after its first and second passage through the cavity. 

On the detection side, the probe and the trap beam are separated from each other by a narrow-
band laser line filter by Semrock (LL01-780-12.5), which has a transmission rate for the probe 

A

λ/4

λ/
2

λ/
2

λ/
2

λ/
4

S
in

g
le

P
h

o
to

n
C

o
u

n
tin

g
M

o
d

u
le

np

np np

λ/
2

λ/
4

λ/2

λ/
2

S
in

g
le

P
h

o
to

n
C

o
u

n
tin

g
M

o
d

u
le

S
in

g
le

P
h

o
to

n
C

o
u

n
tin

g
M

o
d

u
le

S
in

g
le

P
h

o
to

n
C

o
u

n
tin

g
M

o
d

u
le

Pr
ob

e

Re
pu

m
pe

r

Tr
ap

EOPM

EOAM

removable

IF780
IF780

Pinhole

PM

BS

BSBS

BS
T=99%

POL

POL

POL

POLLocal
Oscillator

ND

PBS

PBS PBS

N
PB

S
N

PB
S

N
PB

S
Heterodyne Detection

APD

PDPD

Figure 3.15: Optical setup used for excitation and detection around the high-finesse optical cavity. On the left side the two 
beams which are coupled into the cavity are depicted. These are the trap beam at 785 nm and the probe beam at 780 nm. The 
polarization of both beams is adjusted via a half waveplate and a polarizer. A part of the light of each beam is used to intensity-
stabilize it and sent to a photodiode (PD) via a beam splitter (BS). Lenses along the beam path permit to match the modes of 
the beam to the mode of the cavity. Both beams are overlapped at a 99/1 beam splitter, which leaves the intensity of the trap
beam almost unchanged. An additional set of neutral density filters (ND) are used to attenuate the probe beam, bringing it to
the single-photon level. Afterwards, a quarter waveplate changes the polarization of both beams to circular. Before the beams
are overlapped, sidebands at 15 MHz are modulated onto the trap beam via an electro-optic phase-modulator (EOPM). The 
sidebands are used to generate an error signal for monitoring the cavity length as the trap beam is reflected from the cavity.
This signal is sent via a PBS to an avalanche photodiode (APD). An electro-optic amplitude-modulator (EOAM) permits to 
compensate for changes in the amplitude. The light which is transmitted through the cavity is spectrally separated by an
interference filter at 780nm (IF780). It reflects everything but the probe beam. This way the trap beam is sent to a
photomultiplier tube (PM). A removable mirror permits to choose whether the remaining probe beam is either sent to the
heterodyne detection or to the single photon counting modules (SPCMs). The heterodyne detection (yellow background) will
be explained later (cf. Chapter 5.6). To remove any residual light, the beam sent to the SPCMs is filtered by a second
interference filter at 780nm (IF780). The beam is focused through a pinhole to clean the mode before the signal is equally 
distributed by passing through a pair of non-polarizing beam-cubes (NPBS) among the four SPCMs. Perpendicular to the 
cavity axis the repump beam is sent to the cavity. A lens focuses the beam to the cavity center and a concave mirror on the
other side retroreflects the beam. A legend of the symbols in found in Appendix 10.8. 
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beam of det, 0.95filterT = . A photo multiplier detects the intensity of the trap beam, which is only 

used as a reference. The detection of the probe beam is done either by an array of single-photon 
counting modules (SPCM) or by a heterodyne setup. The latter system requires an additional 
local oscillator and will be explained in detail in Chapter 5.6. Four SPCMs from PerkinElmer® 
(now Excelitas Technologies) AQR-14 are employed. They offer a detection efficiency of about 

det 0.55h =  and have typical dark-count rates of below 100 counts per second. Reminiscent 

light from the trap beam is filtered by a second laser line filter (Semrock LL01-780-12.5) before 
it is directed to the SPCMs. In addition, a pinhole is employed to clean the mode. The light is 
distributed equally by passing through a set of non-polarizing beam-cubes onto the four 
detectors. In total the detection efficiency for the SPCM setup is given by 

2
det det, 0.5SPCM filterTh h= ⋅ = . The four SPCMs permit to record correlations in the photon stream 

up to forth order. The data is recorded and processed by a specially designed field-
programmable gate array as it is described in detail in Section 4.4. 

3.7. Cavity Lock 

Building a stable cavity poses one of the key challenges in the current setup. Besides a good 
passive, mechanical vibration isolation, an active stabilization is needed. This permits to reduce 
fluctuations of the cavity length well below one picometre to around some hundred 
femtometers, which is equivalent to 1/500th of the rubidium atom’s diameter! 

In a conventional locking scheme as it is employed in cavity QED systems, the high-finesse 
cavity is stabilized to the laser by employing the Pound-Drever-Hall technique [115]. The 
stabilization laser itself is then usually stabilized with respect to a narrow linewidth transfer 
cavity [101] as it has been done in the forerunner experiment. However, since this transfer 
cavity also needs to be stabilized, the complexity can grow substantially. This problem can be 
overcome by locking the laser to another high-precision, stable frequency reference. In our 
group frequency combs are now-a-days employed as a reference [120], [121]. In the beginning 
a locking scheme of this type, i.e. high-finesse cavity locked to the stabilization laser locked to 
the frequency comb, has also been used with this setup [81]. Despite of having a very stable 
reference, this locking scheme is not able to improve the quality of the cavity lock whose 
bottleneck is the finite bandwidth of the piezo tube, which is responsible to fine-tune the cavity 
length. Its maximum actuation frequency has been measured to be below 10kHz [132]. This 
bandwidth limitation prevents the piezo from compensating high frequency fluctuation of the 
stabilizing laser and thus leads to fluctuations of its intracavity power. In our case the 
stabilization laser is also used as dipole trap which in turn causes fluctuations of the ac-Stark 
shift as well as parametric heating of the captured atoms [133]. This can be solved by slightly 
modifying the locking chain as depicted in Figure 3.16. Now the stabilization laser is locked to 
the high-finesse cavity, which in turn is stabilized to the frequency-beat of the stabilization laser 
with the frequency comb. 
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Figure 3.16: Overview of the locking scheme employed in the experimental setup. The stabilizing laser is frequency locked 
onto the cavity by employing the Pound-Drever-Hall technique. The length of the cavity itself is controlled by an error signal 
derived from the beat frequency of the stabilizing laser and the frequency comb, which serves as a reference. 

Drifts in the cavity length are accurately detected by a PDH-locking scheme. The dipole trap 
light also serves as stabilization light. As it has been shown in Figure 3.15, an EOPM generates 
sidebands by means of a local oscillator at 15 MHz on the light which is sent to the cavity. An 
avalanche photodiode detects the back-reflected light from the cavity. The sidebands are 
demodulated by using the same local oscillator and are used to derive an error-signal [115]. 
This error-signal is directly passed to the FALC controller of the trap laser. The bandwidth of 
this lock is around 1 MHz enabling the laser to accurately follow the cavity length and hence 
guaranteeing low fluctuations of the intracavity dipole trap intensity. The length of the cavity 
on the other hand is stabilized by analyzing the beat frequency of the trap laser with the 
frequency comb. This beat-detection is done by an FPGA and will be described in detail in 
Section 4.6. Whereas the stability of the cavity significantly benefits from this locking scheme 
it also poses the disadvantage that the failing of one lock will necessarily unlatch the other. 

3.8. Experimental Sequence 

In this chapter the experimental sequence will be explained. The hardware aspects will be 
discussed subsequently in the following chapter. Every experimental run consists of five major 
steps and is consecutively repeated. Before a scan is started, a database entry is written 
containing all parameters and which is linked to the file recorded by the SPCMs or the 
heterodyne measurement. 

3.8.1. Preparation & Magneto-Optical Trap (MOT) 

In the beginning, a current of 3 A is sent for one to two seconds through the rubidium 
dispensers. They are aligned in such a way that atoms are predominantly emitted towards the 
center of the MOT, where it creates a well localized background pressure of rubidium atoms. 
At the same time, a current of 4A flows through the magnetic field coils at the lower vacuum 
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chamber, which creates a magnetic field gradient of 10 G/cm. The upper and lower MOT 

beams, which are both red-detuned by 16 MHz from the 1 2 3 25 3 5 4S F P F ¢=  =  85Rb 

resonance are turned on. Each of the six MOT beams has a power of 10 mW. In addition, a 

weak repump beam of 3 mW, which is on resonance with the 1 2 3 25 2 5 3S F P F ¢=  =  

transition is switched on. Together this activates the MOT. In the meantime, the probe beam is 
brought on resonance with the high-finesse cavity and the trap beam is adjusted to a low light 
level, which only forms a weak intracavity potential valley for the atoms while still being 
sufficiently intense to provide a good signal for the laser-cavity lock. 

3.8.2. Molasses & Atomic Fountain 

After loading the MOT for 2 seconds, the detuning of the upper and lower MOT beams is 
increased to 42 MHz (red detuning) within 50 ms while also lowering their power to 1 mW per 
beam. The magnetic coils are turned off forming an optical molasses. After 3 ms of additional 

molasses cooling, a temperature of about 4 K is achieved [81]. Afterwards, the cloud of cold 

atoms is accelerated upwards. This is accomplished by detuning only the upper MOT beams by 
3 MHz8 (red detuning) from the lower ones within 5 ms. During this step the intensity of the 
MOT beams is increased to 3 mW. The cloud of atoms now performs a 23 cm long ballistic 
flight with the turning point at the center of the cavity. During the time of flight the MOT beams 
are turned off and the probe power is increased to be more sensitive to the passage of atoms. 

3.8.3. Catching the Atom 

As the probe beam is on resonance with the empty cavity resonance, a drop in its transmission 
heralds the presence of an atom inside the cavity. The intracavity dipole trap is immediately 
switched to a high value, confining the atom. The probe power is reduced in order to avoid 
excessive heating. A detailed description can be found elsewhere [77]. Some experiments are 
measured with passing atoms. In this case, this step as well as the following, will not be 
executed. In addition, frequencies of the probe beam away from the empty cavity resonance are 
chosen in some cases. 

3.8.4. Experimental Data-Acquisition 

Now the actual experiment starts. The data-acquisition is activated, which is either the photon 
counting measurement or the heterodyne detection. While the data-acquisition takes place, the 
frequency as well as the intensity of the probe beam – among others – can be altered as it is 
done e.g. for switching measurements (see Section 6.7). Additionally, the intensity of the 
trapping laser can either be controlled manually or by a feedback-routine (see Sections 4.4.2, 
5.5 or 6.6). In general, this step is executed until the atom is lost. 

                                                 
8 The actual detuning depends on the experimental goal. A high detuning results in higher acceleration of the 
atoms, causing them to pass through the cavity. 



Experimental Setup  3.9 Experimental Control  

 

48 

3.8.5. Cleaning-Up 

At the end of each scan, all parameters are restored to their initial values. Values which change 
from run to run are updated and the sequence starts all-over. 

3.9. Experimental Control 

To conclude the section on the experimental setup, a quick overview of the hardware system 
controlling the experiment will be given (see Figure 3.17). In principle, the whole system can 
be sub-divided into a control section and a data-acquisition section. The heart of the control 
section is a LabVIEW (short for Laboratory Virtual Instrumentation Engineering Workbench) 
program running our experimental sequence (cf. Section 3.8). It accesses an ADwin-Pro II box 
which is used to interface with the experiment via digital and analog outputs. In addition, radio 
frequencies are generated by a custom-made, FPGA-based Direct-Digital-Synthesis (DDS) box 
[134] as well as four Rohde&Schwarz signal generators. The set-points of all values are stored 
in a PostgreSQL (Structured Query Language) database. Synchronization of parameters as well 
as hand-shaking is achieved by an interface to a LabVIEW real-time system. The cavity-lock 
has been implemented to a FlexRIO FPGA (see Section 4.6), which is installed into a 
PXIexpress-rack (PCI eXtensions for Instrumentation). PXI systems are based on regular 
computer but offer improvements for laboratory usage. This computer also monitors the 
frequencies of a second, microcontroller-based DDS box. The generated frequencies are fixed 
and also written into the database. A second PXI-chassis holds the acquisition system. Its main 
component is a National Instruments controller (NI PXIe-8133). The data is recorded by two 
separate FPGAs (see Chapter 4). One is used for photon counting and features a four channel 
time digitizer with 1 ns resolution (see Section 4.4) while the other one is designed for 
heterodyne measurements (see Section 4.5). Furthermore, a third FPGA monitors the intensity 
level of the transmitted trap beam in time and frequency space (see Section 4.7). The actual 
data is stored on a 12 terabyte large RAID array (NI HDD-8265), which is indexed by the 
database. Hand-shaking and synchronization are assured by the real-time system. In order to 
evaluate the data, access to the raid-array as well as to the database is necessary. 
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Figure 3.17: Overview of the experimental control system. Three main components are used to control and interface with the 
experiment: A standard PC, which is running the main control program, as well as two PXI-Racks, which both possess an 
internal controller. All of these components send their parameters in the beginning of each run to a PostgreSQL server, which 
in turn saves it into an SQL database. A LabVIEW Real-Time System is responsible to share data among the different 
components and to synchronize them. The PC running the main control program directly communicates with an ADwin-ProII 
box which is responsible for setting the major experimental parameters via digital and analog outputs. An FPGA based DDS-
Box [134] as well as four Rohde & Schwarz signal generators are attached as well. They provide radio frequencies (RF) to the 
setup. The first PXIexpress rack with an internal controller running Microsoft Windows features a FlexRIO FPGA stabilizing 
the cavity length (see Section 4.6) via analog in- and outputs as well as a microcontroller-based (µC) DDS-Box providing 
additional radio frequency to the setup (RF). The experimental raw-data is stored by the data acquisition system which 
constitutes of the second PXIexpress rack. This system, in addition, has an external RAID-Array connected, permitting to 
quickly save large amounts of data in real-time. The data is gathered by three FlexRIO FPGAs. They are mainly responsible to 
collect and evaluate the data of the SPCMs (see Section 4.4), to save and interpret the heterodyne data (see Section 4.5) as well 
as to monitor different power levels and frequencies in the setup (see Section 4.7). The data evaluation is done by combining 
the data stored in the RAID-array with the respective parameters stored in the SQL database. 
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4. Field Programmable Gate Arrays (FPGAs) 

The control of experiments dealing with single atoms requires fast electronics, which are able 
to react within typical timescales of a microsecond or even less. In the forerunner experiment 
specialized microprocessors running on a real-time operating system (OS) have been employed 
to fulfill these demands. However, in the past years a new generation of integrated circuits (ICs) 
gained more and more popularity. These devices are called Field Programmable Gate Arrays 
(FPGAs) and are designed to be (re)configured after manufacturing; once they are programmed 
with a custom hardware design they are highly specialized. This, in conjunction with their 
inherent parallelism – meaning that unlike, e.g. in a central processing unit (CPU), all 
instructions are executed in parallel – allows for fast and deterministic timing during execution 
and hence render them a universal and omni-potential tool in science and industry. Table 4.1 
summarizes the main aspects when it comes to choosing a processing unit. 

Device 
 

Aspect 

CPU 
central processing 
unit 
(e.g. Intel Core i7) 

GPU 
graphics 
processing unit 
(e.g. NVIDIA Tesla) 

FPGA 
field programmable 
gate array 
(e.g. Xilinx Virtex-5) 

Computational 
Performance 


   

Parallel Execution   

General Purpose   

Deterministic Timing   

Low Complexity of Code   

Turn-around-time   

Cost   

Best suited application General 
purpose 

Complex data 
evaluation 

Fast and deter‐
ministic control 

Table 4.1: Rating of different devices with respect to various aspects under consideration. The applicability is rated from 

favorable  (green) over neutral (grey) to disadvantageous  (red). 

Three different categories of devices are listed. Besides FPGAs these include the well-known 
Central Processing Units (CPU). They are capable of executing very rapidly a fixed set of 
instructions as specified by the program which is currently executed. They are suited for all 
types of applications but lack both, the capability for parallel execution as well as deterministic 
timing. The high demands posed by computer graphics led to the development of Graphics 
Processing Units (GPUs). They are targeted to efficiently perform matrix and vector operations 
facilitated by their internal parallel architecture. In recent years also science discovered their 
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vast performance and today they are commonly used in scientific computation. The evaluation 
of the heterodyne-data (cf. Chapter 5.6) in this thesis was also entirely performed by GPUs as 
this reduces the computational time by more than a factor of 25. The high amount of tasks which 
are executed in parallel is accompanied by an increased complexity during the programming 
phase. As it is the case for CPUs, GPUs also do not offer deterministic timing during execution 
which remains the home turf of FPGAs. 

In total FPGAs are ideally suited for the fast control of complex systems, which is mainly 
attributable to their deterministic timing and parallel execution of “code”, rendering them 
highly reliable. When programmed for a special task their computational performance can 
compete with GPUs and significantly surpasses the one of CPUs. However, these advantages 
are realized at the expense of a high complexity of the code and long compilation and debug 
times. The special architecture of FPGAs even sets an upper limit to the size of the “program-
code” and thus prevents complex projects to be solely realized in FPGAs9. 

4.1. Deployment of FPGAs in the Lab 

Experimental setups similar to the one studied in this thesis are facing three major challenges 
when it comes to building the electronic control system. First of all, the very specific control 
environment, which is required by the setup, poses the need for highly specialized devices, 
which are tailored to the respective task. Secondly, most of the control algorithms are running 
in real-time and hence require fast processing of the signal. In order not to affect the 
experimental system, the delay between receiving an input signal and returning an output needs 
to be lower than the respective timescale, which is usually in microsecond range. Thirdly, the 
multitude of tasks which is usually solved by dedicated, specialized electronic devices along 
with their interdependency, significantly increases the complexity of cables and interconnects. 
A picture of some of the control electronics of the forerunner system are shown in Figure 4.1. 
Many of these controls are now integrated into a single FPGA as depicted in Figure 4.2. The 
complexity of cabling is a typical example for non-FPGA control electronics. FPGAs are an 
ideal tool to overcome the above-mentioned challenges. They can be tailored to a very specific 
application, their processing power is unparalleled and execution is fully deterministic in time. 
The customization in addition permits to integrate multiple devices into one chip and hence 
reduces the need for physical cabling. 

 

                                                 
9 To overcome the limitations of FPGAs, it is quite common to use a small fraction of the available FPGA area to 
include a RISC microprocessor (Reduced Instruction Set Computer) making them an omnipotent tool. Xilinx new 
Zynq family even possesses a fixed Cortex-A9-processor. 
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Figure 4.1: Typical cabling in experimental control systems. Cascaded specialized devices are employed to achieve the desired 
operation; this significantly increases the number of required cables.  

 

Figure 4.2: Integration of FPGAs into experimental setup. The possibility to code hardware functions directly into an FPGA 
reduces number of devices and required interconnects. The FPGAs in the PXI-express rack are shown on the left side. Cables 
lead to breakout boxes where the individual signals are picked up. 

 

4.2. FPGAs under the Hood 

As already mentioned, FPGAs were introduced to fulfill the demand of time-critical operations 
in the setup. In this paragraph we will have a quick look in what these devices are made of. The 
basic architectural design of an FPGA is depicted in Figure 4.3 a). It can be divided into four 
basic building blocks. The communication with the “outside world” is accomplished by the 
input and output pads. They convert incoming signals to voltage requirements of the FPGA, so 
that they can be routed through the FPGA. In addition, by buffering the signal, they also 
safeguard the FPGA from external voltage peaks. These pads on the other hand can also be 
configured to buffer the outgoing signals to match the specific voltage and impedance. 
Programmable logic blocks are the key component and perform the actual computation. 
Routing channels connect the logic blocks among each other as well as with the surrounding 
I/O pads. Programmable interconnects act as a switching-matrix (cf. Figure 4.3 b)) and permit 
to steer the signal to desired part of the FPGA. 
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Figure 4.3: Overview of the architectural design of an FPGA. a) General, simplified overview of the most important structural 
elements of an FPGA. The actual logic is stored in the logic blocks. They are connected via routing channels, which are 
interconnected in the programmable interconnects. In- and output pads enable the communication of the FPGA with external 
signals. b) The programmable interconnects are responsible for distributing the signal by connecting different routing channels. 
c) Schematic, simple overview of a programmable logic block. The 4-bit LUT outputs a signal which is passed to a flip-flop, 
to make it stable during the clock cycle. A multiplexer (MUX) in the end determines whether the synchronous signal from the 
flip-flop or the asynchronous signal from the LUT is directly output. 

The logic blocks themselves consist – in a very basic scheme – of a look-up table (LUT), a so-
called gated D-latch10 (flip-flop) and a multiplexer (MUX) (cf. Figure 4.3 c)). Every clock-
cycle the LUT outputs, based on its four input bits, a single bit which is passed to a flip-flop 
gated by the same clock. The flip-flop can be seen as a 1-bit memory element and produces a 
so-called registered output which is synchronous to the applied clock and can be used for further 
processing in the next cycle. A multiplexer at the end also permits to output the unregistered, 
asynchronous output directly from the LUT. 

From the upper illustration the two main limitations of an FPGA become visible. As logic 
blocks are assigned to one dedicated operation in the “code”, the maximal complexity of a 
project is given by the number of available logic blocks in the FPGA. An increased number of 
logic blocks usually goes hand in hand with an increase in the physical dimensions of the chip. 
Within some limits the clock-rate of the FPGA can be chosen freely and can even vary across 
different sections of the FPGA. The maximum clock-rate for a specific section depends on the 

                                                 
10 The D-latch name refers to the fact that the flip-flop delays the data by one clock cycle. Besides the data input, 
it hence requires a synchronous clock signal. 
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required time for the signal to be routed through this part of the FPGA; here, the signal path 
with the longest delay sets the limit. The working principle of a logic block can be illustrated 
in an example which consists of a simple combination of three Boolean operators. Figure 4.4 
a) shows the function to be embedded into the FPGA. In order to do so a LUT needs to be 
created which holds the values stated in part b). In principle, a LUT is comparable to a 16-bit 
memory element. 

 

Figure 4.4: Transformation of a set of three Boolean operators to a 4-bit LUT. a) Representation of the three Boolean operators, 
which are acting on the four digital input signals to produce one digital output. b) Equivalent of the depicted Boolean operators 
in form of a look-up table (LUT). The 16 different input combinations all result in a specific output. 

Modern FPGAs have a far more complex structure and also feature additional memory and 
digital signal processing blocks. More information can be found e.g. in [135], [136]. It shall be 
mentioned that the following chapters are based on Xilinx FPGAs, which are almost exclusively 
used in our experiment. 

4.3. Intellectual Property (Programming/Coding) 

The coding of an FPGA is essentially different to writing a program which runs on a regular 
CPU. A CPU already possesses a predefined design and features a fixed set of instructions. 
Programming thus does not involve altering its “hardware”. It only loads a code called 
“Software” into the execution stack of the processor which is then executed. FPGAs, however, 
neither have fixed set of instructions nor a predefined hardware design. Coding in that respect 
means to actually develop a piece of hardware. It can hence be seen as a way of “virtually 
soldering” multiple functional blocks. The code is now referred to as “intellectual property” or 
IP in short. Creating IP can be achieved in different ways. In this thesis two different 
“programming-languages” are employed. 

a
b

y

c
d
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0 0 0 0 0 0
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2 0 0 1 0 1
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4.3.1. Very High Speed Integrated Circuit Hardware Description Language  

Very High Speed Integrated 
Circuit Hardware Description 
Language (VHDL) is a low-level 
language to program FPGAs. It 
permits to generate fast code, 
however, requires complex 
programming. It furthermore 
offers access to built-in functions, 
called primitives, like they are 
used in Section 4.4.1. It is not the 
intention to give an introduction 
to VHDL, nonetheless it is 
instructive to present a short 
code-snippet. The code presented 
in Figure 4.5 adds two numbers. 
They are provided through the 

signal lines “cPortA” and “cPortB”. In addition, a synchronous clocking signal (“clk”) and an 
asynchronous reset signal (“aReset”) are required. The clock signal determines the rate at which 
the addition-process is carried out while the reset is required during the initialization phase of 
the FPGA. The libraries which are loaded in the beginning hold the actual code in order to 
perform the addition itself. It is noteworthy to mention that all processes defined in the VHDL 
code will be executed at the same time. This necessitates special attention on the 
synchronization of processes and poses constraints on the data-exchange between them. 

4.3.2. National Instruments: LabVIEW FPGA 

A far more intuitive way of programming FPGAs is implemented by National Instruments. 
Their LabVIEW FPGA module provides an easy way of coding these devices. As an example 
the code of an edge-counter is presented in Figure 4.6. A loop, which is running at 100 MHz, 
compares the signal of a physical pin of the FPGA to its value in the previous iteration. If they 
differ, an integer-valued signal is incremented. It is noteworthy to mention that the clock rate 
of a so-called singled cycled timed loop (SCTL) is the rate at which the whole loop is executed 
– not just a single component in it. The code snippet visualizes that the dataflow programming 
structure of LabVIEW is to a certain extend analogous to the design of an FPGA and hence 
provides an easy way to build custom-made IP. Besides its intuitive layout, LabVIEW FPGA 
also handles the communication over the PCI-bus internally and ships with IP to address DDR 
(double data-rate) memory. This noticeably facilitates the communication and data-exchange 
with a host PC. Besides its high level of abstraction, LabVIEW FPGA still allows to seamlessly 
include custom-made VHDL code. This so-called component-level IP (CLIP) can be used to 

library ieee;
use ieee.std_logic_1164.all;
use ieee.numeric_std.all;

entity SimpleAdder is
port (

clk : in std_logic;
aReset : in std_logic;
cPortA : in std_logic_vector(15 downto 0);
cPortB : in std_logic_vector(15 downto 0);
cAddOut : out std_logic_vector(15 downto 0) := x"0000"

);
end SimpleAdder;

architecture rtl of SimpleAdder is
begin

process(aReset, clk) begin
if(aReset = '1') then

cAddOut <= x"0000";
elsif rising_edge(clk) then

cAddOut <= signed(cPortA) + signed(cPortB);
end if;

end process;
end rtl;

Figure 4.5: Example of a simple VHDL code. The code simply adds two
numbers, provided by the signal lines “cPortA” and “cPortB”. The clock signal 
is provided under the name “clk”. 
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implement functions coded in VHDL and 
in addition gives direct access to the pins 
of the FPGA (socketed CLIP). These 
features are mandatory for building an 
FPGA based photon counter, which is 
presented in the following section. 

When the code is executed, LabVIEW 
FPGA internally transcodes the project 
into VHDL and then launches the Xilinx 
compiler. Compilation times vary from a 
few minutes up to 8 hours11 depending on 
the complexity of the code. The long 
compilation times are an inherent 
disadvantage of programming FPGAs. 
They are caused by the hardware mapping 
process and cannot be overcome. 

4.4. Deployment 1: Signal Processing in Photon Counters 

Experiments with single atoms require working with extremely low light intensities. This 
necessitates the use of devices capable to detect single photons. These devices, called Single 
Photon Counting Modules (SPCM), are based on avalanche photodiodes and emit a digital 
electronic pulse (see Figure 4.7) whenever a single photon is detected. The high reverse-voltage 
applied to the photodiode is sufficiently high to enable a single photon to trigger the avalanche 
process making the diode conducting. Since this avalanche process does not stop automatically 
and would lead to the immediate destruction of the diode, a gating electronic needs to quickly 
interrupt this process. We use four AQR-14 fabricated by PerkinElmer®. The rising edge of the 
pulse reflects the arrival time of the photon with an accuracy of 500 ps12 [137]. After a detection 
of a photon the respective detector is blind for about 30-40 ns. 

Previous experiments used the FASTcomtec P7888 time-digitizer to record the arrival time of 
the digital pulses with 1 ns resolution. These devices, however, neither permit to perform real-
time evaluation nor are they scalable and only feature 2 inputs at the given resolution. For our 
setup we set out to build a device which features real-time processing, at least 4 channels with 
1 ns resolution, easy integration into our control system and an easy and useful visualization of 
the experimental data. We realized this ambitious goal by employing a National Instruments 
7954R FlexRIO FPGA board. In addition, a NI 6581 digital adapter module was installed. Its 
main purpose is to buffer the digital channels and by doing so, to protect the FPGA pins against 

                                                 
11 These values were achieved on an Intel Xeon W3565 with 6GB of memory running Windows 7 64bit. 
12 PerkinElmer initially stated an accuracy of < 350ps this value, however, is removed in current spec-sheets. 
Measurements [137] indicate a value of 500 ps. 

Read Digital Input XOR

Select (True/False)

Deterministic Loop
with 100MHz clock

Shift Register (Carries Value to Next Iteration)

Figure 4.6: Overview of a LabVIEW FPGA code. The loop is 
deterministically executed at a clock-rate of 100MHz. A signal
from one of the FPGA pins is read and compared to its value from
the previous execution stored via the shift register (green path). In
case the signal has changed (XOR) an integer counter is
incremented (blue path) 
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damage. Please note that despite using this adapter module, which is specified to handle data 
rates of up to 200 Mbit/s, it is still possible to detect rising edges with a resolution of one 
nanosecond as long as the count rate per channel will not exceed 100 MHz, which is assured in 
our system by the constraints imposed by the SPCMs13. In order to properly terminate the 

signal, a 50  resistance to ground needs to be connected in parallel and as close as possible to 

the buffer chip inside the digital module. A simple and accurate way to achieve this goal is 
realized by outputting a 0V signal (equivalent to ground) to the same pin which serves as SPCM 

input. Since the output signal is equally matched to a 50 impedance, this effectively serves 

as 50  termination. The FlexRIO board is installed in a PXIe-Chassis (NI PXIe-1075) which 

also holds the integrated host controller NI PXIe-8133.  

4.4.1. Deserialization 

The demanded resolution of 1 ns requires the FPGA to sample each digital channel connected 
to an SPCM at 1 GHz. This is beyond the limit of LabVIEW FPGA, whose maximum clock 
rates go up to 350 MHz in the ideal case. This functionality is hence implemented by making 
use of a custom socketed CLIP (Component-Level Intellectual Property), allowing the 
integration of VHDL code, which is able to access the input/output pins of the FPGA. The high 
sampling rate is accomplished by utilizing the built-in data deserializer capabilities of the Xilinx 
Virtex-5 devices, i.e. the “iserdes” primitive [136], [138]. 

The iserdes primitive permit to convert a high-speed input data stream into 2 to 10 synchronous 
data streams each with a data-rate down-sampled by the number of streams. All of the streams 
hence represent a different part of the original data which is offset by 1 ns with respect to 
previous part. In our case we have chosen a 1:8 deserialization. This ratio can be represented as 
a power of two and thus permits easy data-handling. The resulting data-rate of 125 MHz is, in 

                                                 
13 The SPCMs have dead times around typically 32ns; this limits the maximum count-rate to ~30MHz which is 
clearly below the 100MHz limit of the digital buffer board. In addition, such high count rates would also lead to a 
rapid aging if not immediate damage of the SPCMs. 

Figure 4.7. Pulses emitted by the utilized SPCMs upon detection of single photons. Each of the plots corresponds to the output 

signal of specific SPCM. The pulses are about 17 ns wide and feature a sharp rising edge. The output is measured into a 50 
load. Some residual overshoots are visible in the plots. They stem from a not fully impedance matched electronics of the 
SPCMs. 
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addition, also convenient for further data-processing. Figure 4.8 a) shows a simplified version 
of the iserdes primitive in 1:8 configuration. The number of output streams per primitive is 
limited to six leading to the mandatory use of a second slave iserdes primitive. Figure 4.8 b) 
illustrates how the input data is interleaved among the output streams. The iserdes primitive 
operates in double-data rate mode. This means that the input data is sampled on every rising 
and falling edge. In this mode it requires a phase-locked clock at the output frequency of 125 

MHz and at half the input frequency of 500 MHz 
(non-inverted and inverted). In order to permit the 
integration of the code into LabVIEW these clocks 
also need to run synchronously to the 40 MHz clock 
provided by LabVIEW. The pll_base primitive is 
used to internally generate clocks which are phase-
locked to this 40 MHz reference. Its VHDL instance 
is shown in Figure 4.9. 

Every rising edge of SPCM output corresponds to a 
photon click and has to be time stamped with a 
dynamic range of at least 36-bit; this is necessary to 
seamlessly record datasets of up to one minute while 
avoiding an overflow of the internal counter. The 
time-stamping is implemented by running an edge-
detection unit which is scanning each of the 8-bit 
wide “deserialized” streams distributed by the 
“iserdes” primitive every 8ns. Whenever a rising 

PLL_500_gen : PLL_BASE
generic map (

CLKFBOUT_MULT => 25,
DIVCLK_DIVIDE => 2,
CLKIN_PERIOD => 25.000,
CLKOUT0_DIVIDE => 1,
CLKOUT1_DIVIDE => 4,
CLKOUT2_DIVIDE => 1,
CLKOUT0_PHASE => 0.0,
CLKOUT1_PHASE => 0.0,
CLKOUT2_PHASE => 180.0
)

port map (
CLKFBOUT => clk_pll_fb,
CLKOUT0 => clk_fast_pll,
CLKOUT1 => clk_div_pll,
CLKOUT2 => clk_fast_pll_n,
LOCKED => pll_locked,
CLKFBIN => clk_pll_fb,
CLKIN => clk_lv_40,
RST => aResetSl
);

Figure 4.9: Overview of the pll_base primitive. It is 
used to derive from a 40 MHz clock “clkin” a 125 
MHz clock “clkout1”, a 500 MHz clock “clkout0” as
well as an inverted 500 MHz clock “clkout2”. The 
respective multiplier and divisors are given in the
upper configuration part. 
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Figure 4.8: Serial-to-Parallel conversion of the input data. a) Inside the FPGA a pair of two “iserdes” primitives is connected 
to an input pin, where it receives data at 1 Gbit/s. It outputs 8 parallel streams at 125 Mbit/s each. In order to achieve this 1:8 
deserialization, two iserdes primitives, one configured as master and the other as slave, have to be used; both are connected via 
the two shift-ports. b) Basic working principle of the iserdes primitive: The data stream “D” is split into 8 streams each holding 
data of different subsequent time intervals. Due to the synchronous nature of the 8 streams they are delayed by at least 8ns, so 
that the last serial data-bit can arrive before the parallel streams are output. Please note that there exists an additional timing 
offset [138]. 
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edge is detected, the event-flag of the respective channel is asserted. Furthermore, a 3-bit pattern 
is generated which represents where in this 8 ns interval the event occurred. This value is joined 
with a 61-bit counter running synchronously on the 125 MHz clock, yielding in total a 64-bit 
time stamp which is then – along with the event-flag – passed on to LabVIEW FPGA. Figure 
4.10 shows how this data-transfer is implemented. It is important that the loop runs on the same 
125 MHz clock as the VHDL code does. From that point on a LabVIEW “Virtual Instrument” 
(VI) is responsible for the remaining tasks. A more in-depth look in how the edge-detection 
works can be found in Appendix 10.2. 

  

Figure 4.10: Transfer of data from the custom socketed CLIP to LabVIEW. The high and low part of the time stamp are joined 
to form an unsigned 64-bit integer which is written into a FIFO whenever the time stamp flag is asserted. The process is running 
on the phase-locked 125 MHz clock. 

The time stamps of the photon clicks of each detector (in our case four) are buffered in FIFOs. 
Subsequently, they are sorted and then merged into one common data stream while preserving 
the information on which channel the event occurred. The data stream can also contain 
additional status information. A detail description of the protocol can be found in the Appendix 
10.3. Before the stream is transferred via a direct memory access (DMA) channel to the host 
PC’s memory, it is again buffered locally in the DDR2 memory of the FlexRIO board. 

4.4.2. Feedback 

The major experimental task the FPGA has to fulfill is the control of the atomic trajectory in 
real-time. This task unveils the full performance concerning determinism and computational 
power of FPGAs. A detailed description of the underlying physical principle is given in Chapter 
5 as well as in [56]–[58]. The two main features to keep in mind here are, first, that information 
about the motion of the atom is encoded in the detected photon flux, which is fed into the FPGA, 
and secondly, that the FPGA has the ability to exert a force onto the atom by means of altering 
the depth of the optical dipole trap. 

The NI FlexRIO module sorts the arrival time of the photons transmitted through our atom-
cavity system one-by-one into bins. Typical binning intervals consist of a few microseconds, 
referred to as exposure time, and are updated every 8 nanoseconds. The latter value is 
determined by phase-locking the feedback routine to the photon counting process. In a very 
simple case the variation of the scattered photon rate is evaluated by comparing the current bin 
to the preceding one, which are typically one exposure time apart in time; the delay is realized 
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by using FIFOs (first in first out)14. In our case, a decreasing flux of photons indicates that the 
atom is moving towards the center of the cavity, whereas an increase indicates that the atom is 
moving outwards. If this passes a certain threshold, it triggers a switching of the dipole trap 
between its high and low value. This very basic strategy already results in a significant increase 
in storage time [58] and permits further improvements by its extension to more complex 
algorithm. They will be described in Section 5.5.3 and unleash the full power of FPGA 
computing. They furthermore make use of an additional digital-to-analog converter, which 
permits to output analog signals at data-rates of up to 200MS/s. 

4.4.3. Monitoring 

Whenever it comes to adjusting the system and optimizing its performance, it is helpful to have 
good visual aids; this includes e.g. a graphical representation of the number of recorded photon 
clicks per channel or a visualization of the feedback algorithm. This is why the FPGA 
responsible for the photon counting features two 3-bit color VGA-outputs (video graphics 
array) as well as a digital-to-analog converter (DAC). The VGA screens permit to observe an 
arbitrary binning of the photon clicks and provides information about where an atom has been 
detected, which part of the data has been stored as well as feedback-information. The VGA-
output requires 5 digital output channels from the FPGA15. The graphics engine has been coded 
in LabVIEW. 

The digital-to-analog conversion is done by connecting an AD9744 chip (Analog Device) to 
the FPGA. It requires 15 digital outputs. The VHDL code controlling the device is interfaced 
with LabVIEW and permits to directly output the desired value. The DAC is either used to 
monitor the intensity of the transmitted light on an oscilloscope or to control the intensity of the 
dipole trap for specific feedback algorithms. More details about the hardware as well as the 
coding of the VGA IP are found in Appendix 10.4 and 10.5. 

4.4.4. Overview and Specifications 

Here, the final performance of the photon counter will be analyzed. An overview of the overall 
layout of the FPGA is depicted in Figure 4.11. Altogether, the presented architecture allows to 
record peak count rates of up to 125 million events per second and channel. This count rate can 
be sustained for a maximum of 2000 events per channel and is limited by the size of an internal 
buffer. Data from the internal buffer is continuously transferred to the internal DDR2 memory. 
This is done at a rate of 100 million events per second combined over all four channels. The 
size of the memory is sufficient to support 16 million events. Finally, photon clicks are 
transferred at a sustainable rate of 25 MHz from the DDR2 memory to the host PC where they 
are stored. The latter bandwidth is limited by the PXI bus. An upgrade to a PXI-express 

                                                 
14 These elements delay the information which is fed into them by a certain amount of iterations. The values are 
then output in the order as they arrived; hence the terminology first-in, first-out. 
15 Two of the required signals comprise the horizontal and vertical sync for the VGA screen. The three colors are 
also represented digitally. Resistances are used to match a zero to no color and a one to full color.  
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FlexRIO board (NI PXIe-796x) 16  did significantly improve the performance due to the 
increased PXI-express bus speed as well as the faster and larger DDR2 memory, respectively. 
The rising edge of the photon clicks are recorded with 1 ns resolution and a dynamic range of 

58 bit17. This yields a maximum time per recorded dataset of 581 ns 2 9.13 years⋅ =  before an 

overflow will occur. This is more than sufficient. In order to save disk space, the photon 
counting protocol is optimized to only record the lowest 29 bits of the time stamp if the highest 
29 bits are identical to the ones of the previous value. 

 

Figure 4.11: Overview of overall structure of the photon counting FPGA. Parts of the structure which are written in VHDL 
code (red), LabVIEW FPGA (yellow) and LabVIEW (green) are depicted. The part of the code which is executed on the FPGA 
is marked by the blue background. The four SPCMs deliver an input signal which is sent to the deserialization unit. The 
deserialized output is further processed by an edge detection unit before it is encoded in common data stream. The data stream 
is buffered in the internal DDR2 memory and transferred over the PXI bus to the host PC where it is finally stored on an HDD. 
The edge detection is furthermore providing a signal which serves as an input for different binning processes, each with its own 
set of parameters. They are used for the feedback routine, which acts on the setup via a digital output, to a DAC interface which 
provides an analog output as well as to the VGA interface, which is attached to a VGA screen. In some configuration the 
feedback routine requires an analog output; in that case the DAC interface is directly fed by the feedback routine. 

The proper mode of operation has been verified by intensive testing with an Agilent 81150A 
pulse function generator. As an example, a long-term scan recording emulated clicks at a rate 
of 10 mHz for almost eight consecutive days is plotted in Figure 4.12. A systematic offset of 
10 ppm (parts per million) is visible in the data. Furthermore, slight fluctuations on the order of 
0.1 ppm are detected. Both features stem from a finite accuracy of the two independent, internal 
quartz oscillators. In order to achieve the highest possible level of accuracy all clocks in the lab 
are thus phase-locked to a common accurate 10 MHz clock. In this configuration deviations are 
below our measurement resolution of 1 ns. 

                                                 
16 It is very important to keep the maximum global clock rate per FPGA in mind. Some physically large FPGAs 
like the Virtex-5-SX95T require at least speed grade (-2) in order for the photon counting routine to work (see 
table 71 in [138]). 
17 Six bits are scarified for an efficient implementation of the data-stream encoding. This, however, does not 
influence the overall performance of the system.  
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Figure 4.12: Long-term scan verifying the proper mode of operation of the FPGA photon counting module. Deviations from 
the set value are caused by a mismatch of the two quartz oscillators in the FPGA as well as the arbitrary function generator and 
demonstrate the importance of using a common and accurate 10 MHz clock. 

4.5. Deployment 2: Signal Processing in Heterodyne Systems 

The processing of heterodyne data in real-time poses a far more demanding challenge than in 
the photon counting case before. So far, real-time evaluation of the data was only possible by 
the help of analog components. The physical principle of the heterodyne detection itself will be 
explained in Chapter 5.6. For now, it is sufficient to keep in mind that the heterodyne signal is 
the down-mixed optical field transmitted through the cavity. The optical frequency is down-
converted by an optical local oscillator from 384 THz to a radio-frequency of around 25 MHz. 

A separate FPGA is dedicated to process the data coming from the heterodyne detection. Due 
to the more complex data treatment and higher requirements concerning the data-transfer to the 
host PC, a NI FlexRIO PXIe-7966R board equipped with the more advanced Xilinx Virtex-5 
SXT95 (-2) is employed. In this device the computation is facilitated by the large number of 
embedded DSP-slices (digital signal processing), while the 4x lane PCI-express interface 
guarantees transfer-rate close to 1 GB/sec. To maintain high through-put rates even while 
storing files, a NI HDD-8265 raid array (configured in raid-mode 6) is used.  

4.5.1. Direct Digital Synthesis of Radio Frequencies 

The generation of RF-signals by means of DDS (direct digital synthesis) is very prominent18 in 
this thesis. Hence, it is worth to quickly describe the underlying principle. The frequency is 
adjusted by an integer value called frequency tuning word (FTW). We will assume the case 
where it is N-bit wide, as it is depicted in an overview in Figure 4.13 a). On every clock cycle 

                                                 
18 Besides the commercially available DDS-chips which are used to provide a frequency for the AOM drivers, this 
frequency synthesis is also used to demodulate the heterodyne signal, to compute the beat frequency of the cavity 
as well as to compute the parametric feedback. 
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an integer counter is increased by the FTW. In case its maximum value of 2N – 1 is surpassed, 
an arithmetic overflow occurs, which is disregarded and the accumulation is carried on as 
shown in Figure 4.13 b). This is identical to taking the current value modulo 2N. The integer 
range of the counter hence can be mapped to the interval from 0 to 2p . This signal of the 
counter thus corresponds to the phase of the generated frequency. As shown in part a) a sine-
LUT, which is simply a sine curve stored in the memory, achieves the fast angle-to-amplitude 
conversion. 

 

Figure 4.13: Working principle of a direct digital synthesis (DDS). a) Every clock cycle an internal counter is raised by the 
value of the FTW. The value of the counter corresponds to the phase of the generated frequency and is fed into a sine LUT. 
This outputs an M-bit wide sine wave. b) Visualization of an overflow occurring while iteratively adding the FTW to the 
counter. The vertical axis shows the maximal value range of the counter and the horizontal axis depicts the clock signal. 

Assuming that the clock is running at the sampling rate sf , the frequency output by the DDS 

routine DDSf  is given by the FTW. Its desired value can be determined by 

 round 2N DDS

S

f
FTW

f

æ ö÷ç ÷= ⋅ç ÷ç ÷çè ø
  (4.1) 

Employing this DDS routine, all local oscillator frequencies inside the FPGA are generated, 

supporting frequencies from as low as 2N
Sf  up to the Nyquist frequency 2Sf . 

4.5.2. Real-time Processing of the Heterodyne Carrier 

The heterodyne signal, which is centered around 25 MHz, is sent to the FPGA system. There it 
is sampled by the NI-5781 adapter module. The sampling rate of this module is set to 

100 sf MHz=  with a resolution of 14-bit. Additional Bessel filters at the input, bandwidth-

limit the data to 40 MHz. The now digitalized signal is passed to the pins of the FPGA for an 
actual processing of the data stream. 

An overview of the processing is depicted in Figure 4.14. In the beginning, the data stream is 
multiplied with a local oscillator, which converts it to the complex baseband19. The local 

                                                 
19 The term complex baseband refers to a signal compromising an in-phase and a quadrature phase component. It 
is the same as working with a complex number, where one component is the real part and the other the imaginary 
one. 
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oscillator is produced by an internal DDS generator. The FTW is 32-bit wide. A frequency of 

25 MHz hence corresponds to an 302FTW = . The multiplication is performed twice in parallel, 

once with the unshifted local oscillator (in-phase; I component), and once with a 90-degree 
delayed local oscillator (quadrature-phase; Q component). These two components pass a 
variable moving average low-pass filter, whose frequency response can be controlled via the 
LabVIEW front-panel. Afterwards, they are converted to an amplitude and phase information, 
which is subsequently used for the feedback-logic as well as output by a DAC and displayed 
on a VGA screen. 

The transfer of data to the host PC is achieved by a direct-memory-access (DMA). Two DMA 
channels are used. One is responsible to directly transfer the 14-bit RAW data generated during 
the digitization20. The other one takes the digitally down-converted (DDC) data, decimates21 it 
by a variable factor M and then bitwise joins the 16-bit wide I/Q component into a single 32-
bit wide signal. The selected data stream is then saved onto a RAID-array which guarantees a 
sustainable write rate of more than 600MB/sec. The RAW data permits to reconstruct the full 
bandwidth of the signal and has the heterodyne carrier at its original frequency. The data after 

                                                 
20 The transfer uses a 16-bit wide data channel. The remaining two bits are hence free to be used for additional 
control information. This is e.g. done during the switching measurement (c.f. 6.7). 
21 Decimation means to reduce the data rate of data stream by a certain factor M. Adjacent M samples of the 
original stream are averaged and output as one sample. 
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Figure 4.14: Overview of the processing of the heterodyne signal. Before the signal is digitized by an analog-to-digital 
converter (ADC), it passes a 40 MHz low-pass filter (LP). The digital signal is multiplied with a local oscillator (LO) and its -
90-degree phase-shifted facsimile. This down-mixes the signal and shifts the heterodyne carrier to DC frequency. The two
components (I/Q) subsequently pass a set of variable low-pass filters before they are converted to an amplitude (r) and phase 

() information. The amplitude information is used by the feedback routine and is also output as an analog output. The VGA

screen in addition also displays the phase information of the carrier. Data is transferred in two ways to the host PC, either as 
raw data or as digitally down-converted data (DDC). The latter one is derived by sending the two components of the down-
mixed signal through a pair of decimators and combining these two signals bitwise to have one common data stream.  
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the DDC and decimation has the heterodyne signal centered at 0 MHz and a bandwidth of 

3 , 0.44Sf
dB FWHM MfD = ⋅  (see Appendix 10.6.3.1). The latter data stream helps to significantly 

reduce the size of the stored files, while preserving the necessary information. 

4.6. Deployment 3: Locking of a Cavity 

The cavity in our system needs to be stabilized down to a few hundred femtometers. 
Sophisticated mechanical vibration isolation is used as a passive means to approach this 
objective. However, a good active stabilization is indispensable to achieve the high stabilization 
needed. The basic locking scheme is described in Section 3.7. A stabilization laser is locked to 
the cavity via a Pound-Drever-Hall technique and follows the resonance frequency of the cavity 
closely. The beat of this laser with a frequency comb hence holds information of fluctuations 
in the cavity length. Here we will focus on how this beat-frequency between the comb and the 
dipole trap is very accurately and quickly determined and how this information is used to 
control the piezo voltage. In order to precisely fulfill the requirements, we decided to use a NI 
FlexRIO 7962R FPGA with the baseband transceiver module NI-5781. 

4.6.1. Introduction 

A schematic overview of the lock is depicted in Figure 4.15. The laser beam as well as the 
frequency comb are overlapped in a fiber beam splitter. One of the outputs is connected to a 
fast photodiode by MenloSystems (FPD 310-FV), which converts the optical beat signal into 
an electric frequency in the RF range. The other output is used to monitor the power of both 
beams. In order to filter out the beat signal with other teeth, which have a 250 MHz spacing, 
two low-pass filters, which are connected in series, are employed. The signal is then amplified 
and sent through a combination of high- and low-pass filter, to clean the signal again and 
remove any DC offset induced by the amplification. Typical beat-frequencies of the 
stabilization laser on resonance with the cavity and the comb are about 40 MHz. To better suit 
the frequency range of the FPGA, this signal is down-converted by an external analog RF-mixer 
to around 15 MHz before it is digitized by the FPGA and can be analyzed. It is important to 
remember that any frequency fluctuation in the optical beat is transferred unscaled to the down-
mixed signal. It is hence sufficient to accurately compute the fluctuations residual in this signal. 
It is done by what will be called a “phase-drift-lock” and is described in the following section. 
The generated error-signal is proportional to the deviation in frequency and is then sent to a 
PID controller. The output of this controller is low-passed by a SR560 low noise amplifier. 
Frequencies around the mechanical resonance frequency of the piezo are filtered by a notch 
filter [132]. The shielding of the coaxial cable is connected to ground and the inner lead is 

connected via a 2 kpotentiometer to the inner side of the piezo tube. The outer side of the 

tube is connected to an additional offset voltage, which is needed for the coarse tuning of the 
cavity length. It is provided by a differential power supply, whose other end is connected to the 
same ground. 
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Figure 4.15: Overview of the electronic setup keeping the cavity locked. The beat note from the comb and the stabilizing 
dipole trap laser is recorded via a fast photodiode (PD). The signal passes two low-pass filters at 80MHz and 90MHz before it 
is amplified by two amplifiers (ZFL500LN). A small part of the signal is coupled to a spectrum analyzer. The remaining part 
is filtered again by set of high-pass (27.5-800MHz) and low-pass filter (65MHz). The signal is sent together with a local 
oscillator provided by the FPGA board to a mixer (ZLW-3+). The resulting output passes a 22MHz low-pass filter and is sent 
to the FPGA. The FPGA analyses the signal and provides a control signal to a PID controller. The output of the PID then passes 
a low noise pre-amplifier and a notch filter. The shielding of the cable is connected to ground and the inner lead of the coaxial 
cable via a 2kW potentiometer to the inner side of the piezo tube (shielding not shown). The outer side of the tube is connected 
to an array of differential power supplies which have one of their poles connected to the same ground. An identical control 
output of the FPGA is sent to a second low noise amplifier. After passing through an array of attenuators and a 5 MHz low-
pass filter it is connected to the input of the FALC controller of the probe laser. The visualization is done by connecting a VGA 
screen via small converter to the digital outputs of the FPGA. 

Information about the stability of the cavity is displayed in real-time on a VGA screen, directly 
attached to the FPGA. Additionally, a second analog output permits to adjust the frequency of 
the probe laser according to length fluctuation of the cavity. This is achieved by passing the 
error-signal derived from the beat detection to a second low noise amplifier used to clean the 
signal and acting as variable amplifier and low-pass filter. Successively this signal is attenuated 
and passes a second low-pass filter before it is connected to the “inverted” input of the FALC 
PID controller of the probe laser. Although this feature reduces intensity fluctuation in the 
transmitted probe-light, it did not lead to measurable improvements in the storage time of the 
atom and is thus currently not in use. 
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4.6.2. Under the Hood 

One of the key challenges in building a reliable cavity lock consists in the fast and accurate 
determination of the beat frequency. In a previous work [81], a technique based on the steep 
increase of the transfer function of a low-pass filter was employed [139]. This technique, 
however, does not permit to fully decouple intensity and frequency fluctuations of the trap laser 
and hence causes significant long-term frequency drifts. In addition, it features a non-trivial 
dependency between the derived error-signal and the frequency deviation, which is proportional 
only in a very narrow range. Another possibility to determine deviations in the beat frequency 
is to count zero-crossings of the beat signal. This method leads to very accurate results, yet 
drastically suffers from a noisy signal [140]. Thus, it requires an extension to improve its 
robustness [141]. A digitization of the data by the FPGA would in principle enable to perform 
a fast Fourier transform (FFT) and to determine the peak value in the spectrum. However, the 
relatively long computational time and its complexity render it difficult to build a fast and 
accurate lock with this method. 

We decided to implement a method which is based on a phase lock, but only considers the 
evolution of the phase. A pure phase lock is not possible here, since it lacks a fast reaction time 
of the piezo tube (~100µs) as it would be required to compensate for typical fluctuations. The 
locking scheme employed here is hence called phase-drift lock. The way how it works and how 
it is implemented can be found in Figure 4.16. The RF beat-frequency of the laser with the 
comb is around 38 MHz. This is fairly close to the 40 MHz input bandwidth of the NI-5781 
adapter module. In a first step, it is hence necessary to down-mix the signal to about 15 MHz 
before it is digitized. The difference frequency is synthesized by a DDS logic integrated into 
the FPGA (local oscillator LO1). The actual frequencies in the signal path are indicated in the 
upper blue ribbon of Figure 4.16. Similar to the heterodyne detection, the digital signal is down-
converted by a second local oscillator (LO2) as well as its -90-degree phase-shifted replica. The 
resulting I- and Q-components are in the complex baseband and permit to differentiate between 
positive and negative frequency deviations. A low-pass filter applied separately to both 
components eliminates higher frequencies. A Cartesian-to-polar converter generates an 
amplitude and phase information. The phase corresponds to the phase-difference between the 
input beat signal and the second local oscillator and its temporal evolution determines its 
frequency mismatch. As an example: If the beat signal has exactly the same frequency as the 
local oscillator, the phase difference will stay the same. A change in this difference hints on a 
change in the beat frequency. The whole loop is executed every 10 ns. The change in the phase 
difference from one iteration to the next is computed and decimated by a factor of 8. Before the 
signal is output to the PID controller controlling the cavity length, it is low-pass filtered with a 
3dB-bandwidth of 550 kHz. A down-mixed frequency of 40 kHz is chosen as this proved better 
results in combination with the PID controller employed. 
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Figure 4.16: Overview of the signal path of the RF beat signal. The 38.2 MHz beat signal is sent to an analog multiplexer 
together with a 23.955 MHz local oscillator (LO1). The mixer produces sum and difference frequencies as they are indicated 
in the blue upper ribbon. A 22 MHz low-pass filter along with the built-in 40 MHz low-pass filter of the FPGA module only 
let the 14.245 MHz component pass. A second local oscillator (LO2) at 14.285 MHz along with its -90-degree phase-shifted 
copy are multiplexed digitally. This generates the I/Q component of the signal. After passage through a set of digital, moving 
average low-pass filters only a down-mixed, low-frequency component around 40kHz survives. The I/Q component is 

converted to amplitude (r) and phase () information. The difference of the phase information with its value from the previous 

iteration (Z-1) is computed. It passes a 1:8 decimator before it is filtered by a second 550 kHz moving average low-pass filter. 
This signal is then output to stabilize the cavity length and displayed on a VGA screen along with the amplitude information. 

 

4.6.3. Performance 

In order to verify the proper operation of the FPGA-based cavity lock, its performance needs 
to be tested. This is done by simply recording the raw input data which is digitized by the FPGA. 
It has a frequency around 14.2 MHz as shown in Figure 4.16. The spectrum of the recorded 
data is computed. The frequency deviation nD  can be translated to a deviation of the cavity 
length lD  by the following expression 

 2

2

n
l

c
l nD = D  . (4.2) 

In this equation, n is the number of nodes in the cavity. For the trap beam at 785nml= , which 

also serves as stabilizing beam, n amounts to 656 nodes. 

The resulting spectrum is depicted in Figure 4.17. This spectrum shows a FWHM of the 
amplitude of the beat signal of 667 MHz corresponding to a length variation of the cavity of 
450 fm. This shows that the lock is capable of stabilizing the cavity length to the sub-picometer 
level as initially stated as requirement. 
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Figure 4.17: Spectrum of the beat signal of the stabilizing laser with the frequency comb. The spectrum is derived by 
performing an FFT of the amplitude of the recorded beat signal. The x-axis is scaled with respect to the corresponding length 
deviation, which is derived from the frequency deviation. A Voigt curve is fitted to the experimental data and serves as a guide 
to the eye. The spectrum shows a FWHM of the amplitude of 450 fm. 

 

4.6.4. Increased Storage Time 

A second way of checking the performance of the new cavity lock in the system is to perform 
a storage time measurement, as variations of the cavity length will directly translate into 
increased motion, i.e. heating of the atom mediated by the dipole trap field. We execute a 
standard experimental run as described in Section 3.8 and capture a single atom. While the atom 
is held in our optical cavity, the laser fields inside the resonator will heat the atom. The laser 
fields are the near-resonant probing field as well as the far-off resonant trapping light. The 
heating caused by the probe beam can be attributed to momentum diffusion. In general, this 
frequency is chosen such that it mediates additional, axial cavity cooling as studied by Maunz 
[77]. However, it does not provide any radial cooling forces. The trap beam on the other hand 
confines the atom, but intensity fluctuations, mainly caused by cavity length variations, along 
with frequency fluctuations of the laser will lead to parametric heating of the atom. This effect 
is especially prominent in the axial direction, where the dipole field gradient is two orders of 
magnitude larger. A more detailed analysis of the atomic motion in the dipole trap is found in 
the following Chapter 5. The stability of the cavity length hence directly relates to the average 
storage time of the atom. In order to diminish heating effects caused by the near-resonant probe, 
its intensity is gradually decreased while the average storage time is measured (see Figure 4.18). 

The plot shows two different data-sets. One was recorded with the previous [81] analog cavity-
lock (red), while the other was taken with the FPGA-based lock in-place (blue). The analog 

-1000 -750 -500 -250 0 250 500 750 1000
0.0

0.2

0.4

0.6

0.8

1.0

 Cavity spectrum
         (stabilized)

 Voigt fit

 

re
la

tiv
e

 d
is

tr
ib

u
tio

n

length deviation l (fm)

-1.2 -0.8 -0.4 0.0 0.4 0.8 1.2

frequency deviation  (MHz)



4.6 Deployment 3: Locking of a Cavity  Field Programmable Gate Arrays (FPGAs) 

 

71

lock detects frequency deviations of the beat based on the steep rise of the transfer function of 
a low-pass filter at this frequency. The probe power is given in terms of intracavity photons for 
an empty resonator. Above probe intensities of 0.05 intracavity photons, both measurements 
show similar results. In this regime the heating is almost entirely dominated by the near-
resonant probe. This behavior changes if the probe power is further reduced. Particularly the 
data recorded with the analog cavity lock shows a saturating or even decreasing behavior of the 
storage time for small probe powers. Even lower values of the probe beam show a similar 
decreasing behavior; they are not shown, since not enough traces have been recorded. In this 
case, the dipole trap is the main heating source. In addition, as the probe is further reduced, the 
axial cavity cooling becomes smaller and hence yields this decrease in storage time. For the 
FPGA-based cavity lock, the saturation of the storage time starts at substantially lower probe 
powers as it can be seen by a comparison to the green reciprocal fit, depicting the assumed 
evolution if the storage were mainly limited by radial momentum diffusion. This shows that the 
parametric heating due to the trapping laser is drastically reduced, which can be accredited to 
the improved performance of the cavity lock. 

 

Figure 4.18: Average storage time as a function of the probe power. The average storage time of atoms is measured at different 
probe powers. The remaining other parameters like the ones for the trap beam are kept constant. The measurement is carried 
out twice. Once with the previous analog cavity lock as described in [81] (red dots) and once with the improved FPGA-based 
locking scheme. The green line is fit to a reciprocal function, estimating how the storage time evolves if it is only limited by 
radial momentum diffusion, caused by the intensity of the probe beam. At low values, all the way on the left side of the graph, 
a clear decrease in the storage time of the analog lock (red) becomes visible while the FPGA lock (blue) almost continues to 
follow its previous behavior.  
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4.7. Deployment 4: Digitizing and Monitoring of Signals 

The real-time monitoring and visualization of experimental parameters are essential for 
adjusting the setup. The possibility to perform certain real-time evaluation of the data, 
furthermore enables to ensure the proper operation of the experimental setup while it is running. 
The digitization and processing of the data by an FPGA is an efficient means to implement this 
functionality. In our system an NI FlexRIO 7965R FPGA in combination with the high-density 
digitizer adapter module NI-5751 is used for this purpose. It features a large number of 16 
analog inputs which are 14-bit wide and sampled with 50 MHz. As for the other FPGAs, a VGA 
screen connected to the digital outputs enables the visualization. One of the analog input 
channels is connected to the photo multiplier tube, which measures the transmitted dipole trap 
power. The FPGA provides sufficient computation power to determine the full spectrum of this 
signal by what is called a streaming FFT with 1024 points. The word “streaming” means that 
no dead-time occurs between different FFT evaluation windows. The resulting values are 
displayed with a log scaling. This enables to properly adjust the setting of the PID controller of 
the trap laser and cavity lock as well as to adjust the incoupling of the trap laser. For this 
purpose, the transmitted trap power is maximized in the time-domain while spectral features in 
Fourier-domain (around 200 kHz) are minimized. During the MOT-phase (cf. Section 3.8.1) 
the FPGA also computes the mean value of the transmitted trap power over one second and 
sends it to the host PC where it is saved into the database. This value also permits to perform a 
post-selection of the recorded data. Part of the remaining analog inputs is used to monitor – in 
a similar manner – the error of crucial PID controllers, regulating the intensity level of the trap 
and repump beam. 

4.8. Conclusion 

In this chapter FPGAs have been introduced as a versatile and omnipotent tool to solve even 
complex experimental tasks. In the beginning a quick overview of the architecture of FPGAs 
was given. Unlike other processing units like CPUs or GPUs, FPGAs feature an inherent 
parallel execution of tasks along with a deterministic timing. Programming of the FPGA 
microchips is done by generating a hardware layout of the chip. This permits the creation of 
devices tailored to the experimental needs as well as the integration of multiple “devices” on a 
single chip. By doing so, the complexity as well as the cabling of the experimental setup can be 
drastically reduced. What is more, the vast computational power offered by FPGAs also enables 
to solve complex tasks such as counting and processing of single photon clicks, evaluating 
heterodyne data, feedbacking onto the atomic motion, detecting frequency and phase deviations 
in beat-signals or computing the full FFT spectrum of an input signal all in real-time. Further 
tasks can be easily integrated into existing system. This makes FPGAs a very powerful tool 
facilitating the integration of more complex control algorithm and hence enabling the studies 
described during the course of this thesis.
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5. Control of Atomic Motion 

Single atoms are loaded into our optical trap by means of an atomic fountain. The probe laser 
is on resonance with the empty cavity. A drop in the cavity transmission hence heralds an arrival 
of a single atom. This results in a rapid increase of the trapping potential which confines the 
atom in the optical resonator (cf. Sections 3.4 and 3.8). The storage time of the single atom is 
limited by heating mechanism caused by momentum diffusion due to the near-resonant probe 
beam as well as by parametric heating due to intensity fluctuations of the dipole trap. The latter 
one is either caused by small fluctuations in the cavity length (cf. Sections 3.7 and 4.6.4) or 
frequency fluctuations of the dipole trap beam. This results in an increase of kinetic energy. If 
it surpasses the depth of the trapping potential, the atom can escape from the trap and is lost. In 
this chapter we will give insight into this atomic motion in the trap and show how it can be 
damped by fast feedback cooling. 

5.1. Introduction 

The red-detuned dipole trap inside the cavity forms a standing wave pattern inside the cavity 
and creates an attractive potential for our atoms. The higher the intensity of the trap is the lower 
the resulting potential valley for the atom, which is formed. An overview of the shape of this 
pattern around the center of the cavity is presented in Figure 5.1.  

 

Figure 5.1: Visualization from the side of the intracavity dipole trap field. The color is coded from white, high intensity level, 
to black, low intensity level. a) Standing wave pattern which forms around the center of the cavity. The x-axis is scaled in units 

of the wavelength  while the y-axis is expressed in terms of the waist of mode in the cavity center 0. The Rayleigh length, 

i.e. the distance along the cavity axis from where the mode waist increases by a factor of √2, amounts to 6 wavelengths . b) 

Single node with an absolute scaling on both axis. 
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The axis in part a) are scaled in terms of the wavelength of the dipole trap (785 nm) and the 
waist of the beam-mode (19 µm). The axis of abscissas covers 11 µm while the axis of ordinates 
corresponds to 76 µm. The asymmetry of a node of the mode in axial and radial direction 
becomes evident in part b). The difference in slope in the two directions amounts to two orders 
of magnitude. This causes a significantly steeper dipole-trap intensity gradient along the cavity-
axis, i.e. in axial direction than in radial direction. An atom moving in one of the antinodes 
hence possesses two distinct oscillation frequencies as it will be shown in the next section. 

5.2. Harmonic Approximation 

The oscillation frequencies of the atom in radial and axial direction can be determined 
analytically by assuming a harmonic dipole potential. This approximation is valid until the 
excursions of the atom are small. Deviations from the harmonic frequency will be discussed in 
Section 5.4. 

The intensity-distribution as plotted in Figure 5.1 is given by 

 ( ) ( )

2

2
0

2

2
0, cos 2

r

z z
I r z I e w p

l

- æ ö÷ç= ⋅ ⋅ ⋅ ÷ç ÷çè ø
. (5.1) 

Here, z is the distance in axial direction measured from the position of the minimal beam-waist. 
The variable r is the radial displacement from the cavity axis. As it is shown in [142], the optical 
dipole potential is proportional to the intensity: 

 ( ) ( ), ,U r z I r zµ  (5.2) 

Equation (5.1) can be factorized in terms containing only r and z. Because of the significantly 
larger modulation caused by the standing wave character, an axial confinement due to focusing 
of the trap can be neglected. This yields a second order Taylor approximation for the optical 
potential of 
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with ( )ˆ 0, 0U U r z= = =  being the trap depth in the center of the mode. This harmonic 

approximation in radial as well as in axial direction is depicted in Figure 5.2. The black solid 
line shows the actual trap depth, whereas the red dotted line corresponds to its harmonic 
approximation according to Eqn. (5.3). The two plots already show up to which oscillation 
amplitude this approximation stays valid. For the radial oscillation this range extends to 
excursion of 7 µmr £  and for the axial excursions of 70 nmz £ , respectively. 
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Figure 5.2: Visualization of the harmonic approximation of the dipole trap potential. A plot in radial as well as in axial direction 
is shown. The actual potential is plotted as black solid line. The minimal potential is found at the center of the cavity, i.e. at r 
= 0 and z = 0. The force acting on the atom is given by the gradient in the respective plot. Its harmonic approximation is shown 
by the red dotted line. As it can be seen, the approximation holds only for small excursions of the atom.  

Atoms moving away from the cavity in radial direction feel a restoring force 
2
0

ˆ8radF U r Ur w=¶ ¶ = , whereas axial confinement is provided by a restoring force

( )2ˆ4 2axialF U z Uz p l=¶ ¶ = ⋅ . This yields a harmonic radial oscillation frequency of 
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The tighter axial confinement results in roughly 2 order of magnitude larger axial oscillation 
frequency: 
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It is important to point out that these harmonic oscillation frequencies are only valid for small 
excursions for which the approximation still holds, as it can be seen in Figure 5.2. In Section 
5.4 deviations from these harmonic oscillation frequencies will be introduced. A typical trap 

depth of 850BÛ k µK= ⋅  is employed during many experimental runs in this thesis. Here, Bk  

is the Boltzmann constant. This yields a radial oscillation frequency of 

2 4.8rad radf kHzw p= =  and an axial one of 2 520axial axialf kHzw p= = . 
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5.3. Measuring Atomic Motion 

The motion of an atom in the dipole trap is governed by its radial and axial oscillations. In 
addition, the atom also orbits around the cavity axis in an azimuthal path. However, due to the 
radial symmetry of the intracavity trapping and probing field, one can neither observe nor 
control this motion. We will hence focus on the two independent and detectable oscillations in 
radial and axial direction. As it has been shown previously, the harmonic oscillation frequency 
of the atom along these directions is determined mainly by the dipole trap potential, i.e. the trap 
depth of the dipole field inside the cavity. In this section two methods of measuring the 
harmonic oscillation frequency will be explained. The standard approach is to analyze the 
spectrum or the correlations, respectively, of the transmitted probe beam [77] (see Sections 
5.3.1 and 5.3.2). The second method employs the fact that the atom can be resonantly excited 
at the harmonic oscillation frequency. This can be achieved e.g. by parametric heating with the 
dipole trap (see Section 5.3.3). While the first method allows an easy implementation, it suffers 
from a nonlinear response of the transmitted probe beam with respect to the amplitude of the 
atomic oscillation. As it will be described in detail in Section 5.4, this will increase the weight 
of anharmonic oscillations in the recorded spectrum and hence cause deviations in the 
measurement. 

5.3.1. Correlation Measurement 

The position of the atom determines its overlap with the probe-field, which in turn leads to a 
change in the effective coupling and hence alters the normal-mode spectrum. Since the 
frequency of the probe beam is fixed, variations in the normal-mode spectrum also cause a 
change in the transmitted probe beam. 

The intracavity intensity of the probe-field (similar to Eqn. (5.1)) is given by: 

 ( ) ( ) ( )
2

2
0

2

2 0ˆ, cos 2 ,
r

z
p p eff

p

z z
I r z I e g r zw p

l

- æ ö- ÷ç ÷ç= ⋅ ⋅ ⋅ µ÷ç ÷÷çè ø
  (5.6) 

We introduce z0 as the axial displacement between the antinode of the probe- and trap-field. 

The effective coupling effg  is proportional to the intensity of the probe-field at the position of 

the atom. Its behavior in axial and radial direction is plotted as dark blue line in Figure 5.3. For 

simplicity, 0 0z = . We assume a probe-cavity detuning of ( ) 2 0p c MHzw w p- =  and an 

effective atom-cavity detuning of ( ) 2 4.6a c MHzw w p- =- . The effective detuning includes 

a position dependent ac-Stark shift as it is caused by the trap depth of 850Bk µK⋅ . In general, 

this configuration leads to a suppression of transmission, when the atom is well coupled, while 
the transmission through the cavity increases as the coupling of the atom decreases. Using Eqn. 
(2.33), the exact relative transmission of the probe beam compared to the empty-cavity case 
can be computed and is shown in the same graph as red line. Typical length scales, i.e. the waist 
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0 and /8 are indicated by vertical dashed lines. The position 0r =  , 0z =  corresponds to the 

center of the antinode in the middle of the cavity. 

 

Figure 5.3: Effective coupling geff (blue) and relative transmission of the probe beam (red) as a function of the radial (r) and 

axial (z) distance from an antinode of the intracavity probe field. Typical length scales, as the waist 0 and the wavelength , 

are marked by vertical dashed lines in the respective plots. The breakdown of the harmonic approximation is marked by vertical 
dotted lines. 

Information about the dynamics of the atomic motion can be derived from a periodic pattern of 
the transmitted probe beam. One way of detecting this pattern consists in measuring correlation 

functions. Here, the second order correlation function g(2)() from data recorded by the SPCM 

is employed. The second order correlation function is a measure of how many photons arrive 
in pairs with a detection time difference of t . As it can be seen from Figure 5.3, the probability 
to detect a photon passing through the cavity becomes larger as the atom has a larger excursion 
from the center of the antinode, due to the decreasing coupling and thus increasing transmission. 
An atom which is oscillating in the trap produces a transmission signal with peaks at its turning 
points. This subsequently leads to a modulation of the photon-stream at twice the atom’s 
oscillation frequency and hence, a high probability to detect both photons at the turning point 
or the second after half an oscillation period of the atom at the other turning point. The 
correlations have been measured for atoms stored in the cavity. The feedback, which will be 
described in Section 5.5, was switched off and the probe-laser was on resonance with the cavity 
as described before. 
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Figure 5.4: Second order correlation function recorded for different probe powers. The graphs for different probe powers are 
stacked by a vertical offset of 0.25. The correlation time is plotted on the lower x-axis. The frequency corresponding to an 
oscillation with a period as indicated by the time on the lower axis, is given on the upper axis. This directly reflects the 
modulation frequency of the transmitted probe beam at the respective peak. 

The correlation measurements obtained for different probe-powers are depicted in Figure 5.4. 
A clear peak around 150 µs is visible, corresponding to a modulation between 6 and 7 kHz. The 
modulation is strongest for high intracavity photon numbers and becomes hardly visible if the 
number is reduced to as low as 0.01 intracavity photons on the empty cavity resonance. This 
dependency shows that high probe-power causes momentum diffusion which leads to an 
increase of the oscillation amplitude. As expected, the position of the peak, which is mainly 
determined by the depth of the dipole trap, remains almost unchanged. Typical probe-powers 
corresponding to 0.1 intracavity photons for an empty cavity (yellow) are employed during an 
experimental scan. In this regime two oscillation bumps are observed. The number of bumps 
portends to the coherence of the atomic oscillation. A low value thus indicates a low quality-
factor of this oscillation. The detected modulation corresponds to twice the radial oscillation 

frequency of the atom, which hence amounts to 3.4 kHzradf = . This value is clearly below the 

theoretically expected value of 4.8 kHz for the harmonic oscillation frequency computed in 
Section 5.2. A discussion of the discrepancy is given in Section 5.4. 

Correlation measurements can also be used to detect the fast, axial component of the atomic 
oscillation. The two orders of magnitude smaller oscillation period in combination with their 
small modulation of the probe beam make them more difficult to observe. To counteract this, 
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the duty-cycle of our system, i.e. the time an atom is captured in the cavity vs. the time it takes 
to load the atom, is increased by performing feedback cooling in the radial-direction. This so-
called bang-bang feedback will be described in detail in Section 5.5.2 and shall here only be 
seen as a tool to increase the storage time. By doing so, the average storage time is increased 
by almost a factor of 50. The recorded correlation is plotted in Figure 5.5. 

 

Figure 5.5: Second order correlation function recorded for the transmitted probe beam. As before, the correlation time is plotted 
on the lower x-axis with the corresponding frequency upper axis. Multiple peaks are visible with the first one being slightly 
below 500 kHz. 

In this measurement the probe power was set to 0.11 intracavity photons on the empty cavity 
resonance. The trap power was set to 950 nW and only lowered to 400 nW for very short time 
intervals, if required by the outcome of the feedback. A clear modulation at 450 kHz is visible. 

This corresponds to an axial atomic oscillation of 225 kHzaxialf = . This value is more than a 

factor of two away from the expected value of 520 kHz. The radial feedback causes a slight 
decrease in the average trap depth, which only lowers the expected value slightly. A different 
method to measure the oscillation, this time without radial feedback, is presented in the next 
section. However, the discrepancy between the detected and expected frequency has already 
been observed in previous works [77] and will be further elucidated in Section 5.4. 

5.3.2. Fourier Analysis 

A Fourier analysis is a very powerful method of identifying and analyzing periodic signals. 
Here it will be used as another method for examining the transmitted probe-field conveying 
information about the atomic oscillation frequency. In order to see the dependency of this 
motion on the trapping potential, scans for different trap depths were recorded (see Figure 5.6). 
The plots show the Fast Fourier Transform (FFT) of the transmitted probe-field. Unlike the 
previous measurement, the data was recorded employing the heterodyne technique, which will 
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be explained in Chapter 5.6. The data was sampled with 100 MHz and sub-divided in time into 
intervals of 4096 samples, corresponding to 41 µs. The Fourier transform was performed 
separately on each of these intervals and its resulting absolute values of the spectrum were 
accumulated. The data obtained while the atom was captured in the cavity is normalized to the 
Fourier spectrum of an empty cavity. Figure 5.6 shows the ratio of the spectrum of the 
transmitted field for the coupled system over the empty cavity case. The frequencies are shifted 
so that the heterodyne carrier is at DC (direct current). As for the correlation measurement, 

0p c MHzw w- = . 

 

Figure 5.6: Fourier spectrum of the transmitted probe light. Experimental runs were carried out at different trap depth. The 
different plots are offset by 0.03 (arb. units) and color coded as indicated in the legend. A clear peak for low trap depth is 
visible around 300kHz which is shifting to higher frequencies and diminishing in amplitude for larger trap depths. 

At 0 kHz a huge drop in the data can be observed. It is caused by the suppression of the DC 
transmission when an atom is coupled to the cavity-mode. Especially for low trap depth around 
600 µK a clear peak around 300 kHz is visible. This peak can be attributed to the axial motion 
of the atom. When the trap power is increased, the trap potential increases correspondingly. 
This leads first to a better confinement of the atom, resulting in a smaller amplitude of the 
oscillation and secondly to higher oscillation frequencies due to the increased steepness of the 
traps. Both features are clearly visible when going to plots recorded for larger trap depth. The 
modulation frequency can be extracted by means of peak fitting. This frequency corresponds 
to twice the atom’s axial oscillation frequency. The obtained frequencies are plotted as a 
function of the trap depth in Figure 5.7. 
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Figure 5.7: Detected oscillation frequency as a function of the trap depth. The data is recorded by means of a Fourier transform 
of the transmitted light. The experimental data points are indicated by black dots. The error bars are obtained from peak fitting. 
A square-root fit has been evaluated and is shown as red line. The theoretically expected values for the axial oscillation 
frequency are given by the dashed green line. 

The experimentally obtained data-points show good agreement with the expected square-root 
behavior, as it is indicated by the fitted red line. Conversely the overall value is – as it was the 
case in the previous measurement – off by more than a factor of two. This deviation has already 
been observed in previous studies [77]. As both measurement methods, which have been 
presented, show the same deviation to the theoretical value, one has to consider using a 
completely different technique to determine the actual atomic oscillation frequency. A method 
based on parametric heating, overcoming this restriction, is described in the following section. 

5.3.3. Parametric Heating 

In this chapter a new technique for measuring the atomic oscillation frequency, essentially 
different to the previously mentioned ones, will be shown. Instead of measuring the transmitted 
photon flux, the atom is purposely being heated, i.e. forced to an oscillatory motion. If the 
induced motion coincides with one of the oscillation frequencies, the atom can quickly gain 
energy and will be lost from the trap immediately. The main advantage of this measurement 
technique is the direct actuation on the atom. It is put into practice by a RF modulation of the 
dipole-trap intensity. Due to the low bandwidth of the PID controller which is stabilizing the 
intensity (typically below 100 kHz), this modulation needs to be applied behind the PID’s 
output. A mixer from mini-circuits accomplishes this task. A modulation depth of 45 µK was 
chosen. This is sufficiently small compared to the trap depth but still has a significant influence 
on the atom. The actual, measured trap intensity is plotted in Figure 5.8 d). The experimental 
run is performed with the same parameters as mentioned before (cf. Section 5.3.1), i.e. the 
cavity being on resonance with the atom. Atoms are launched from underneath and as soon as 
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the atom is detected, the trap is switched to its high value and the modulation is activated. In 
case of the plot, the modulation frequency was set to 700 kHz and is clearly visible. Atoms are 
captured in the cavity for three different trap depths. For each trap depth a scan of different 
modulation frequency is performed one after the other and the average storage time is measured. 
The result is plotted in Figure 5.8 a)-c). 

 

Figure 5.8: a)-c) Parametric heating of atoms. The average storage time is plotted as a function of the applied modulation 
frequency of the dipole trap. Different trap depths are shown in each of the sub-figures a)-c). The frequency above which atoms 
are not heated anymore is depicted by a dashed line in each sub-figure. This frequency is evident by an increase in storage time. 
d) Modulation of the trap beam. The temporal evolution of the dipole trap depth is recorded. An atom is caught at ~22 µs as it 
can be seen by the steep increase in the trap depth. The dashed light green lines indicate the modulation amplitude in positive 
and negative direction. 

Each graph shows a clear reduction of the average storage time for a certain range of modulation 
frequencies. On the low-frequency side, this drop is shallow while a steeper drop is observable 
on the high-frequency side. Coming from high frequencies, we attribute the drop to the onset 
of parametric driving of the atom at its harmonic oscillation frequency. At this frequency kinetic 
energy can add up coherently and cause the atom to escape. For lower frequencies a similar but 
not so drastic effect is visible. Here, the atom needs to acquire a certain amount of kinetic energy 
to shift its resonance frequency down, before parametric heating occurs: The accumulation of 
kinetic energy leads to larger excursions, which in turn causes a break-down of the harmonic 
approximation (see following Section 5.4). In this case, the atom’s – now anharmonic – 
oscillation frequency is reduced. Parametric heating now occurs at lower frequencies as it can 
be seen by the soft shoulder in the reduction of the storage time. Since the parametric driving 
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frequency corresponds to twice the atom’s oscillation frequency, we can extract the atom’s 
harmonic oscillation frequency from the sharp onset of the parametric driving on the high-
frequency side, as it is shown in Figure 5.9. 

 

Figure 5.9: Onset of parametric heating as function of the trap depth. The experimental data points are marked by black dots. 
A red line shows a fitted square-root curve. The theoretically expected behavior is plotted as dashed green line. 

The obtained data points follow nicely the expected square-root behavior, cf. Eqn. (5.5). The 
obtained fit is indicated by the red line. In contrast to the previous measurements, the 
theoretically calculated values, indicated by the dashed green line, agree now well with the 
measured data points. The small remaining discrepancy can be explained due to small 
deviations associated in gauging the trap depth. This gauging was performed by a heterodyne 
measurement as it will be described later in Section 7.6. The parametric heating technique hence 
is a useful and simple method to gain information about the harmonic oscillation frequency of 
an atom. On the other hand, providing that this frequency is known, it can also serve for gauging 
the trap depth. In the next section an explanation will be developed showing where the 
discrepancy between the parametric heating method and methods relying on a frequency 
analysis of the transmitted photon stream stems from. 

5.4. Anharmonic Oscillator 

The break-down of the harmonic approximation for increasing atomic excursions is the key 
driver for deviations of the observed atomic oscillation frequency, obtained by analyzing the 
transmitted photon stream, from its expected value. These values on the other hand are 
successfully confirmed by a parametric heating measurement. The harmonic approximation 
was already described in Section 5.2. As it can be seen in Figure 5.2, the actual trapping 
potential yields substantially shallower trapping potentials than the harmonic approximation 
starting from atomic excursion beyond 7 µm for the radial and 70 nm for the axial direction, 
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respectively. These excursion levels are reached once the atom possesses a kinetic energy 
around 300 µK, assuming typical depth of the dipole trap potential of 850 µK. When this level 
is reached, the deviations from the harmonic approximation cause an actual oscillation 
frequency which is below the corresponding harmonic value. This anharmonic oscillation 
frequency is computed for different maximum excursion levels of the atom with a numerical 
simulation. The result is plotted as a function of the axial and radial excursion separately and is 
depicted in Figure 5.10. The harmonic boundary values frad,hm and faxial,hm are indicated by the 
solid red lines. 

 

Figure 5.10: Deviation of the oscillation frequency from its harmonic value, once the harmonic approximation breaks down. 
The behavior of the oscillation frequency is shown for excursions of the atom in the radial direction r a) and in the axial 
direction z b). Each left vertical axis shows the frequency in kHz while the right axis features its relative value compared to the 
respective harmonic boundary value. The excursion is given once in absolute values for our cavity parameters (lower axis) and 
once with respect to the respective typical length scales (upper axis), as they are also indicated by the dashed, vertical, green 
lines. A decrease of the oscillation frequency down to 0 Hz is visible in both cases. 

As expected, a significant drop in the actual oscillation frequency is visible as the excursion of 
the atom increases. This occurs when the atom is heated up and hence increases its oscillation 
amplitude. When interpreting the measurements of the oscillation of the atom by means of a 
spectral analysis of the transmitted probe power (cf. 5.3.1,5.3.2), it is important to examine the 
modulation strength of the probe beam corresponding to different excursion amplitude of the 
atom. In order to determine the modulation strength, one has to consider the probe-light 
transmitted through the cavity. This light depends on the position-dependent coupling constant 
geff(r,z) as given by Eqn. (5.6) and shown in Figure 5.3. The motion of the atom hence leads to 
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a modulation in the transmission. The strength of this modulation is given by the difference of 
the minimal and maximal transmission per oscillation period. Since the oscillation amplitude 
corresponds to its maximum excursion depicted in Figure 5.10, one can assign a relative 
modulation strength of the transmitted probe beam for every anharmonic oscillation frequency. 
These values are depicted in Figure 5.11 and indicate how well each frequency component will 
be visible in the transmitted probe beam spectrum. As visible from Eqn. (5.6), a mismatch of 
the center of the trapping and probing mode will result in a different effective coupling strength. 
This is why the behavior is evaluated for two different scenarios. In the first both modes overlap 

perfectly, causing 0 0z nm=  and in the second both modes are offset by 0 76z nm= . This has 

been proven to be a typical average value for our system, cf. [81].  

 

Figure 5.11: Visibility of the modulation of the transmitted probe signal for different oscillation frequencies of the atom in the 
cavity mode. The anharmonicity of the trapping potential causes the oscillation frequencies of the atom to depend on its 
oscillation amplitude. The relationship is plotted separately for the radial oscillations a) and for the axial oscillations b). Two 
scenarios are depicted, once for the case that the dipole trap and probing mode exactly overlap z0=0 nm (brown curve) and once 
for the case that both modes are offset by a typical value of z0=76 nm (green curve). The dashed vertical line indicates the 
measured atomic oscillation frequencies from the correlation measurements. 

The plots show that hardly any information about an atom oscillating at its harmonic oscillation 
frequency is encoded in the transmitted probe light. Only when the atom has acquired a certain 
kinetic energy, which results in a larger oscillation amplitude and reduced frequency, its motion 
becomes “visible”. This is also the reason why any measurement of the transmitted probe beam 
will output drastically smaller oscillation frequencies. The frequencies measured via the second 
order correlation function are also indicated by the vertical dashed lines in Figure 5.11. These 
frequencies exactly mark the border of the region above which the visibility of the frequency 
components is significantly reduced. Thus, this confirms our initial hypothesis, that when 
measuring the spectral properties of the transmitted probe beam we will mainly detect the 
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spectrum of anharmonic oscillation frequencies, while with the parametric heating 
measurement we do not rely on the visibility of the motion, and can hence address the real 
harmonic oscillation frequency. In the following section we will show how we can use the 
information encoded in the transmitted probe beam nevertheless to cool the motion of the atom. 

5.5. Feedback on a Single Atom 

As described in the previous section, information about the atomic motion is conveyed by 
photons which are transmitted through the cavity. Even though the amount of information is 
limited due to the quantumness of our system, we can still extract sufficient evidence to 
feedback on the motion of the atom. In this section the basic concept of a feedback loop will be 
introduced (see Sub-section 5.5.1). Afterwards, two different feedback strategies will be 
explained and their performance will be measured. The first one aims to detect when the atom 
is moving towards and away from the cavity center (see Sub-section 5.5.2), whereas the second 
one uses pre-knowledge about the atomic oscillation to predict the atoms future trajectory (see 
Sub-section 5.5.3). While both yield excellent results for oscillations in the radial direction, 
only the latter one allows an extension to the fast axial oscillation of the atom (see Sub-section 
5.5.4). 

Part of the results presented in this section have been published in: 
“Continuous parametric feedback cooling of a single atom in an optical cavity” 
C. Sames, C. Hamsen, H. Chibani, P. A. Altin, T. Wilk, and G. Rempe; Phys. Rev. A 112, 
053404 (2018) 

5.5.1. Basic Idea 

Every feedback loop can be broken down into 4 stages. These are a change in the parameter 
under control, the observation of this parameter, the interpretation of the gathered data and last 
the actuation back on the parameter. In the concrete case of our system, they are the actual 
motion of the atom, i.e. the change of the atomic position with respect to the cavity, the 
observation of that motion, the real-time processing of the acquired data by the feedback 
algorithm and finally the actuation back on the atomic motion, as they are depicted in an 
illustrative way in Figure 5.12. The efficiency of the feedback depends crucially on two 
parameters, which are the accuracy of the actual measurement and the reaction time of the 
feedback circuit. The latter one is the time necessary to go through one iteration of the loop and 
was mainly limited in previous experiments by the real-time processing capabilities of the 
computing device. The employment of FPGAs, as they were described in Chapter 4, permits to 
lift the computational limitations into a regime where only the physical availability of 
information sets the limit. 

For the experiments carried out in this section, we assume a probe-cavity detuning of 

0 MHzp cw w- =  and an effective atom-cavity detuning of ( ) 2 5 MHza cw w p- »- . In this 

case a low transmission yields a good overlap of the atom with an antinode of the probe-field. 
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As this overlap decreases, the transmission increases until the atom is lost and the transmission 
reaches its maximum value, which will be referred to as the empty cavity transmission. The 
actuation is achieved by changing the depth of the dipole trap inside the cavity. Since the 
intensity and frequency of the trap laser is controlled by an AOM, this is accomplished by 
changing the amplitude of the RF frequency driving this AOM (cf. Section 3.3.3). 

 

Figure 5.12: Illustration of the basic idea of the feedback loop. The motion of the atom, i.e. the atomic position with respect to 
the cavity, is the key parameter which shall be influenced. This motion is observed and the information gathered is transferred 
to the feedback algorithm. The algorithm interprets the data and sends a command to the actuation mechanism, which in turn 
alter the motion of the atom. Now the whole loop restarts. 

 

5.5.2. Bang-Bang Feedback 

A very intuitive approach to implement a feedback strategy consists in simply considering 
whether the atom is moving away or towards the cavity center. This is achieved by determining 
the slope of the transmitted probe intensity. As an example, an increase in the photon-flux 
corresponds to a decreasing overlap between the probe-field mode and the atomic position. This 
corresponds to an atom which is moving away from the center of the antinode and hence away 
from the cavity center. In order to damp the motion of the atom, the depth of the potential valley, 
created by the dipole trap, is altered. When the atom is moving outward, the potential valley is 
switched to a high value and vice-versa, when it is moving inward. Since this feedback routine 
only assumes two discreet values for the dipole trap, it is thus termed “bang-bang” feedback. 
Due to the fact that the bang-bang feedback only reacts on changes in the photon flux, its 
integration time needs to be smaller than a typical oscillation period. The advantage of this 
“naïve” behavior is that no previous knowledge about the system is needed. However, the low 
probe power with the associated limited photon flux renders this mechanism impossible for 
feedback cooling of the axial motion, since the required probe-powers would heat and 
eventually also saturate the atom. As it was shown in Section 5.2, the timescales for the radial 
and axial oscillation periods differ by two order of magnitude and hence permit to treat both 
directions separately. This ensures that this feedback method is applicable for the radial motion. 
A detailed description of this feedback strategy can be found elsewhere [56]–[58]. Here, the 
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objective is to give a short introduction which allows for a better comparison with the new 
feedback algorithm to be introduced in Section 5.5.3. 

A systematic overview of the bang-bang feedback routine is depicted in Figure 5.13. The 4 
photon counters are connected to an FPGA, which records the single clicks (cf. Section 4.4). 
For further processing, all clicks are handled equally irrespective from which SPCM they stem 
from. It is hence equivalent to having a single SPCM. An edge-counter outputs the number of 
detected photon clicks every 32 ns. This signal passes a moving average filter, whose 3dB 

bandwidth depends inversely on the exposure time Texp and amounts to 1
exp0.44 T-⋅ . The exposure 

time defines the length of the moving average filter and is typically set to 16 µs, so that the 
filter corresponds to a 28 kHz low-pass filter. Afterwards, the signal is compared to its delayed 
duplicate. The delay time amounts to 32m ns⋅  and is usually chosen to be equivalent to the 

exposure time. Depending on whether the difference falls below a threshold value (normally 
two photon clicks), a digital channel signals whether the low or high trap power is output, 
respectively. 

 

Figure 5.13: Schematic overview of the bang-bang feedback routine. The light of the probe beam is transmitted through the 
atom-cavity system. Its amplitude is recorded by an SPCM (for simplicity the array of SPCMs is shown as a single SPCM), 
which emits a digital pulse upon detection of a photon. The pulses are fed into an FPGA and counted by an edge counting unit. 
A signal representing the number of clicks per time interval is low-passed by a moving average filter. The temporal evolution 
of this signal is detected by comparing the current signal to its delayed facsimile. Depending on whether this evolution is below 
or above a certain threshold value, a digital channel is asserted. This controls a switch, sending the high or low dipole trap set-
point to the AOM unit, which in turn alters the power of the intracavity dipole trap. 

The entire processing described before is done inside the FPGA. This ensures that the speed 
and effectiveness of the feedback is not limited by the computational unit. The switching of the 
dipole trap to the desired value is achieved by an external switching chip. Its output signal is 
passed to the set-point input of the stabilizing PID of the dipole trap. It is crucial to have the 
parameters of the PID controller adjusted correctly, so that the actual switching of the dipole 
trap is achieved fast enough but no overshooting occurs. The bang-bang feedback measurement 
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has been carried out in a collaborative effort together with Koch. In his thesis “Classical and 
Quantum Dynamics of a Strongly Coupled Atom-Cavity System” [81] a detailed description and 
analysis of the results sketched briefly in this sub-section can be found. Here we will only 
summarize – for reasons of completeness – the two major results, which are also plotted in 
Figure 5.14. 

 

Figure 5.14: Performance of the bang-bang feedback routine. Graphs taken from Koch [81]. a) Increase of storage time of 
captured atoms. The remaining fraction of atoms after a certain storage time is plotted. The data is recorded for an ensemble of 
sequentially captured single atoms. The data-points are indicated by symbols and an exponential fit is shown as solid line in 
the respective color. The colors represent which percentage of the recorded photon clicks is processed by the feedback routine. 
In case of the black line, the feedback was fully turned off. As more atoms are lost during the first few µs the lines to not 
necessarily cross the ordinate axis at zero. b) Cooling of atoms by means of fast electronic feedback. The energy distribution 
is deduced for an ensemble of captured atoms. A three-dimensional Boltzmann fit permits to extract a temperature. Plots for 
feedback activated (blue) and deactivated (red) are presented. 

The most obvious effect becomes evident in a storage time measurement, which is depicted in 
part a) of the figure. In this plot the remaining fraction of atoms after they were trapped for a 
certain amount of time is shown. The numbers are evaluated from an ensemble of single atoms 
which have been trapped in the cavity one after the other. An exponential fit yields the decay 
time, which corresponds to the average storage time. For the black curve the feedback was 
turned off and the atoms stay on average for 35 ms in our cavity. This time gets significantly 
increased as soon as the feedback is turned on. If 100% of the detected signal is fed into our 
feedback algorithm, average storage times of more than 1 second are achieved. This 
corresponds to an impressive increase by more than a factor of 30. The performance is limited 
by the amount of information which can be extracted from the data. It can be seen that a 
reduction22 of the signal fed into the feedback-routine considerably degrades its performance.

                                                 
22 The reduction is accomplished by simply disconnecting some of the SPCMs. Since the incoming photon clicks 
are truly randomly distributed among the 4 SPCMs, this equals a reduction in the detection efficiency. 
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General parameters  

Probe-cavity frequency detuning Δ 2𝜋⁄ 0 MHz 

Atom-cavity frequency detuning Δ 2𝜋⁄ 5 MHz

Probe power 𝑃 0.5 𝑀𝐻𝑧/ 𝜂 ⋅ 𝜂 ⋅ ℏω 450𝑓𝑊 

Dipole trap power 𝑃 , 400 𝑛𝑊 
𝑃 , 950 𝑛𝑊 

Feedback parameters (bang-bang feedback) 

Integration time T 16 µs 

Delay between two intervals T 16 µs 

Threshold value S 2

Table 5.1: Overview of the optimal settings of the radial bang-bang feedback. The settings have been determined in various 
scans and are employed for majority of the depicted graphs. 

Since a better confinement of the atom, as it could in principle also be achieved by simply 
increasing the dipole trap depth, would also lead to an extension of the storage time, it is 
important to show explicitly that the feedback is indeed a cooling technique for the atomic 
motion. In order to do so, the temperature of an ensemble of sequentially trapped single atoms 
is measured. Atoms are stored for 10 ms with or without feedback, respectively. Afterwards, 
the trap is ramped down slowly and the time at which the atom escapes is determined. This 
enables to reconstruct the energy distribution. The result is plotted in Figure 5.14 b). A three-
dimensional Boltzmann fit yields a temperature reduction from 400±50 µK to 160±5 µK. This 
shows that fast electronic feedback is indeed capable to cool the motion of single trapped atoms 
down to temperatures slightly above 150 µK. 

The positive results of the feedback cooling scheme led to employing this as a standard means 
to increase the storage time of single atoms in order to perform additional experiments. This 
hence leads to a significant increase in the duty cycle of the experimental setup, which requires 
around 2 seconds for loading and capturing the atoms. Some typical traces where a single atom 
was captured for more than 10 seconds are depicted in Figure 5.15. While plots b) and c) are 
recorded with the optimal parameters, which have also been used for the previous measurement, 
plot a) was recorded with higher probe power, corresponding to 0.2 intracavity photons on the 
empty cavity resonance. The optimal parameters are also given in Table 5.1. In all plots the 
effect of the feedback cooling is clearly visible. Spikes in the traces appear, indicating where 
the atom acquired a certain amount of kinetic energy. In case no feedback is applied, this would 
normally lead to an abrupt loss of the atom. Nevertheless, the feedback is able to cool this 
motion and keep the atom in the cavity. A second interesting effect becomes evident, especially 
in Figure 5.15 b), the region between 4.5 seconds and 8 seconds shows an increased offset of 
the transmitted probe beam. We assume this to be caused by “hops” of the atom along the cavity 
axis from one antinode of the dipole trap to the next. As the overlap of the probe beam and the 
dipole trap varies over the length of the cavity, axial hopping over multiple antinodes could 
well explain this behavior. This behavior is, however, not the scope of this thesis and can be 
verified by observing the atom with a high sensitive EMCCD camera [111]. 
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Figure 5.15: Typical traces of the transmitted probe power for the bang-bang feedback at work. The photon count rate of the 
transmitted probe power is plotted as a function of the capturing time. While part a) was recorded for a probe power of 0.2 
intracavity photons for the empty cavity, part b) and c) are recorded for values of 0.1 intracavity photons. The loss of the atom 
is visible by the increased transmission towards the end of each trace. 

 

5.5.3. Radial Parametric Phase Feedback 

The pre-knowledge we have about the atomic motion can be used to enhance the performance 
of our feedback [60]. This is essentially different to the previous strategy where no ab initio 
knowledge about the system was needed and the “decision” was based on the history of photon 
clicks over a period shorter than the period of the oscillation itself. Usage of the pre-knowledge 
enables to consider the history of the system on a timescale solely determined by the coherence 
time of the oscillation, i.e. the time during which the phase of the mechanical oscillation of the 
atom stays predictable. This time can be deduced from the number of peaks visible in the second 
order correlation function (see Section 5.3.1) and is further verified by a derivation of the q-
factor of the atomic oscillation (see Section 5.5.3.2). In our case, the timeframe considered for 
the feedback decision is typically around two oscillations of the atom. This feedback algorithm 
hence considers substantially longer time intervals than the previously explained bang-bang 
feedback. Thus, it reduces the signal-to-noise ratio of the input signal and hence enhances the 
quality of the prediction itself. The technical implementation on the other hand of this so-called 
“parametric feedback” strategy is significantly more complex. 
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5.5.3.1. Implementation/Working Principle 

Our system can be described as a parametric oscillator, which is a harmonic oscillator whose 
parameters alter in time. An intuitive example of such an oscillator is a child pumping while 
standing on a swing [143]. By bending its knees, the oscillation frequency alters. Assuming that 
the child performs a sinusoidal movement of its center of gravity, the equation of motion can 
be written as: 

 ( ) ( ) ( )( ) ( )2
0 1 cos 0d dx t x t A t x tg w w+ ⋅ + ⋅ + ⋅ =    (5.7) 

Here, dw  is the driving frequency with magnitude dA . The damping of the oscillation is given 

by g . The underlying physics corresponds to our case. However, instead of bending the knees, 

the depth of the potential valley where the atom is trapped is changed, which in turn also leads 
to a variation in the oscillation frequency as described in Section 5.3.2 and shown in Figure 5.6. 
The knowledge about this motion will be employed for refining the feedback strategy. 

The idea of the parametric feedback strategy is somewhat similar to the parametric heating 
described earlier (cf. Section 5.3.3). For the parametric heating the mechanical oscillation of 
the atom was driven by applying a steady sinusoidal modulation close to the mechanical 
resonance frequency of the atom. While for parametric heating the phase of the applied 
modulation was stable and did not change, this phase is continuously updated in case of the 
parametric feedback, based on the detected pattern in the recorded photon stream. As 
oscillations with increasing amplitude will show up in the transmitted photon stream, it is 
possible to phase-lock the applied modulation to the detected oscillation in the photon stream. 
If the phase difference is now set in such a way that the applied modulation of the trap is phase-

shifted by 2p+ to the detected oscillation, the alternating trap depth will counteract the motion 

of the atom, damping it and hence lead to cooling. In this case the feedback predicts the future 

evolution of the system and the applied modulation is advanced by 2p+  to the excursion of 

the atom. This parameter will hence be termed phase advance  pfb Mod out atomic motionf f f-= -  in the 

following. Based on its origin of parametric heating and cooling, this feedback strategy is hence 
called “parametric feedback”. A schematic overview of its implementation into the FPGA also 
responsible for the photon counting is found in Figure 5.16. In order to ensure that no phase 
drift between the detected and applied modulation occurs, it is important to note that the phase 
of the output modulation needs to be locked to the clock of the FPGA, which also clocks the 
detection of the oscillation. 

Two crucial parameters need to be set in advance before the feedback starts to work. These are 

the frequency pfbf , at which the feedback will operate, and the phase advance pfbf , which gives 

the phase relationship between the output modulation and the detected oscillation. The feedback 
starts by summing the number of photon clicks it received during the past 8 ns. This signal is 
sent through a moving average low-pass filter with a 3dB bandwidth of 3.2 MHz. The 

oscillation strength and phase position at pfbf  is determined by performing a discrete Fourier 
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transform at this frequency. In order to do so, the signal is multiplied by a local oscillator and 
its 90-degree phase-delayed facsimile. The two channels represent the complex oscillation 

amplitudes at pfbf . They each pass a moving average filter, whose length is adjusted to match 

an integer multiple of the oscillation period. Non-integer multiples can lead to significant 
artefacts, especially whenever the integration length is on the order of only a few oscillation 
periods. In our case we have chosen an averaging length equal to only one oscillation period. 

In this case, the filter acts as a low-pass with a 3dB bandwidth of 0.44 pfbf⋅ . A subsequent 

complex-to-polar converter extracts the magnitude and phase information. The phase 
information is used to phase-lock the local oscillator generated by the FPGA to the detected 

oscillation. The phase of the oscillator is additionally shifted by the phase advance pfbf  

parameter, which is set ab initio. The amplitude of the output oscillation can either be set to a 
fixed value or is varied depending on the magnitude of the detected oscillation. 

The actual output of the feedback algorithm based on a real trace is shown in Figure 5.17. Part 
a) shows a full trace where the atom was captured for 25 ms in the cavity. During this time no 
feedback was applied. The black curve shows the signal recorded by our photon counting 
modules. The simulated response of the feedback circuit is depicted bellow. The red curve 

indicates the strength of the oscillation lS  found at a frequency of 6.6 kHzpfbf = . The blue 

curve shows the detected phase lf  at this frequency. lS  and lf  correspond to the output of the 

complex-to-polar converter in Figure 5.16. As it can be seen nicely by looking at the phase 
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Figure 5.16: Scheme of the implementation of the parametric feedback routine in the FPGA. Clicks from the photon counters
(here depicted as a single one) are sent to an FPGA. An event counter running on a 125 MHz clock adds up all recorded photon
clicks per 8ns interval. This number passes a moving average low-pass filter and is multiplied with a local oscillator, which is 
generated inside the FPGA at the frequency fpfb as well as its -90° phase-shifted facsimile. Subsequently moving average low-

pass filters are applied. A complex-to-polar converter (I, Q to r, ) in the end yields the magnitude and phase of the detected 

oscillation at fpfb. This information is used to phase-lock the local oscillator to the detected oscillation. The phase of the local
oscillator is additionally shifted by fpfb before the magnitude information is employed to adjust the amplitude of the output
oscillation. 
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information, a clear oscillation is evident between 14 ms and 25 ms. During this time a clear 
and quite stable phase at the input frequency is found. This indicates that the atom is oscillating 
at a very stable frequency. Furthermore, an increase in the detected magnitude is also partially 
visible. Once the atom is lost, the transmitted power significantly increases, however, as 
expected, no oscillation at the feedback-frequency is detected. This is visible by a vanishing 
magnitude signal and a randomly fluctuating phase signal. 

Part b) of Figure 5.17 shows a zoom into the region around 17 ms. Here, the oscillation is clearly 
visible. The detected magnitude of the oscillation is directly overlapped with the transmitted 
power, showing excellent agreement. In addition, the phase-locked local oscillator for a phase-

advance of 0pfbf =   is plotted as green line. One can nicely see that despite the anharmonicity 
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Figure 5.17: Working principle of the parametric feedback. a) Full trace of an atom which has been captured for 25 ms without
feedback applied. The black line shows the transmitted power as recorded by the SPCMs. The red and blue line show the
simulated values, which the parametric feedback would derive for the magnitude and phase of the detected oscillation
respectively. b) Zoom into the region around 17ms. The depicted graphs are identical to part a). In addition, a green curve
shows the local oscillator, which is phase-locked to the detected oscillation. 
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of the mechanical oscillation of the atom, the phase-locked local oscillator accurately follows 

the atom’s motion. The continuously updated phase lf , necessary to lock the phase of the local 

oscillator to the atomic oscillation, is plotted as a blue line below. During the depicted timespan 
the phase stays quite stable on a timescale of 0.5 to 1 ms, indicating a very steady oscillation of 
the atom, which is typically once the atom picked up a certain momentum and is close to getting 
lost out of the cavity. 

The routine described and visualized above is implemented into the photon counting FPGA. 
The resulting analog output is directly fed as set-point to the PID controller stabilizing the 
intensity of the trapping laser. The output voltage level is given by the following formula. 

 ( ) ( )( )0 sin 2 1out pfb l pfbS t S G f tp f fé ù= + ⋅ ⋅ + + +ê úë û   (5.8) 

Here, 0S  is an offset voltage output when no oscillation is detected and G is the gain of the 

feedback circuit. The voltage offset 0S  ensures that the dipole trap intensity is kept above a 

certain threshold value which is especially important since the trap beam is also used to stabilize 
the cavity length. Values below the threshold will make the lock unstable and eventually cause 
the cavity to fall out of lock. Furthermore, the absence of this field would reduce the ac-Stark 
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Figure 5.18: Output voltage level of the FPGA (red curve) and the corresponding measured modulation of the intracavity 
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MHz are marked by horizontal grey lines. 
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shift and hence alter the detuning of the atom and the cavity. An example of a typical FPGA 
output and the resulting dipole trap intensity is depicted in Figure 5.18. 

At time zero the atom is trapped, the dipole trap power is increased and the control over the 
intensity is handed over to the FPGA. In the upper plot the lower dashed horizontal line shows 
the dipole trap power as it would be applied if the feedback is deactivated. For this dipole trap 

power level the ac-Stark shift amounts to 35 MHzac starkw -D =  resulting in an atom-cavity 

detuning of ( )2 2 5 MHzac a cp w w pD = - =- . The gain parameter in Eqn. (5.8) is adjusted 

in such a way that it only slightly changes the value of the ac-Stark shift. The dipole trap power 

which would correspond to an increase of the ac-Stark shift to 39 MHzac starkw -D =  and hence 

2 1 MHzac pD =- , is depicted by the upper dashed horizontal line. However, as it is visible 

in Figure 5.18, this value is hardly ever reached. Usually the influence of the parametric radial 

feedback leads to an increase of the ac-Stark shift ac starkw -D  of less than 1 MHz and can hence 

be disregarded. Furthermore, small deviations caused by a change in the ac-Stark shift are 
compensated due to the fact that the feedback only switches to higher dipole trap powers once 
a large and clear oscillation of the atom is determined. In this case the dipole trap field at the 
position of the atom is reduced anyway, which in turn leads to a decreasing ac-Stark shift. 

5.5.3.2. Quality Factor of Atomic Oscillation 

Besides the small number of photons transmitted by our atom-cavity, the key challenge for any 
feedback circuit lies the low-Q regime where the measurement backaction decoheres the atomic 
motion after only a few oscillations. The quality factor of the atomic motion in the resonator 
can be deducted from the FFT recorded for many trapped atoms in the resonator while the 
feedback is turned off. Traces of 200 atoms have been evaluated and a 1024-point FFT was 
computed for every 10.24 ms interval. The magnitude of these individual FFT spectra have then 
been added together; the result is shown in Figure 5.19. In the resulting spectrum the Q-factor 
is represented nicely on the lower frequency side while the higher frequency side is sharper and 

governed by the reduced visibility ( )V f  of higher frequency atomic oscillations in the 

transmission of our system as described in Section 5.4 and depicted in Figure 5.1123. In addition, 
the spectral data shows a constant offset T0 and a frequency dependent one best described by 

backT f . Taking these considerations into account the recorded data is represented by 

 ( )
2

0 2

01

backT A
T T V f

f f f
pg

g

é ù
ê ú= + + ⋅

é ùê úæ ö-ê ú÷ê úç+ ÷çê ú÷ê ú÷çè øê úê úë ûë û

. (5.9) 

                                                 
23 Please note that frequencies here are twice the value shown in Figure 5.11. This is due to the fact that here the 
actual frequency in the transmitted signal is considered while in Figure 5.11 the oscillation frequency of the atom 
is plotted. 
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Here A represents the magnitude of the peak in the transmitted data,  the half-width at half-

maximum (HWHM) and f0 the center-frequency of the oscillation. Taking the theoretically 

expected value of 0 9.6 kHzf = , a non-linear square fit yields a Q-factor of 

 0 2.4
2

f
Q

g
= = .  (5.10) 

Our feedback loop therefore operates in the regime of poor quality factor, where a measurement 
can only be used to predict the future motion of the atom for a short time. 

 

 

Figure 5.19: Frequency spectrum of measured transmission. The recorded spectrum is shown by the blue circles. The 

background T0 + f/Tback is given by the green line. The resulting peak appears below the expected frequency of f0 = 2/2 (cyan 

line in lower plot) due to the non-linear dependence of cavity transmission on radial position (black line in the lower plot). It 
is broadened due to the measurement backaction, reflecting the decoherence of the atomic oscillation by the probing laser 
beam. A fit incorporating the nonlinear transmission function, which connects the atomic position to the transmitted intensity, 
yields a Q-factor of 2.4 (red line). 

  

5.5.3.3. Phase Dependency 

The phase advance pfbf  is a crucial parameter for the correct operation of the parametric 

feedback. It determines the phase relationship between the applied modulation of the dipole 
trap and the detected excursion of the atom. Thus, it permits to adjust the feedback loop to 
amplify or decrease the motion of the atom in the dipole trap, which leads to heating or cooling 
of the atom. The average storage time of the atom is a good means to determine the position of 
heating and cooling regions. The drastic change in the storage time associated with the value of 
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the phase advance is plotted in Figure 5.20. The phase advance is scanned over 2. The average 

storage time is determined by measuring the time the atom remained strongly captures inside 
the cavity. Per each data-point, i.e. per frequency and phase setting, around 20 individual atomic 
traces are recorded. During all scans the probe-power was set to 0.11 intracavity photons on the 
empty-cavity. The dipole trap was adjusted in such a way that its value without feedback results 
in an 840 µK deep potential valley. As mentioned previously, the feedback operates at an 
integration time, which corresponds to its oscillation period, which is the inverse of the 

parametric feedback frequency 1 pfbf . This optimum integration time was found empirically 

and is expected due to the low Q-factor: the measurement backaction renders the atomic motion 
incoherent over timescales longer than the oscillation period, so integrating for longer than this 
degrades our estimates of the atom's amplitude and phase. Scans for three different oscillation 
frequencies are plotted. The dashed black line indicates the storage time with the same 
parameters, however, without any feedback applied. At a phase value of 90 degrees two data 
points per set are shown. These data points were derived with two different settings of the 

feedback routine which correspond to the internal –  and +  phase settings. The overlap of 

these data points confirms the correct working principle of our routine.



Figure 5.20: Influence of the phase advance on the storage time of atoms captured in the dipole trap. The phase advanced is 

scanned from – to + and the average storage time of multiple individual traces is determined. Three different plots for 

different settings of the feedback frequencies are recorded. Sine curves are fitted to the single curves which serve as guide to 
the eye. The average storage time in case no feedback is applied is plotted as vertical black line. 
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The graph recorded for 7 kHzpfbf =  (blue curve) shows a clear increase in storage time around 

90 degrees. At this point its average value is close to 2 seconds. At the opposite phase setting, 
i.e. at a 180-degree phase offset, the contrary behavior takes place. Here, strong heating occurs, 
pushing the storage time well below 10 ms. The actual value at this setting is even lower, since 
many atoms were captured for such short times, typically below 4 ms, that they have not been 
considered as being captured at all. The phase dependency changes if the oscillation frequency 
of the feedback is altered. In this case the main peak is either moved to higher or lower values 
of the phase advance. This frequency dependency will be studied closely in the next section. 

5.5.3.4. Frequency Dependency 

Besides the phase advance of the parametric feedback, which has been discussed in the previous 
section, the frequency setting of the feedback plays a key role. As already mentioned above, 
this frequency value is used as reference to detect the atomic oscillation as well as to generate 
the phase-shifted local oscillator which is modulating the dipole trap. The value is derived from 
previous knowledge about the system. As feedback is supposed to anticipate the motion of the 
atom and counteract it with a modulation of the dipole trap, its frequency setting should be close 
to the atom’s oscillation frequency. In order to show this dependency, scans at various 
frequency settings have been carried out. They are depicted in Figure 5.21. At each feedback 

frequency value traces for phase advance parameters spanning across the full 2 region are 

recorded yielding a 2D matrix of data-sets. For each data-set the average storage time is 
evaluated. The values determined for the same frequency setting at the different phase settings 

are fitted to a Gaussian distribution which is periodic in 2. This permits to extract the phase 

advance at which the feedback works best ˆ
pfbf  as well as the average storage time at this 

optimal phase setting. These two values are plotted in Figure 5.21 as black and red line. As 
reference, a second order intensity correlation plot measured for the same setting with no 
feedback applied is added in the same plot (blue line). As described in the previous chapter, this 
correlation function hints on the atomic oscillation. 

The average storage time at the optimal phase setting shows a clear peak around a feedback 
frequency of 7 kHz. At this setting the average storage times reaches a value around 1.7 seconds 
in the Gaussian fit. However, the actually measured value at the optimal phase and frequency 
setting amounts to 2 seconds. Going to higher frequency settings, the average storage time drops 
to values which are even below the value without any feedback of 60 ms. In this case the 
switching of the dipole trap occurs with a random pattern and hence leads to heating of the atom 
independent of the selected phase advance. At lower frequency a clear drop in the average 
storage time is visible as well. However, in this case a second structure around 3 kHz appears. 
We attribute this structure to a positive effect of the feedback operating at half the oscillation 
frequency of the atomic excursion and hence only interacting every other oscillation cycle. 
Besides the clear influence of the feedback frequency on the storage time, a dependency of the 
optimal setting of the phase advance parameter is evident as well. For the maximum storage 
time, which occurs around 7 kHz, an optimal setting of the phase advance of 90 degrees is used. 
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Going to higher feedback frequencies where the storage time reduces the optimal phase advance 
changes to values lower than 90 degrees. In this case the oscillation is faster than the intrinsic 
oscillation of the atom and hence a smaller phase advance compensates for this effect and yields 
the best results. The behavior is similar for feedback frequencies below 7 kHz with the 
difference that the phase advance changes to larger values. Here, the local oscillator of the 
feedback routine is too slow to follow the oscillation of the atom. Thus, a larger phase advance 
is required in order to achieve the best possible cooling of the atom, which is possible at this 
respective setting. 

 

Figure 5.21: Average storage time of the atom as a function of the feedback frequency. The black curve shows the storage 
time as it was measured for the best phase advance setting at a given feedback frequency. This optimal setting of the phase 
advance parameter is also depicted by the red curve. The error bars of the storage time indicate the standard deviation, i.e. one 

 confidence level, of the periodic gauss fit carried out to determine the average storage time for each feedback frequency. In 

order to derive the error bars for the optimal phase, a sine curve has been fitted to the same storage time/ phase data at each 
feedback frequency. From this value also the optimal phase advance has been determined. Here as well the standard deviation 
level is shown. As a reference, a second order correlation measurement of traces recorded with the same parameters but without 
feedback is depicted as blue curve.  
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5.5.3.5. Maximum storage time 

Unlike the previously used bang-bang feedback, the parametric feedback described in this 
section requires more knowledge about the system and hence more significantly relies on the 
input settings. Their choice has already been described in the two previous paragraphs. Here, 
the best parameters are employed and the actual application as an efficient means to increase 
the storage time will be shown. A detailed overview of the settings of the parameters can be 
found in Table 5.2. 

Multiple experimental runs with these settings have been carried out. A semi-logarithmic plot 
of the obtained storage times for each captured atom is shown in Figure 5.23. Here, the fraction 
of the remaining number of atoms remaining captured in the cavity is plotted as a function of 
the storage time. The fraction is reduced every time an atom is lost. Hence, every data point 
represents a single captured atom, which has been recorded one after the other. The average 
value of the storage time of the atoms computed as arithmetic mean amounts to tavg = 2.15 

seconds. The 1/e storage time determined by an exponential fit of first order results in d1 = 2.3 

seconds (purple dotted line). The strong presence of atoms which only stay for a short time in 
the cavity (less than 250ms) significantly lowers this value. An exponential decay fit of second 

order permits to overcome this limitation. This yields decay times of 1 = 213 ms (blue dashed 

General parameters  

Probe-cavity frequency detuning Δ 2𝜋⁄ 0 MHz 

Atom-cavity frequency detuning Δ 2𝜋⁄ 5 MHz 

Probe power 𝑃 0.6 𝑀𝐻𝑧/ 𝜂 ⋅ 𝜂 ⋅ ℏω 540𝑓𝑊 

Dipole trap power (base-value) 𝑃 950 𝑛𝑊 

Dipole trap modulation depth Δ𝑃  varies; depending on confidence of detected 
oscilation

Feedback parameters (parametric feedback) 

Frequency of parametric feedback oscillator f 7 kHz 

Integration time of feedback T 1/𝑓 142.86 µs 

Phase advance ϕ 90° 

Internal FPGA parameters 

DDS increment for local oscillator feedback_phase_ddsinc = 300647 

Cycles between feedback iteration feedback_phase_fiforate = 9 

Integration steps of feedback feedback_phase_fifoshift = 1428 

Internal phase setting of feedback feedback_phase_phase = -1.0 

Feedback output modulation strength pfb_multiply = 16 
pfb_offset = 78000 
pfb_dac_scaling = -4 
pfb_mag_scaling = true 

Table 5.2: Overview of the settings determined to offer the best mode of operation of the radial parametric feedback. These 
settings are also employed to record the traces depicted in this paragraph. The FPGA internal parameters are also given as 
reference. 
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line) and 2 = 3585 ms (green dashed line), respectively and is plotted as red line in Figure 5.23. 

The faster decay in the beginning can e.g. be caused by an improper operation of the feedback 
routine for atoms which are caught not directly in the center of an antinode of the probe beam.  
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Figure 5.23: Fraction of atoms remaining in the cavity after a certain time has passed. The actual data points are depicted by
blue rhombs. 23 captured atoms are considered. An exponential decay of first and second order is fitted to the data-points. The 

first order fit is depicted as purple dotted line with the decay constant d1. The second order one is plotted as red line with the 

two decay constants 1 and 2, which are also shown by the dashed blue and green line. The vertical black dotted line represents

the average storage time. 
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Figure 5.22: Two sample traces of the radial parametric feedback at work. The traces are recorded with the settings listed in 
Table 5.2. Part a) is recorded with the probe level set to 0.13 intracavity photons and 0.11 intracavity photons in part b). 
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If we compare the acquired data to the bang-bang feedback measurement an increase by a factor 
of 3 can be observed, see Figure 5.14 a) (red curve). In this Figure each data points represent a 
binning of individual captured atoms on the x-axis. This hence shifts the weight to larger time, 
and thus yields reasonable values for the single exponential decay. Evaluating both data-sets in 
the same way results in decay times of the parametric feedback data of 3.2 seconds, compared 
to 1.1 seconds obtained in case of the bang-bang feedback. 

In order to show the parametric feedback at work, two sample traces are depicted in Figure 
5.22. Here, storage times of more than 13 seconds in a) or 12 seconds in b), respectively, are 
found. The overall low transmission of the probe beam through the cavity demonstrates the well 
working principle of the parametric feedback. 

5.5.4. Axial Parametric Feedback 

Up to now, all feedback routines are only applied on the radial direction of the atomic motion 
away from the cavity axis. Here we will extend our scope and show a first implementation of 
axial feedback. Since the axial motion occurs on much faster timescales, i.e. two order of 
magnitude, only the parametric feedback routine offers the possibility to tackle this ambitious 
challenge. The low count-rates caused by the low transmission of the probe beam through our 
atom-cavity system in combination with the necessary fast response time require that the 
feedback decision is based on the timing of a single photon click. An overview of the settings 
employed to demonstrate the axial feedback is given in Table 5.3.  

General parameters  

Probe-cavity frequency detuning Δ 2𝜋⁄ 0 MHz 

Atom-cavity frequency detuning Δ 2𝜋⁄ 5 MHz

Probe power 𝑃 6 𝑀𝐻𝑧/ 𝜂 ⋅ 𝜂 ⋅ ℏω   

Dipole trap power (base-value) 𝑃 950 𝑛𝑊 

Dipole trap modulation depth Δ𝑃 0.36 ⋅ 𝑃  

Feedback parameters (parametric feedback) 

Frequency of parametric feedback oscillator f 500 kHz 

Integration time of feedback T 2/𝑓 4 µs 

Phase advance scanned ϕ 0 360° 

Internal FPGA parameters 

DDS increment for local oscillator feedback_phase_ddsinc = 21474836 

Cycles between feedback iteration feedback_phase_fiforate = 0 

Integration steps of feedback feedback_phase_fifoshift = 400 

Table 5.3: Overview of the settings used for the axial parametric feedback scan. The probe power is significantly increased 
compared to the previous radial scans. 
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5.5.4.1. Implementation 

The high frequency of the axial oscillation in the few hundred kHz regime also requires a 
modulation of the same frequency which will be output by the parametric feedback routine. 
This frequency value is way beyond the bandwidth of the PID controller, which lies well below 
100kHz. Hence it is not possible to use the feedback output as set-point of the PID loop as it 
has been done for the radial feedback routine. In Figure 5.24 the required changes on the dipole 
trap AOM driver, when going from radial to axial feedback, are depicted. If high modulation 
frequencies are used as for axial feedback, the set-point for the dipole-trap stabilization PID is 
a fixed value output by the main program controlling the experimental run. The output of the 
PID is then multiplied with the oscillator generating the fixed AOM frequency via a mixer 
(Mini Circuits ZLW-3+). Now a second mixer of the same kind is used to modulate this signal 
with the frequency of the feedback routine output by an analog channel of the FPGA module. 
In total this results in a fast modulation of the radio frequency driving the AOM and with that 
also of the dipole trap beam. The limited bandwidth of the PID, which is below the high 
modulation frequency, ensures that the PID controller itself does not get “distracted” by the 
modulation and consequently tries to compensate for it. Instead, it only “sees” a time-averaged 
value of the signal, which makes the modulation invisible. 

5.5.4.2. Phase Dependency 

The fast timescale of the axial motion in combination with its low quality factor, as it can be 
seen in the number of peaks showing up in correlation measurements, necessitates to increase 
the information rate emitted from the cavity. In order to do so, the probe power impinging on 
the cavity is increased by a factor of 10 compared to the measurements of the radial oscillation, 
resulting in an empty cavity photon number of 1.1. It is important to keep in mind that this value 
is determined for the case where the cavity is on resonance with no atom inside. The presence 
of an atom significantly reduces the actual number of intracavity photons once the atom is 
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Figure 5.24: Setup of the PID and AOM mixer for slow and fast modulations as they are used in the radial and axial feedback,
respectively. A PID is used to stabilize the intensity of the dipole trap laser via a photodiode (PD). In case of the radial feedback, 
the signal of the FPGA is directly fed into the PID controller. The output of the PID subsequently controls the amplitude of the
modulation by passing through a mixer. In case of axial feedback, a fixed value controls the set-point of the PID. The output 
of the PID controls the amplitude of the modulation while passing through a first mixer. A second mixer is used to create an
amplitude modulated signal controlled by the output of the FPGA. 
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strongly coupled; this way we are close to saturating the atom but still not in the saturation 
regime. However, the high probe powers cause significant heating and hence reduce the average 
storage time when no feedback is applied to a value as low as 7.1 ms. The exposure time is set 
to two oscillation periods of the expected modulation, i.e. 4 µs. This increase reduces the 
bandwidth of the feedback algorithm on one hand, but, on the other hand permits to increase 
the signal-to-noise ration by a factor of two. The trap depth without modulation is set to a value 
of 840 µK. In order to increase the effect of the feedback on the atom, the modulation depth of 
the dipole trap is set to a value of 36% of its mean value. The modulation is applied continuously 
with a fixed amplitude. The modulation is neither turned off nor reduced in times where no or 
only a weak oscillation is detected as it would be possible by the feedback routine. This permits 
to exclude additional effects stemming from pure changes in the amplitude of the modulation 
and hence permits to attribute the emerging pattern as being caused by a change in the phase. 
For the scan a feedback frequency of 500 kHz was chosen, as this is on the high-frequency side 
of the peak in the correlation plot (cf. Figure 5.5) and hence closer to the harmonic oscillation 
frequency. An overview of the parameters is given in Table 5.3. 

Applying feedback at the calculated harmonic oscillation frequency of the atom around 1 MHz, 
with which the atom oscillates for small excursions, would in principle enhance the efficiency 
of the feedback algorithm. However, only a very little modulation is visible at this harmonic 
oscillation frequency in the transmitted signal due to the little change in the coupling constant 
for small excursions, rendering this frequency choice impractical. As for the radial oscillation, 
the phase advance is scanned and the average storage time is measured. For each data point 
more than 100 individual atoms have been captured. The result is plotted in Figure 5.25. The 
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Figure 5.25: Influence of the phase advance on the average storage time for axial feedback. The average storage times for 
different phase advance settings is plotted. As a reference the average storage time with the same setting, however, with 
feedback disabled, is plotted as dotted dark cyan line. A dark green line shows a sinusoidal fit and serves as guide to the eye.
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average storage time varies around the value measured without any feedback and with no 
modulation applied. Around a phase advance of 45 to 90 degrees the storage time increases 
which indicates cooling of the atom. At opposite phase values the inverse behavior occurs, 
which clearly indicates heating of the atom. A sine curve is fitted and plotted as a guide to the 
eye. The values for the phase advance in this plot can only be seen as relative values since small 
delays in the signal path already lead to an additional phase offset. The overall increase in 
storage time is not as pronounced as for the radial case. This is caused by the very weak 
detection efficiency of the axial oscillation, due to the very limited amount of photons. Here the 
decision is solely based on the absence or the presence of a single photon at a certain point in 
time. Yet, this measurement shows that parametric feedback in principle permits an extension 
even to the axial oscillation. 

5.6. Conclusion 

In this chapter the motion of an atom trapped inside a high-finesse optical oscillator is studied 
in detail. Besides correlation methods, parametric heating is employed to determine the 
harmonic oscillation frequency. Unlike the first method the latter one yields values which agree 
well with the computed ones. In addition to the detection of the atomic motion, fast electronic 
feedback has been introduced as a method to effectively cool this motion. The very low number 
of photons emitted by our atom-cavity system poses a limit to the information, which can be 
gained about the atomic motion. Different strategies have been employed for the radial 
oscillation. While the so-called bang-bang method does not require any pre-knowledge about 
the system and relies on the evaluation of a change in the emitted photon flux, the radial 
parametric feedback relies on the input of the frequency at which the atom moves and outputs 
a modulation. This pre-knowledge about the system permits to have integration times which 
are on the same order or larger than one oscillation period. This significantly improves the 
quality of prediction and thus leads to an increase of the storage time by almost a factor three. 
The possibility to have longer integration times with respect to the atomic oscillation 
additionally enables an extension of the parametric feedback strategy to the axial direction. This 
feedback, however, requires higher probe powers substantially increasing the heating rate of 
the atom in order to have a visible effect. While this renders it impractical for day-to-day use 
in our experiment, it is a powerful demonstration of the possibilities of fast electronic feedback. 

Compared to experiments relying on transverse beams to trap and cool atoms, the feedback 
cooling strategy demonstrated in this thesis substantially benefits from its easy and flexible way 
to be implemented. As it only depends on information derived from the transmitted photons 
and does not require any transverse optical access, it is thus applicable also for systems 
incorporating short cavities or systems with limited optical access, consisting e.g. of optical 
fibers [144] or microtoroids [145]. Further advances in the processing algorithm of the feedback 
strategy to incorporate real-time estimation of the quantum state can even permit to extend this 
method into the quantum domain, rendering it possible to stabilize the quantum state of a 
trapped particle.
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6. Heterodyning 

Photodiodes provide an easy way to measure the intensity of a light field. The rapid oscillation 
of the light field – with its few hundred THz – is significantly faster than the highest frequencies, 
of a few tens of GHz, state-of-the art photodiodes or electronic circuits are able to detect and 
handle. All photon detectors are hence only capable to detect the energy of the impinging field, 
but not the field itself. However, in order to be able to fully reconstruct the optical field 
transmitted through the cavity, more information except the overall intensity is needed. To gain 
actual information about amplitude and phase of the light field, one can use a method, which is 
well know from RF telecommunication and based on a down-conversion process [63], [146]. 
Its extension into the optical domain is also referred to as optical homo- or heterodyning; the 
difference between them shall be explained later. 

 

Figure 6.1: Schematic overview of the down-conversion. The probe beam is overlapped with an optical local oscillator (oLO), 
centered only a few MHz away from the probe beam. The resulting optical signal is measured by a photodiode. The photodiode 
mediates the mixing of the two constituting light-fields in the beam, generates an electrical signal and passes this heterodyne 
signal onto a second mixer, which down-converts the RF-signal to DC frequency by means of an electrical local oscillator 
(eLO). A moving average low-pass filter in the end ensures that high frequency components are filtered out and hence blocks 
any residual signal from the eLO. 

With heterodyning it becomes possible to shift the frequency-spectrum of the light impinging 
on the photodiode to frequencies in the MHz range which are easily detectable by standard 
photodiodes and can be handled by the electronic circuitry. Despite being shifted to a different 
frequency-range, the signal recorded by the photodiode still possesses all the information, 
within a certain bandwidth, which is given by the diode, carried by the original light field, but 
now references to the local oscillator field used for the down-mixing. Knowing the field of the 
local oscillator, this permits to accurately determine amplitude and phase information of the 
impinging light field at a certain optical frequency (called carrier). By employing multiple 
electrical or optical local oscillators or by processing the full signal recorded by the photodiode, 
it furthermore becomes possible to independently measure this amplitude and phase 
information for adjacent, optical carriers which may be separated by only a few MHz in 
frequency. This is far below any limit which can be achieved by conventional spectral 
separation mechanisms, like prisms, grating or DBR-filters. It hence also paves the road to 
simultaneously analyze multiple spectral components individually with the same setup. A 
theoretical description of heterodyning has already been given in Section 2.2. The main 

oLO
384THz

probe beam
384 THz+25MHz

heterodyne signal
25MHz

down-converted
field
DC

optical
coupler

eLO
25MHz

electrical
mixer

photo-
diode

DC-75MHz
LP

DC-200kHz

Moving Avg.

optical domain electrical domain



Heterodyning  6.1 Setup of the Optical Down-Conversion  

 

108 

difference between photon counting and heterodyning is that the first one relies on the detection 
of single photons, while the second one is a measure of the optical field. Photon counting is a 

discrete measure of the statistical probability †a a  to annihilate a single photon, which is 

proportional to the intensity of the field. Heterodyning on the other hand is a continuous 

measurement of the superposition of the electromagnetic field a  and the electromagnetic 

field of the local oscillator. As the latter one is well known, a  can be extracted. As already 

derived in Section 2.2.2, the mixing of the two beams permits to use the local oscillator as an 
amplifier for the probe beam. This hence permits to even detect the smallest light quantities 
with regular photodiodes. 

A schematic overview of the heterodyne technique, as it will be elucidated in this chapter, is 
depicted in Figure 5.25. In Section 6.1 the optical down-conversion as it occurs at the optical 
coupler is explained. Section 6.2 then describes the subsequent electronic down-conversion. 
Sections 6.3 and 6.4 give further details on how the heterodyne detection setup is designed and 
presents is physical performance. Sections 6.5 and 6.6 present actual measurements of the phase 
and amplitude information of our coupled atom-cavity system. Section 6.7 gives an introduction 
to a measurement technique, where subsequent cooling and probe intervals permit to record 
spectral features of the coupled system. At the end of the chapter, i.e. in Section 6.8 nonlinear 
effects caused by high driving of the atom-cavity system are examined. These effects can only 
be revealed spectrally by a heterodyne detection. 

6.1. Setup of the Optical Down-Conversion 

The down-conversion step is the essential part of any heterodyne detection. It utilizes the 
principles of optical interference together with sum and difference frequency generation as it is 
known from nonlinear optics [147]. Since light in free-space only interferes but does not 
interact, the probe beam along with the optical local oscillator have to be mixed by some means. 
Here, the actual mixing is not obtained by employing a nonlinear crystal but rather by detecting 
the superimposed fields with a simple square-law photodetector, which in our case is a regular 
photodiode [148]. This however requires, that at the position of the detection the two beams 
have to perfectly overlap. 

A schematic overview of the setup is depicted in Figure 6.2. A laser close to the cycling 

transition of the 85Rb D2 line serves as the probe beam. It passes a 4l  waveplate making it 

circularly polarized and is sent to the cavity. After its passage through the atom-cavity system, 

the transmitted beam is rotated back to linear polarization by a second 4l  waveplate before it 

is superimposed with the optical local oscillator (oLO24) on a polarizing beam splitter (PBS1). 

                                                 
24 In this chapter an optical and electronic local oscillator will be introduced. In order to be able to differentiate 
between them, the optical one will be abbreviated by oLO, the electronic one by eLO. 
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Probe and oLO originate from the same laser source and are typically separated in frequency 
by about 25 MHz. They are both brought to the setup via optical fibers which induce slight 
drifts in their relative phase difference. The fluctuations are mainly caused by temperature drifts 
in the laboratory and are depicted in Section 6.2.2. After PBS1, the polarizations of probe and 

oLO are mutually perpendicular. The two beams pass a 2l  waveplate which rotates their 

polarizations by 45° before being sent onto another polarizing beam splitter (PBS2), which 
directs equal portions of probe and oLO onto each photodiode of a balanced Si photo-detector 

(Thorlabs PDB120A25). The balancing is achieved by slightly adjusting the 2l  waveplate 

between the two PBS. The difference of the photocurrents is amplified and passed via a 100 
MS/s digitizer to a field-programmable gate array (FPGA), which extracts the magnitude and 
phase information encoded in the heterodyne signal. The internal data path in the FPGA will 
be explained in detail in the following section. The clock of the FPGA is locked to a common 
10 MHz reference, which also feeds the signal generators producing the frequency difference 
between the probe and oLO. This permits the phase stable extraction of the magnitude and 

                                                 
25 Thorlabs Balanced Amplified Photodetector, Si, 75 MHz, 320-1000 nm 
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Figure 6.2: Overview of the heterodyne detection setup. The probe beam is sent via an optical fiber to the cavity. Before it is

coupled in, it passes a /4 waveplate and is superimposed with the dipole trap beam on a dichroic mirror (DM). After its passage

through the atom-cavity system, the trap beam is extracted by using a second dichroic mirror. The remaining probe beam then

passes a /4 waveplate. A polarizing beam splitter (PBS1) is employed to overlap it with the local oscillator. A set consisting

of a /2 waveplate and of a second polarizing beam splitter (PBS2) splits the combined probe-LO beam into two equal parts 

with equal distribution but orthogonal polarization. These two parts are individually detected by the diodes of a balanced
photodetector. The resulting electrical current is sampled by an analog-to-digital converter and sent to an FPGA for further 
processing. The so obtained magnitude (blue) and phase (red) information when an atom is captured for ~180ms is depicted as
well. 
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phase information encoded in the heterodyne signal. A typical trace for an atom trapped inside 
the cavity for 180 ms is also shown in the lower part of Figure 6.2. 

6.2. Technical Implementation and Electric Down-Conversion 

The data acquisition and processing in a heterodyne detection significantly differ from the one 
employed for photon counting measurements. The amount of data which needs to be handled 
as well as the processing complexity are substantially higher. All of the data-processing is done 
on a Xilinx Virtex-5 (SX95T) FPGA. This chapter will elaborate on the internal processes 
which are embedded into this FPGA. Further information is given in Appendix 10.6. 

6.2.1. Schematics of the Heterodyne Detection Signal Paths 

The digitized RF data which is fed into the FPGA corresponds to the down-converted optical 
field, typically around 25-30 MHz. In case of optical homodyning, probe and oLO beam are 
exactly at the same frequency. This causes a down-conversion of the optical carrier to a DC 
frequency. This can be especially useful if only one quadrature of the optical field is of interest 
as it is the case in squeezing measurements [71]. However, this does not permit to determine 
the amplitude and phase of the transmitted field, since for this purpose both quadratures would 
need to be known. In a heterodyne detection the frequency difference between probe and oLO 
yields a continuous, periodic transition between the two quadratures of the light field at a rate 
equal to the frequency difference. This permits to reconstruct the full electric field transmitted 
through the cavity. In all measurements we decided to use a heterodyne detection. In this case 
the probe- and oLO-beam are phase-locked to each other and are offset in frequency by a 
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Figure 6.3: Overview of the digital extraction of the heterodyne signal. The analog heterodyne signal from the balanced
photodiode is sampled by a 100MS/s, 40 MHz bandwidth-limited analog-to-digital converter. This digitized signal is mixed 
in the FPGA with an internally generated phase-locked local oscillator (eLO) as well as with its -90-degree phase-shifted 
facsimile. The resulting I/Q amplitudes pass a low-pass filter before they are converted to magnitude and phase information.
The magnitude subsequently passes a second low-pass filter. The name of the basic processing step is indicated below the
respective section in the diagram. The difference and reasoning of the resolution and video bandwidth filtering is described in 
Appendix 10.6.2. 
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typically 25-30 MHz (cf. Section 6.4.1). Their frequency difference will be referred to as 

heterodyne frequency Hd oLO prf f f= -  in the following. 

A diagram of the computation carried out by the FPGA is shown in Figure 6.3 and corresponds 

to an extraction of magnitude and phase information of the heterodyne carrier at Hdf  with a 

certain bandwidth. The signal is digitized by an analog-to-digital converter (ADC) integrated 
into the NI 5781 adapter module (cf. Section 4.5). It features a sampling rate of 100 MS/s at 
14-bit and possesses an elliptical filter26 with a bandwidth (-3dB) of 40 MHz. A quadrature 
DDS (direct digital synthesis) embedded on the FPGA generates an electronic local oscillator 
(eLO) as well as its -90° phase-shifted counterpart. The frequency of the eLO is adjusted via a 
32-bit wide frequency tuning word (FTW) permitting a frequency resolution of 

32100 MHz 2 23 mHz= . The two quadratures of the eLO are multiplied with the input signal 

producing sum and difference frequencies. Since the eLO frequency corresponds to the 
frequency difference of the oLO and probe beam, the signal is converted to DC 

0oLO pr eLOf f f Hz- - = . The two quadratures of the down-converted electric field I and Q 

correspond to the X and P quadratures of the optical field of the probe beam. Similarity to the 
real and imaginary part of complex valued numbers, these two components are also termed the 
complex baseband. Small drifts in the experimental setup mainly caused by temperature 
fluctuations in the optical fiber induce a tiny optical path difference between the oLO and probe 
beam (cf. Section 6.2.2); this difference in the optical path causes a drift of the detected phase 
and hence a mismatch between the electronic I/Q and the optical X/P quadratures. This is the 
reason why in the following we will rather speak of the I/Q components than the X/P 
components. The I/Q components each pass a separate low-pass filter before they are converted 
to polar coordinates. These filters determine the spectral bandwidth of the extracted signal, 
which is hence termed resolution bandwidth (RBW). The low-pass filtering is implemented by 
a moving average filter, its width corresponds to roughly twice its inverse integration time. The 
characteristics of such a moving average filter are described in Appendix 10.6.3.1. After being 
converted to magnitude and phase information, the earlier one passes an additional, optional 
low-pass filter which smoothens the data before it is displayed. Since this filter only determines 
the smoothness on a “video device”, its bandwidth is termed video bandwidth (VBW). The 
different influence of the resolution and video bandwidth is described in the Appendix 10.6.2. 

6.2.2. Phase drifts 

The heterodyne detection as it is implemented in this setup, does not possess an active 
stabilization of the optical local oscillator branch with respect to the probe beam. An active 
stabilization would require an additional laser beam to pass through the cavity, which could 
lead to unwanted, disturbing effects on the single atom, such as heating. In our case, a phase 

                                                 
26 Elliptical filters are also known as Cauer or Zolotarev filter, named after Wilhelm Cauer or Yegor Zolotarev, 
respectively. They feature equalized ripple behavior in the pass- and stopband and have the steepest gain between 
pass- and stopband at a equal order. Here a 7th order elliptical filter is integrated. A detailed discussion is outside 
the scope of this thesis. More information can be found in Appendix 10.6.3. 
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referencing by interleaved check intervals as it will be described later is performed. In order for 
this technique to work properly, it is necessary that the timescale of typical phase drifts is long 
compared to the timespan between reference intervals, which are typically separated by less 
than 10 ms. In Figure 6.4 three typical evolutions of the phase are depicted. The data of each 
subplot shows two curves. One which is filtered with an RBW of 43.3 kHz (green) and one 
with 84.5 Hz (red). Part a) shows an average phase drift as it occurs in either direction for 

normal operation and stable temperature conditions. A 2 phase shift occurs within a 4 second 

interval. For very stable environmental conditions this value further decreases as it is depicted 
in part b). Part c) shows the case of higher temperature fluctuations caused e.g. by people 
walking past the setup or long opening times of the laboratory doors. Here, the phase drifts by 

as much as 3 per second; this will be considered as the worst case for the phase drift. Assuming 
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Figure 6.4: Drifts in the phase of the heterodyne signal. All three plots a) to c) show the extracted phase of the transmitted
probe beam through the empty cavity. The green curve shows the data if a low-pass filter with 43.3 kHz is applied. The red 
curve was filtered with 84.5 Hz. a) represents a typical phase drift, while b) depicts a quite stable condition of the setup. c) was
recorded under very harsh conditions and can be seen as worst case of the phase drift. 
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reference times during the experimental run of 5 ms before and after each probe interval of 
0.5 ms length, the worst case yields inaccuracies caused by phase drifts of less than 2.4 mrad. 
This means that the phase relationship can be seen as constant throughout the scan. 

 

6.3. Vacuum Noise 

The heterodyne signal is subject to various noise sources. A lower limit of the noise floor is set 
by the shot noise caused by vacuum fluctuations of the light field. However, this fundamental 
limit can also be overcome by amplitude-squeezed light [87], [149]. For a similar atom-cavity 
system this was studied in a previous publication [71] and will not be elaborated further in this 
thesis. In addition, classical noise sources as they are added by the photodetector, e.g. due to 
dark current or by the electronic circuit, e.g. stemming from the amplification process, 
contribute to the final signal. The amplification of the vacuum noise depends on the power 
setting of the optical local oscillator used for the heterodyne detection, while the classical noise 
sources remain almost constant. Because of this, the power of the local oscillator permits to 
adjust the ratio of the shot noise to the classical noise sources. In our system the power of the 
local oscillator was chosen such that power spectral density of the shot noise exceeds the other 
classical noise sources. The signal-to-noise ratio is then at its fundamental limit [150], [151]. 

The shot noise variance is given by evaluating the voltage level of the balanced photo detector 
2Uq  in the vacuum state, i.e. with the probe beam blocked 0 0 d

W
= Wò  [100]. In this 

equation W  denotes the beat node frequency of the heterodyne signal. Hence, the integration 
has to be carried out over the full spectral range limited by the digitizer. Utilizing Eqn. (2.52) 
results in: 
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Here, 0h  is the effective detection efficiency of the local oscillator beam, oLOP  its power, 0w  

its angular frequency, eq  the elementary charge, 0G  the DC gain of the electric amplifier in the 

balanced detector and nD  the electronic detection bandwidth. Including electronic noise of the 

detection system es  into Eqn. (6.1) results in the overall measured shot noise standard 

deviation. 
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The dependency of the standard deviation on the power of the local oscillator, as it can be seen 
in Eqn. (6.2), enables an independent measurement of both noise terms and hence permits to 
check whether the measurement is shot-noise limited. In order to do so, the noise in the 
photocurrent as a function of the power of the optical local oscillator is determined. The result 
of this measurement is shown in Figure 6.5. 

The actual data points are depicted as black dots. The red line shows a fit to a square root profile 
of the following form. 

 2
0 vn oLO eR Ps s= ⋅ +   (6.3) 

Here, vnR  includes all fixed parameters given by the detection system in Eqn. (6.2). There are 

two aspects which are noteworthy. First, one can see that for a blocked optical local oscillator, 

i.e. a power level of 0 mW, the measured noise corresponds to 43 mVes = , which can be 

contributed solely to electronic noise. Secondly, the detected noise increases with the square 
root of the local oscillator power. This shows that the detection scheme is mainly limited by the 
shot noise for local oscillator powers above 0.5 mW. The power levels indicated are measured 
for the entire beam and hence comprehend the power of the local oscillator in both arms. Apart 
from this very basic check, the actual magnitude of the measured noise can be verified as well. 
The parameters of Eqn. (6.2) which are present in our setup amount to: 

- The effective detection efficiency of the local oscillator at 780 nm is 0 0.8h = . This 

value is derived from the responsivity of the photodiode of 0.53 A/W including the 
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Figure 6.5: Measurement of the shot noise and electronic noise in the heterodyne detection system. The power of the optical
local oscillator is scanned while the standard deviation of the noise of the photodetector current is determined. The black dots 
represent the actual data points, while the red line shows the corresponding square root fit. The blue line shows the expected 
value based on the Eqn. (6.3) 
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overall optical transmission of 95% for our system, which is mainly limited by the 
interference filter also present in the SPCM setup, cf. Section 3.6 

- The DC gain of the amplifier 0 90 kV AG =  is measured with 50  termination. 

- The detection bandwidth 40 MHznD = , which is given by the 40 MHz anti-aliasing 

filter on the adapter module. 

Furthermore, an overall factor of 17 needs to be multiplied to all voltage levels. This factor is 
caused by an additionally implemented amplifier ZFL-50027 by mini-circuits. This hence also 
applies to the standard deviation of the noise given in Eqn. (6.2). An electrical noise power of 
43 mV is extracted from the above measurement. This permits to compute the total noise of the 
detection system. At a local oscillator power of 0.9 mW, the computed value of 124 mV 
corresponds very well to the measured one of 119 mV. The fitting of Eqn. (6.3) to the data 

yields 13.9vnR = W  which matches the computed value of 
2

20
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2 15.1e
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= D = W


. The 

values measured in the range which is depicted in Figure 6.5 correspond nicely to the expected 
values. The deviation to the theoretically computed line can be attributed to small additional 
losses caused by optical elements in the beam path. The agreement with the theoretically 
expected value, however, changes significantly as the local oscillator power is further increased. 

                                                 
27 The ZFL is operated at 15.2V. The measured gain is ~24.64dB, which corresponds to an increase by a factor of 
17. 

20 40 60 80 100 120 140 160 180 200
-45

-40

-35

-30

-25

-20

-15

-10

si
g

n
a

l p
o

w
e

r 
(d

B
m

)

frequency (MHz)

LO-Power per arm:

       0 W

     50 W

   100 W

   190 W

   360 W

   670 W

 1210 W

Figure 6.6: Spectral noise power for different power levels of the local oscillator. The spectral noise power of the photo current
is plotted from 0 to 200 MHz. A spectrum is recorded for various power levels of the local oscillator. The power level is 
measured in one arm of the balanced detection and thus represents half the total power of the local oscillator, which is indicated 
in Figure 6.5. 
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In order to understand this discrepancy, the spectral noise density is plotted for different power 
levels of the local oscillator. This is depicted in Figure 6.6. 

The scans are recorded by connecting the voltage output of the balanced photodiode to a 

spectrum analyzer with a 50  termination (Agilent MXA). The spectra are directly transferred 

from the analyzer with no further processing. The power levels are measured in one arm of the 
heterodyne detection and thus only present half the power of the local oscillator. At a frequency 
of 150.5 MHz a sharp feature starts to appear from around 100 µW onwards. This is caused by 
residual light of zeroth order which can pass through our AOM bench. Normally this light is 
suppressed during the adjustment of the AOM bench. However, the high amplification in the 
heterodyne detection permits to even detect tiny residual components. Due to its high frequency 
offset, this signal is completely filtered before the digitization and thus does not disturb the 
measurement. On the other hand, a second feature is visible at measured power levels of 
1.2 mW in one arm at a frequency range between DC and 10 MHz. The origin of this signal can 
be traced back to the AOM in the local oscillator path. If no AOM is in the path, this feature 
disappears. Moreover, does the spectral shape depend on the specific AOM and its 
manufacturer. We assume that nonlinear effects inside the crystal of the AOM due to the radio 
frequency driving it, which reaches power levels as high as 1 W, cause this feature. Whereas 
this feature can have a significant impact when considering the total noise of our system, its 
impact is diminished by choosing a heterodyne carrier above 15 MHz and using frequency 
filtering techniques to discard this feature. The choice of the heterodyne carrier frequency will 
be elaborated in Section 6.4.1. In the following, a local oscillator power of 1 mW, i.e. a power 
of 0.5 mW in each arm, will be employed. At this power level a good amplification of the 
transmitted probe signal and thus a good signal-to-noise ratio is achieved. However, it is still 
sufficiently low to suppress the features stemming from the AOM. 

6.4. Beat Node 

The full information about the transmitted probe beam is encoded in the beat node of the 
heterodyne signal. Its frequency is given by the frequency difference of the local oscillator and 
the probe beam. Figure 6.7 shows the transmission of a probe beam with a typical intensity of 
a few pW, which is on resonance with the empty cavity. 

Part a) shows the full spectrum of the signal recorded by the digitizer at 100 MS/s. It is 
computed by performing a fast Fourier transform (FFT) with a length of 0.2 seconds of the 
recorded data. To reduce the amount of data, 50 adjacent samples of the spectrum are averaged 
to one sample. A sharp drop occurring after 40 MHz is visible. It is stemming from the 
bandwidth filter of the digitizer. The heterodyne carrier at 27 MHz is clearly visible. It is 
overlain by a spectrally uniformly distributed noise background. The height of the peak 
compared to the noise background is reduced by the previously described averaging. A closer 
look at the carrier is shown in Figure 6.7 b). Here an FFT is applied to 0.5 seconds of the data. 
This time, no averaging was carried out. The sharp width of the peak is evident. In case of an 
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empty cavity the width is mainly limited by phase fluctuations as they are shown in Section 
6.2.2. 

 

Figure 6.7: Beat signal of the probe and local oscillator beam. a) shows the full spectral width of the 100 MS/s digitizer. The 
heterodyne carrier appears as sharp peak in the spectrum. b) shows a zoom-in into the region where the heterodyne carrier is 
placed. 

The beat is characterized by two main parameters. One is its magnitude, which also significantly 
depends on the efficiency of the detection system. This in turn is to a large extent determined 
by the overlap of the probe beam with the local oscillator at the position of the photodiode. For 

this setup a visibility of the heterodyne system of 0.82vish =  is measured, see Appendix 10.6.4. 

The parameters for the photo detection itself have already been given in Section 6.3. The second 
parameter characterizing the beat is its frequency, the choice of this parameter will be 
elaborated in the following paragraph. 

6.4.1. Choice of Local Oscillator (LO) Frequency 

The local oscillator in the heterodyne detection fulfills the main task of down-converting the 
probe beam into the radio frequency range, which can be recorded by standard electronic 
equipment. Furthermore, the detectable intensity of the down-mixed signal is proportional to 
the product of the probe and local oscillator amplitude, which hence permits to amplify the 
weak probe beam to a range so that it can be detected by a standard pin-photodiode28. In order 

                                                 
28 pin-diode: positive intrinsic negative diode 
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to accomplish these tasks, the choice of the best operating frequency is crucial and needs to 
obey certain boundary conditions. This will be eluded in this sub-section. 

6.4.1.1. Scattered Light of LO 

The heterodyne detection comprises a weak probe beam as well as a bright local oscillator. 
While the probe beam is on the order of only a few pW, the intensity of the LO is significantly 
higher by a factor of about a billion. The optical setup which is required to overlap these two 
beams also causes a weak back-reflection of the local oscillator that impinges on the cavity. 
This back-reflection cannot be attributed to a single component, but is rather due to very little 
reflections at each component in the optical path of the overlapped beams. Due to the grossly 
unbalanced intensity levels, part of the back-reflected local oscillator can enter the optical cavity 
and heat the atom. One way to quantify this effect is to store the atom inside the cavity and 
measure the probability of losing the atom by tuning the local oscillator to the frequency under 
study for a short time, which is on the order of a few hundred µs. Before and after each interval 
the local oscillator is tuned to its original frequency, which is detuned by 

( ) 2 27LO c MHzw w p- =  to the probe beam. During this time the transmission is measured to 

check if the atom is well captured. This is determined by a suppression of the transmission 
probe beam, which is on resonance with the cavity, to 4% of its empty cavity value. This 
switching technique is exactly identical to the one which will be described in detail in Section 
6.7 with a qualification factor of 4%. Scanning the frequency of the local oscillator during the 
probe intervals yields Figure 6.8. 

Here, a significant drop at a local oscillator frequency around the resonance frequency of the 
atom can be observed whereas for higher and also lower frequencies a steady value of slightly 
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Figure 6.8: Heating of the atom by residual local oscillator power. The remaining number of atoms after intervals where the
local oscillator is tuned to the value indicated on the x-axis is measured. The position of the atomic resonance is marked by the 
vertical dashed red line. The probe beam is set to be on resonance with the empty cavity, which is blue-detuned by 4 MHz to 
the atomic resonance. The error bars represent the 2 sigma confidence level. 
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below 50% is attained. The drop is explained by remnant light of the local oscillator impinging 
on the cavity and heating the atom. It is important to note that this light mainly enters the cavity 
by diffuse scattering on the coned facet of the mirrors. Coupling to the cavity mode would 
possess a strong dependency on any small misalignments of the local oscillator beam, which is 
not visible. The negative effects of back-reflection could be reduced by employing an optical 
faraday isolator at the detection port of the cavity. This, however, would be on the expense of 
probe beam intensity and would further require complex compensation of the generated 
magnetic field gradient. We decided to circumvent this effect by choosing local oscillator 
frequencies sufficiently far away from the atomic resonance so that heating effects are reduced 
to a minimum. 

6.4.1.2. Frequency Response of Heterodyne Detection 

Besides limitation in the choice of the heterodyne frequency imposed by the atomic resonance 
frequency, effects related to the heterodyne detection itself also need to be considered. As 
already mentioned in Section 6.3, noise in the LO beam in a frequency range of up to 15 MHz 
requires beat frequencies above this range. This way also higher LO powers can be used. For 
large frequency differences on the other hand, it needs to be ensured that bandwidth limitations 
of the digitizer do not minimize the frequency response. In order to measure the response curve, 
we scan the frequency difference between probe and LO, corresponding to the heterodyne 
frequency, while the probe is on resonance with the empty cavity. The detected probe 
heterodyne carrier is extracted and its magnitude is plotted as a function of the frequency 
difference as it is shown in Figure 6.9. 

 

Figure 6.9: Frequency response of the heterodyne detection system. The heterodyne signal strength detected by the system is 
plotted as a function of its frequency. The Nyquist frequency (solid) of the digitizer as well as the -3dB bandwidth (dashed) of 
the low-pass filter in front of the digitizer are plotted by vertical red lines. 
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It can be seen that at 40 MHz the signal strength starts to drop. This is caused by the -3dB 
bandwidth filter at the analog input of the digitizer module as well as the bandwidth limitation 
of the digitizer. The latter one is given by the Nyquist frequency which corresponds to half the 
sampling frequency of the digitizer. From this we can deduct that the heterodyne frequency, i.e. 
the frequency of the beat between probe beam and local oscillator, needs to stay below 40 MHz, 
which sets another limitation to the frequency choice. 

6.4.1.3. Variable Beat‐Frequency 

The various boundary conditions described above require using a variable heterodyne 
frequency which depends on the frequency of the probe beam. The best choice for the respective 
heterodyne frequency considering these effects is depicted in Figure 6.10. The AOM frequency 
of the probe beam (red) is indicated as a reference. The AOM frequency of the local oscillator 
(blue) is chosen such that it avoids the typical atomic resonance frequency as indicated by the 
horizontal, dashed line. The resulting absolute heterodyne frequency is always kept in the range 
between 18 MHz and 40 MHz where the heterodyne detection has a flat frequency response. 

Only at probe-cavity detunings of ( ) 2 30p c MHzw w p- <-  this condition is weakened due to 

the missing tuning flexibility of the AOM which is centered at 150 MHz. The following scans 
unless otherwise noted are recorded with these frequency settings. 

 

Figure 6.10: Choice of the heterodyne frequency as a function of the probe beam frequency. The frequency of the local 
oscillator (blue) as well as the probe beam (red) is plotted as a function of the probe-cavity detuning. The resulting heterodyne 
frequency (green) is also plotted. The dashed horizontal line depicts the frequency where the local oscillator (and also the 
probe) is on resonance with the atom resonance. It is noteworthy to remember that the actual frequency difference is twice as 
high due to the double pass configuration of the AOM. 
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6.4.2. Comb-beat vs. Heterodyne Phase 

Compared to photon counting, heterodyning due to its phase sensitivity is more sensitive to 
fluctuations in the cavity length. Especially the phase of the probe beam is a good measure for 
the stability of the setup. At the empty cavity resonance this phase to first approximation 

changes linearly with the length of the cavity and undergoes a  phase shift within the 

bandwidth of the cavity. Various noise sources contribute to fluctuations of the cavity length. 
Here we will exemplarily demonstrate the influence of acoustic noise. A tone at a fixed 
frequency is generated and its artefact in the heterodyne signal is observed. The result is plotted 
in red in Figure 6.11. As a reference, the length deviation of the cavity, as it can be derived 
from the error-signal of the cavity-lock described in Section 4.6, is plotted in blue. 

The phase of the beat node while driven by an 82.41 Hz acoustic oscillation is plotted in the 
frequency as well as in the time domain in part a) or b), respectively. The driving frequency is 
clearly visible in both signals. In addition, the linearity between the cavity-length and the phase 
of the heterodyne signal is also evident. In part c) and d) the “artificial” noise source was turned 
off, leaving only the active cavity-stabilization as actuator on the cavity. In this case, the full-
width linewidth of the cavity lock corresponds to ~667 MHz (see section 4.6.3). The correlation 
between the phase of the heterodyne signal and the length fluctuations are again visible. This 
time, the magnitude is smaller and the main frequency component is now slightly above 1kHz. 
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Figure 6.11: Influence of fluctuations of the cavity length on the heterodyne phase. The red plots show the measured phase of
the heterodyne signal of the probe beam while the blue plots depict length deviations of the cavity measured by the PDH-lock
of the dipole trap beam. a) and b) show measurements in the frequency and time domain while an 82.41 Hz acoustic noise was
applied. c) and d) show a similar measurement but without any external noise signal. 
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This frequency could be attributed to the mechanical resonance frequency of the titan 
sublimation pump [132]. The linear dependency between the two signals would in principle 
also permit to use the probe beam for additional cavity stabilization. The interdependency, 
however, if an atom is present in the cavity, becomes more complex. First tests of employing 
the trap and probe beam for stabilization did not show any significant improvement, but would 
in principle permit to decouple the cavity from noise sources of one single laser. 

6.5. Sample Heterodyne Trace 

The loading procedure to get an atom inside the cavity as well as the experimental sequence in 
case of a heterodyne detection is the same as it was used for photon counting. Figure 6.12 shows 
a typical trace for an atom which was stored in the cavity for 180 ms without applying feedback. 
The probe laser was on resonance with the cavity so that a drop in the transmission signals a 
coupled atom. The field intensity is derived by squaring the respective field-amplitude and 
hence looks similar to the signal recorded by photon counting. Heterodyning, however, also 
permits to observe the phase of the transmitted probe beam. This parameter also depends on the 
effective coupling constant which is altered by the atomic motion as it was described in Section 
5.3. At first glance, the behavior of the phase resembles the one recorded for the amplitude. 
This becomes very clear when the atom leaves the cavity and causes a jump in the phase of 
around 60 degrees. In order to gain a more quantitative view of this behavior, the amplitude and 
phase dependency as a function of the radial atomic position is plotted in Figure 6.13. This 
theory curve includes, besides the direct influence due to the reduced coupling in case of a 
decreasing probe beam field at the atomic position, also the change of the atomic resonance due 
to the radial dependency of the ac-Stark shift. It was further assumed that the node of the probe 
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Figure 6.12: Typical heterodyne trace without feedback. The extracted intensity (blue) and phase (red) information is depicted.
The atom is captured after 5ms and stays for around 180 ms. 
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beam and the trapping beam overlap perfectly at the position 0 .r µm=  As the atom moves 

further away from the center of the cavity, the effective coupling constant effg  continuously 

decreases from its maximum value maxg  until it reaches 0 MHz. Since the probe beam is on 

resonance with the empty cavity, the amplitude of the transmitted beam increases for weakly 
coupled atoms. The change in the phase of the transmitted probe beam is depicted by the blue 
curve in Figure 6.13. A phase shift of around 60 degrees can be observed, which agrees nicely 
with the measured trace depicted in Figure 6.12. The richer structure of the phase signal 
originates from a phase change that is on one hand due to the ac-Stark shift and on the other 
hand due to the actual position of the atom in the mode of the probe beam. The two effects are 
partly counteracting each other yielding the first decreasing and then increasing phase for 
increasing radial distance. 

6.6. Feedback Implementation 

In the previous section, a sample trace without feedback was depicted. In this section, a 
feedback algorithm similar to the one employed for photon counting is introduced. As done 
previously, a differentiation between the radial or axial direction has to be done. The Fourier 
transform of the heterodyne signal of the transmitted probe beam for typical parameters is 
depicted in Figure 6.14. A strong radial oscillation around 7.5 kHz and a weaker axial 
oscillation around 450 kHz are visible. 
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Figure 6.13: Amplitude and phase for different coupling strengths. The effective coupling strength (black) is plotted as a 
function of the radial position of the atom away from the cavity axis. The resulting transmitted amplitude (red) and phase shift 
(blue) as recorded by a heterodyne measurement are depicted as well. 
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Figure 6.14: Radial and axial oscillation observed by heterodyne detection. The blue graph on the left shows the FFT in the 
kHz range where the radial oscillation becomes visible. The brown plot on the right side shows the FFT for higher frequency 
values. Here the fast axial oscillation becomes visible. 

6.6.1. Radial Oscillation 

The feedback algorithm employed for the radial feedback corresponds to the bang-bang method 
as it was implemented for photon counting (cf. Section 5.5.2). The implementation of the 
algorithm, however, is substantially different. The simple way of comparing the number of 
clicks in one interval to the preceding one is not applicable for heterodyne detection. Instead, 
the radio frequency heterodyne carrier data is down-converted by the electronic local oscillator, 
as described in Section 6.2.1. Afterwards, the data is filtered by an RBW filter (cf. Appendix 
10.6.2) and subsequently converted to an amplitude and phase information. The amplitude part 
is then solely used for the feedback algorithm, which computes the slope of the signal over a 
fixed period of time. Depending on the result of the feedback algorithm, a digital output channel 
then switches the dipole trap from high to low value. A typical trace for an atom which is 
captured with the feedback routine as just described is depicted in Figure 6.15. 

In the upper window the blue curve shows the squared amplitude of the transmitted probe beam. 
The arrival of the atom is visible by the sharp drop in the transmission. The atom stays in the 
cavity for more than 3 seconds before it leaves the cavity giving a steep rise in the amplitude. 
The measured relative phase of the transmitted probe beam is depicted in the brown graph 
underneath. The overall drift is caused by changes in the relative path length of the local 
oscillator compared to the probe beam, as it was described in Section 6.2.2. When the atom 
exits the cavity, a jump in the phase by roughly 60 degrees is visible as it was the case for the 
trace recorded without feedback. The feedback itself will not be described in this section, since 
it was already described in detail earlier. Here, the feedback will only be used as tool to cool 
the atom and increase the storage time. 
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6.6.2. Axial Oscillation 

Similar as it was done for the radial bang-bang feedback routine, the axial parametric feedback, 
which has been described in Section 5.5.4, is also transferred to the heterodyne detection FPGA. 
The proper mode of operation has been extensively examined by generating artificial traces 
with an arbitrary function generator and observing the reaction of the feedback routine. 
Unfortunately, the actual implementation of the feedback algorithm into the experimental setup 
did not offer any improvements concerning the storage time of the atom. Nor did the adjustment 
of the parameters inside the feedback routine show any deterministic or reproducible effect. We 
attribute this to be caused by the only weak axial oscillation, whose correlation measurement is 
plotted in Figure 6.16. The increased bandwidth setting of the RBW-filter in the heterodyne 
data processing path, as it is required for the fast oscillations to pass the filter, also increases 
the noise-floor and hence significantly reduces the signal-to-noise level. Thus, the quality of 
the prediction of the atomic position done by the feedback algorithm is also significantly 
degraded. Here, multiple values for the RBW filter between 500 kHz and 1 MHz have been 
tested. Similar to how it was done for photon counting, the amplitude correlations of the axial 
oscillation can be evaluated. The result is depicted in Figure 6.16. 
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Figure 6.15: Typical heterodyne trace with feedback. The blue trace shows the measured intensity, i.e. amplitude squared 
signal. The brown trace below shows the measured phase. The heterodyne frequency was set to 27 MHz and a 1.4 kHz 3db 
RBW was applied during the extraction of the data for the plot. The atom stayed for 3.23 seconds. 
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Figure 6.16: Correlation measurement of the heterodyne data. The I and the Q component of the heterodyne data, 
corresponding to the X and P quadrature of the light field, are correlated independently. From this the amplitude and phase 
signal are derived. 

The data is derived by correlating the I and the Q part of the complex field amplitudes, which 
correspond to the X and P quadrature of the light field. Long-term phase drifts are compensated 
by referencing the data to the low-passed phase value while the atom is captured. The curves 
are plotted in arbitrary units and show a distinct signature of the atomic oscillation in the dipole 
trap. As expected, the oscillation is detectable in the amplitude and phase signal. 

6.7. Switching Measurements 

In this section an omnipotent technique which is referred to as switching measurement will be 
employed. It permits to examine the atom e.g. at various detunings of the probe light, also at 
values where heating effects become dominant, while still ensuring a good overlap to the mode 
of the probe field inside the cavity. This technique has been applied earlier for photon counting 
measurements to determine e.g. the normal-mode spectrum of the coupled system. Here, its 
application to heterodyning including the phase-measurement will be explained. The basic idea 
of a switching measurement is to probe the atom only during short intervals and to prepare the 
atom by cooling and confining it during the remaining time. 
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6.7.1. Implementation 

The experimental sequence is identical until the atom is trapped to the one employed to trap 
and store a single atom inside the cavity (cf. Section 3.8). Once the atom is trapped inside the 
cavity, subsequent probe and cool intervals are employed to study and cool the atom 
alternatingly. A sample trace of the implementation is depicted in Figure 6.17. As in previous 
graphs, the intensity corresponding to the field amplitude squared as well as the phase of the 
heterodyne signal are plotted. The respective levels during cooling intervals are indicated by 
the blue lines whereas the levels during probe intervals are plotted in red. It is important to note 
that the length of the probe intervals in this exemplary measurement is increased by roughly 
one order of magnitude compared to typical values in order to ensure a better visualization. In 
this sample trace the atom is trapped for slightly above 60 ms, as it can be seen by the 
suppression of intensity in the cooling intervals. During these intervals, the probe laser is on 

resonance with the empty cavity ( )2 2 0pc p c MHzp w w pD = - =  and the effective atom-

cavity detuning is set to ( )2 2 4ac a c MHzp w w pD = - =- . The atom-cavity detuning 
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Figure 6.17: Implementation of the switching measurement. The intensity (amplitude squared) as well as the phase of the 
heterodyne measurement are shown. The experimental run is divided into cool and probe intervals. During these intervals some 
parameters of the system especially the frequency of the probe laser are changed. These intervals are indicated by the blue or 
red graphs. The expected transmission through the cavity if no atom is present is indicated by the dark orange solid line. If an 
atom is captured the transmitted probe power during the cool intervals drops. A qualification level marked by the blue horizontal 
line selects the intervals during which the atom was well coupled. After a certain number of probe-cool intervals the intensity 
of the probe laser is increased and a reference measurement of the empty cavity is carried out. 
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includes the ac-Stark shift due to the dipole trap, and is set to the ideal value to allow for cavity 
cooling of the atom along the cavity axis [76]. Cooling in the radial directions is achieved by 
fast electronic feedback switching of the dipole-trap depth as it was described earlier (cf. 
Section 6.6.1). As in previous experiments, a weak repumping laser is employed to counteract 
for off-resonant light scattering, which can transfer the trapped atom to another hyperfine 
ground state that is not coupled to the cavity [57]. The intensity of the transmitted probe laser 
during cooling intervals reflects the strength of the coupling between atom and cavity; the lower 
the amplitude, the higher the coupling. By setting an upper limit for the amplitude in the cooling 
intervals preceding and following a given probe interval, we are able to post-select only those 
intervals in which the atom was known to be well coupled. This process will be described in 
more detail in Section 6.7.3. During the probe and cool intervals, the frequency of the probe 
beam will be switched. This switching might also require a change in the necessary local 
oscillator frequency, as it has been elaborated on in Section 6.4.1.3. In order to avoid unwanted 
effects caused by the switching, one needs to ensure a fast switching speed as well as a stable 
phase of the generated RF frequency, as it will be explained in the next section. Due to those 
requirements, two pairs of Rohde & Schwarz analog signal generators are employed to drive 
the AOM controlling the probe as well as the local oscillator beam during the probe and cool 
intervals, respectively. A high-speed minicircuit RF-switch is employed to synchronously 
switch between the two frequency sets. 

6.7.2. Phase Sensitive Switching Measurement 

While relative changes in the phase are directly evident in the recorded traces (see Figure 6.15), 
inferring information about the absolute phase of the transmitted light poses a more challenging 
task. In case an atom is trapped while a switching measurement is performed, the typical 
duration of the probe-cool sequence amounts to 250 ms. This sequence consists of about 40 
probe intervals with a duration of 0.5 ms, which are interleaved by 5.5 ms long cool intervals. 
After the sequence the trap intensity is decreased and the probe laser power increased. This 
ensures that atoms that are still captured will be heated out of the trap within a few ms. Hence, 
a reference measurement of the now empty cavity is performed. In the exemplary trace of a 
switching measurement in Figure 6.17, this reference measurement is carried out starting at a 
time indicated by the vertical green line at 148 ms. During the reference interval two 

measurements of the phase of the probe laser at the cool interval setting , 1 , 2,cool ref cool refj j  

interleaved by a measurement at the probe interval setting , 1pr refj  are carried out. This 

compensates for any linear drifts in the phase during the reference measurement, which 
typically takes around 20 ms. 

The relative phase difference of the probe and cool intervals for the coupled atom-cavity system 

is determined by comparing the phase of each probe interval ,pr nj  to the phase of its 

neighboring cool intervals , , 1,cool n cool nj j + . These values are referenced to the phase of the empty 
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cavity measured during the reference interval at the end of the scan. In total this yields a phase 

value ,pr nj¢  for each probe interval, which is computed as 

 , 1 , 2, , 1
, , , 1

coupled system refernce empty cavity resonance

2 2
cool ref cool refcool n cool n

pr n pr n pr ref

j jj j
j j j+

æ öæ ö ++ ÷÷ çç¢ ÷= - - -÷ çç ÷÷ çç ÷ ÷çè ø è ø 
.  (6.4) 

The extraction of ,pr nj¢  is a measure for coupled cavityf f- , which does not provide an absolute 

phase measurement of the phase shift induced by the coupled atom-cavity system on the driving 

probe laser coupled drivef f- , but delivers all necessary information to infer this information. Since 

the probe laser has a constant detuning of 2 0 MHzpc pD = during the cool intervals, it can be 

used as a reference throughout the different scans. The phase shift induced by the empty cavity 

cavity drivef f-  can also be measured accurately. For this purpose, the heterodyne signal is 

recorded by a high bandwidth digitizer (Rohde&Schwarz RTO1024) while the probe laser is 
scanned over the cavity resonance during the time of a few seconds. The high bandwidth is 
important, since sidebands at 32 MHz are modulated on top of the probe laser. These serves as 
reference beams to detect any phase drift in the detection system during the scan. The result 
was already shown in Figure 3.6b. These measures permit to derive a well referenced phase 

measurement of coupled drivef f- , which indicates the total phase shift added by our coupled 

system. Furthermore, the referencing permits to compensate for non-negligible phase drifts (cf. 
Section 6.2.2) during the sequence-duration of around 250ms. As already described in Section 
6.7.1, the phase of the probe interval is only considered if the amplitude during the neighboring 
cool intervals indicates a well coupled atom.  

6.7.3. Qualification and Post-selection 

As already mentioned in the previous section, the intensity of the transmitted probe laser during 
the cooling intervals can be used to post-select only those probe intervals, where the atom was 
well coupled to the probe beam inside the cavity. As the average transmission is directly linked 
to the temperature of the atom, this method is thus also a way of post-selecting on certain 
temperature classes. The selection process is depicted in Figure 6.17, where the probe and the 
qualification level are marked. The probe level is the intensity of the transmitted probe beam in 
the empty cavity case as set in the experimental control program. The qualification level defines 
the intensity which has to be undercut by the average value of the probe intensity in the 
neighboring cool intervals to take the measurement of the respective probe interval into account. 
The ratio of qualification and probe level results in the actual normalized qualification 
parameter, which is used for the post-selection process. Figure 6.18 shows a histogram of the 
number of intervals in which an atom was caught considering a certain qualification level (red). 
Every probe interval was binned to one qualification level interval spanning a width of 0.1% in 
order to derive the histogram. A total of close to 93,000 intervals have been evaluated to derive 
this figure. 
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Figure 6.18: Number of captured atoms depending on qualification. The number of captured atoms per qualification interval 
is plotted in red. The overall fraction of atoms that are below a certain qualification setting are depicted in blue. The colors in 
the background specify certain ranges of qualifications levels as they will be used in the following. Magenta: 0% - 1.5%; red 
1.5% - 2.5%; green: 2.5% - 3.8%; blue: 3.8% - 6.3% and cyan: 6.3% - 100%. 

Despite the logarithmic scaling of the x-axis, it is important to note that each subdivisions of 
the histogram linearly spans a qualification range of 0.1%, i.e. intervals, where the qualification 
of the atom was e.g. between 1% and 1.1%. One can see a peak at a qualification value of 2% 
indicating that in most of the intervals the coupling of the atom to the cavity mode caused a 
suppression of the transmission by a factor of 50. The cumulative amount of intervals in which 
the atom was kept with qualification below a certain value is depicted by the blue line. As 
expected, this line continuously increases from 0% to 100%. As already mentioned previously, 
the qualification is a measure of the effective coupling of the atom to the cavity-mode. Post-
selecting the data hence permits to extract different data-sets at various effective coupling 
strengths. In order to show the impact, all intervals have been grouped into 5 classes of different 
qualification-ranges each comprising the same number of intervals, i.e. 20% of the total amount. 
The borders of these classes are at 1.5%, 2.5%, 3.8% and 6.3%, respectively. The ranges are 
indicated by the magenta, red, green, blue and cyan background color in Figure 6.18. The 
corresponding normal-mode spectrum for each of the intervals within one of these qualification 
classes is plotted in Figure 6.19. The color-coding corresponds to the background color in the 
previous figure. The black solid line represents the theoretical value for an atom at rest, which 
is ideally coupled to the cavity-mode. 

For these scans the atom-cavity detuning ( )2 2ac a cp w w pD = -  is set to 4MHz-  

considering an ac-Stark shift of the dipole trap for well coupled atoms. The cooling intervals 
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have a typical length of 5.5 ms and are interleaved with 0.5 ms long probe intervals. The 
frequency of the probe beam is scanned during the probe intervals and amplitude and phase 
information is extracted as described in the previous section. It is clearly visible that for the 
very-well coupled class of atoms (magenta line), the measured data lies closest to the theoretical 
value. Also, the amplitude plot shows two distinct and well-resolved normal-modes. They start 
to dissolve as weaker qualification factors are considered, and almost approaches the empty 
cavity case, as it can be recorded if no atom is present in the resonator, if only a very weak 
qualification is carried out. The phase is plotted with respect to empty cavity, showing the phase 
difference of the coupled systems to the bare cavity (cf. Section 6.7.2). It hence displays the 
influence the single atom has on the transmitted phase of the probe beam through the cavity. 
The details of this shape will be eluded in detail later. Here it is only important to notice that 
the same behavior as for the amplitude is apparent, i.e. that the well coupled atoms are close to 
the theory curve whereas the less well-coupled atoms approach a straight line of zero additional 
phase shift. This behavior is visualized in another way in Figure 6.20. Here, a color-coded two-
dimensional histogram shows the unfiltered phase-shift data of every single recorded interval. 
The brightness determines the relative occurrence of events while the color-tones (i.e. red, 
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Figure 6.19: Normal-mode spectrum for different qualification intervals. The amplitude as well as the phase information of
the heterodyne data are plotted for different probe-cavity detunings. The different-colored plots represent a post-selection of
an ensemble of intervals in which the atom was captured with a qualification as indicated. The black line represents the
theoretical prediction for an ideally coupled atom. 
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green, blue) indicate the average qualification of the intervals yielding this data-point. Here red 
represents hot, i.e. weakly coupled, atoms, corresponding to a qualification of 4.4% and above, 
green to a qualification of 2.2% to 4.4% and blue represents cold, i.e. strongly coupled, atoms 
with a qualification below 2.2%. 

In total, we have seen that post-selecting the data gives us an important tool to extract different 
effective coupling strengths. Choosing a very low qualification permits to only selected traces 
for further analysis were the atom was well coupled. In this case the relative coupling of the 
atom-cavity system is increased – approaching the theoretical value. In the further course of 
this thesis, the qualification will be employed and indicated as an important parameter to select 
well coupled atoms with a high coupling strength. 

In the next section another feature of heterodyne measurements will elaborated in detail before 
this switching measurement will be used to show atomic antiresonance in Chapter 7. 
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Figure 6.20: Phase shift induced by a single atom depending on its coupling to the cavity. A color-coded histogram of the raw 
data recorded for the phase shift induced by a single atom for different probe-cavity detunings is depicted. Intervals with weakly 
coupled atoms (qualification above 4.4%) are marked by an increasing amount of red color, medium coupled atoms 
(qualification 2.2% to 4.4%) by green color and well coupled atoms (qualification below 2.2%) add blue color. 
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6.8. Super-Rabi Color Measurement 

Retrieving information about the ‘color’, i.e. the actual frequency, of the emitted photons is one 
of the key features of any heterodyne measurement. However, until now, this feature has not 
been employed to its full extend. In the previous section heterodyning has only been used as a 
means to detect the phase of the transmitted probe beam. In Chapter 7.8.2 it will further be used 
to differentiate a signal of different beams transmitted simultaneously through the cavity. In 
this section we want to have a closer look at the frequency of the transmitted probe beam. In 
order to do so, we perform a measurement similar to the one described by Koch et. al. [152]. 
There strong driving of the coupled system was carried out at the normal modes and second and 
third order photon counting correlations have been employed to study the quantum dynamical 
properties of the system. Yet, this time, the photon counting mechanism is replaced by a 
heterodyne mechanism. 

As for the previous measurements, the atoms are launched from underneath the cavity via an 
atomic fountain. This time, the detuning of the upper and lower MOT beams is set in such a 
way that the turning point of the ballistic flight of the cloud of the atoms is slightly above the 
cavity axis. This way around 15-40 atoms will pass the cavity every time a cloud is launched. 
The passage time for every atom through the cavity is on the order of 10-30 µs. The cavity is 

set to be on resonance with the 1 2 3 25 3 5 4S F P F ¢=  =  transition of our atoms, yielding an 

atom-cavity detuning of 0 MHzacD = . The probe beam is set to a detuning of 

2 8 MHzpc pD =-  with respect to the cavity. For atoms passing through the center of the 

cavity, the low power of the dipole trap of 150 µK yields an ac-Stark shift of 5 MHz. For typical 
atomic passages this value of the ac-Stark shift is reduced since only a fraction of the atoms 
passes through the center of the mode. The red detuning of the probe with respect to the cavity 
causes a low transmission of the probe beam when no atom is present in the cavity. Once an 
atom is coupled to the cavity mode, the normal-modes form, yielding an increase in 

transmission. In this case the probe beam is in the surrounding of the 1,-  normal mode. 

The probe is set to a high value, corresponding to as much as 56 photons on the empty cavity 
resonance, which means 7.5h k= ⋅ . This strong driving is necessary to observe nonlinear 

effects [153] such as Super-Rabi oscillations leading to a “color conversion” of the transmitted 
probe beam. The recorded spectrum of the transmitted probe beam is depicted as black curve 
in Figure 6.21. The spectrum was recorded with the AOM of the optical local oscillator set to 
126.85 MHz in double pass configuration and the probe AOM set to 111.0 MHz, respectively. 
This causes a heterodyne beat frequency of 31.7 MHz. This heterodyne offset is subtracted from 
the spectral data shifting the unaltered signal peak to 0 MHz. The spectrum is derived by 
computing a 1024-point FFT of the input data sampled with 100 Msps whenever an atom has 
been detected. In order to select the corresponding parts of every trace, i.e. the timespan when 
an atom is coupled to the cavity, the heterodyne carrier at the probe frequency is extracted. The 
decision if an atom is detected is based on the transmitted probe intensity. An increase of the 
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transmission by a factor of 1.24 serves as threshold. The absolute values of the single frequency 
components of every FFT spectrum are summed up. The resulting spectrum is normalized to 
the absolute value of an FFT which is measured for the empty cavity. This permits to subtract 
a residual background still present in the data. The length of the FFT sets a limit to the frequency 
resolution of 98 kHz. 

In the resulting spectrum in Figure 6.21 a clear and sharp peak at the input frequency of the 
probe beam is visible. This peak represents the increase in the transmission of the probe beam 
compared to the empty cavity case due to the resonance condition of the coupled atom-cavity 
system. The more intriguing part is the additional peak which appears 6.26 MHz blue-shifted 
from the probe beam used to excite the system. It is a clear sign of the nonlinear process which 
occurs in the system and leads to the emission of blue-shifted photons. One can attribute this 
additional peak to the Super-Rabi oscillation as described in [81], [152]. This Super-Rabi peak 
stems from the coherent exchange process of energy between the probing laser and the atom-
cavity system and are a dynamic manifestation of the super-splitting of the vacuum Rabi 
resonance. In the low excitation regime, where the system can be described by a two-level 
model the expected Super-Rabi frequency amounts to: 
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Figure 6.21: Nonlinear response of the atom-cavity system. The transmitted probe beam is recorded via a heterodyne 
measurement. The spectrum is computed via a Fourier transform. The spectral intensity is plotted as a function of the frequency 
shift referenced to the initial frequency of the probe beam. The experimental data is plotted in black. The red curve shows 
Gaussian fit to the peak at 6.3 MHz, which is caused by the high driving. The theoretical prediction of the transmitted spectrum 
is depicted as a green line. 
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However, starting from a driving strength 3h k>  deviations from this value are expected as 

transitions to the second order dressed state become important [81], [154]. A Gaussian fit of 
this peak (red curve) yields a FWHM of 3.7 MHz which agrees well with a theoretical 
computation (green curve). It has been derived by employing the quantum optics toolbox [94] 
using MATLAB. The deviation with the theory curve at 0 MHz is caused by the selection 
process and stems mainly from not ideally coupled atoms.  

The big advantage of performing heterodyne measurements to observe nonlinear processes is 
the possibility to readily extract the full spectrum of the emitted photons. As it is required by 
heterodyne detection in comparison to homodyne detection, the carrier of the probe beam is 
offset from 0 Hz, normally at an RF frequency. This permits to iteratively measure both 
quadratures and hence retrieve further information to differentiate between red- and blue-
shifting of photons, as it is not directly accessible in an intensity-based measurement. 

 





Atomic Antiresonance and Parametric Feedback in a Strongly Coupled Atom-Cavity Quantum System 

 

137

7. Free-space Atomic Antiresonance 

In this chapter we will examine the spectral behavior of the phase shift more closely. We will 
start by simulating the influence of the different parameters of our atom-cavity system and 
attribute the features in the spectrum to physical mechanisms. It will be shown that besides the 
well-known features of the normal-mode resonances, we can also identify an antiresonance 
whose intensity and phase response is exactly opposite to the one of a resonance and whose 
properties are – despite the strong coupling – only governed by the atomic resonance frequency. 
We will then compare our atom-cavity system to other macroscopic systems before the 
experimental data of the antiresonance is presented. In the end, possible applications of the 
technique will be eluded and an experimental realization of photonic phase switch will be given. 
Here saturation effects are employed to control the phase of a transmitted probe bean. 

Part of the results presented in this section have been published in: 
“Antiresonance Phase Shift in Strongly Coupled Cavity QED” 
C. Sames, H. Chibani, C. Hamsen, P. Altin, T. Wilk, and G. Rempe; Phys. Rev. Lett. 112, 
043601 (2014) 

7.1. Theoretical Perspective 

The cavity transmission as well as the phase can be straightforwardly calculated within the 
framework of the Jaynes-Cummings model, extended to take into account driving and 
dissipation. In the limit of weak driving, this gives for the expectation value of the cavity field, 
represented by the photon annihilation operator â : 

 
( )

( )( ) 2
ˆ pa

pa pc

i
a

i i g

h g

g k

D +
=

D + D + -
  (7.1) 

where pa p aw wD = -  represents the probe-atom and pc p cw wD = -  the probe-cavity 

frequency detunings, respectively. The normal modes are the maxima of this function and occur 
where the denominator of Eqn. (7.1) is minimized, a condition which depends on all parameters 
of the coupled system [155]. Conversely, the antiresonance is the minimum of this function and 

occurs where the numerator is minimized. This is the case at 0 MHzpaD = . It is apparent from 

Eqn. (7.1) that the antiresonance depends only on the atomic parameters, aw  and g , and not on 

the cavity properties entering via  or the coupling constant g. In particular, the antiresonance 

occurs at exactly the resonance frequency of the uncoupled atom aw  and has a width equal to 

the bare atomic polarization decay rate γ, despite the strong coupling between atom and cavity. 
This behavior will be shown quantitatively in the following paragraphs. If the roles of atom and 
cavity are exchanged by driving the atom at the empty-cavity resonance, the steady state light 
field in the cavity reaches a magnitude equal to the drive, while the atom then remains in its 
ground state [156], [157]. 
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7.2. Influence of Physical Parameters on the Spectrum 

In Section 6.7.3 the phase shift induced by an atom strongly coupled to the cavity mode with 
respect to the empty cavity has been shown. Here we will have a closer look at the total phase 
shift of the transmitted probe beam which is caused by our atom-cavity system. This phase shift 
also corresponds to the intracavity phase of the probe beam [52]. We will examine the influence 

of the cavity amplitude decay rate , the atomic polarization decay rate  as well as the atom-

cavity detuning ac on the normal-mode spectrum of the phase. This helps to reveal a new 

feature in the normal-mode spectrum [13], [15], [155], [158] which is solely determined by the 
atomic resonance. 

7.2.1. Cavity Amplitude and Atomic Polarization Decay Rate 

First, the influence of the relevant decay rates involved in the system will be studied. The 
normal-mode spectrum of the phase is calculated analytically, as described in Section 7.1. 
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Figure 7.1: Influence of the relevant decay rates on the normal-mode spectrum. The intracavity phase of the probe beam is 
plotted as a function of the probe-cavity detuning. The black curve in both sub-plots represents the computed behavior for the 
actual experimental parameters. The influence of a significantly smaller cavity amplitude field decay rate is depicted in a) for 
the coupled system (black, red) as well as for the empty-cavity case (blue, magenta). Similarly, the influence of an assumed, 
significantly smaller atomic dipole transition linewidth is shown in b). The respective parameters are indicated in the graph. 
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The obtained behavior as a function of atom-cavity detuning is depicted in Figure 7.1. Part a) 

shows the influence of the field decay rate of the cavity 2k p  and part b) shows the influence 

of the atomic polarization decay rate 2g p . In part a) the phase shift in case of a strongly 

coupled atom (red, black) as well as the case of an empty cavity (blue, magenta) are plotted. 
For each case two different values of the cavity are chosen; once the actual value of our 

experimental system of 2 1.5 MHzk p=  (black, blue) as well as a significantly reduced value 

of only 2 0.1 MHzk p=  (red, magenta) are assumed. The remaining parameters correspond to 

the actual values in the experiment 2 3 MHzg p=  and 2 16 MHzg p= . As expected, the 

largest effect of the cavity decay rate is visible in case of the empty cavity, i.e. 2 0 MHz.g p=  

Here the decay rate directly translates into the width of the  phase shift at the cavity resonance. 

The spectrum becomes more complex for the coupled system. Two phase shifts of  at the 

positions of each of the normal modes, i.e. the resonances of the coupled system are visible 

(short-dashed vertical line). In between a phase shift of - can be observed (dashed vertical 

line). It is positioned at the atomic resonance frequency as it will be explained in the following 
sub-section. The width of the two normal modes in intensity and phase depends on cavity and 
atomic decay rate, hence a decrease in the cavity decay rate yields a sharper rise of the phase at 
the normal modes. The interesting part, however, is that the steepness of the drop in phase at 
the atomic resonance is independent of any change in the cavity decay rate. Subsequently, its 
width should solely depend on the atomic decay rate, as it is verified in part b). In this part of 
the plot the cavity decay rate is set to its actual experimental value and two different values for 
the atomic polarization decay rate are chosen. Once, the real value of the atomic polarization 

decay rate for the 85Rb D2-line of 2 3.0 MHzg p=  (black) is used and once, a reduced value 

of 2 0.1 MHzg p=  (red) is assumed. The black curves are identical in both sub-plots, since 

they represent the actual experimental values. The red curve, however, varies significantly to 
the one in Figure 7.1 a). Similar to the situation studied above, the phase shift at the normal 
modes becomes steeper, caused by the dependency of the width of the normal modes on both 

decay channels, i.e. atom and cavity. A more pronounced behavior is found at the - phase shift 

at the atomic resonance. Here the phase shift now shows a steep drop. A more detailed view 
reveals that the width of the phase shift, as it is obtained from an inverse tangent fit, corresponds 
to the inverse phase shift of the free-space atomic resonance. This already hints on the presence 
of an anti-resonant atomic feature at this probe-cavity detuning. 

7.2.2. Atom-Cavity Detuning 

In order to better understand the anti-resonant behavior of the atom-cavity system, the 
intracavity field intensity as well as the phase for different atomic resonance frequencies need 
to be examined as well. The behavior as a function of the probe-cavity detuning is plotted in 

Figure 7.2 for different ac. Experimentally, the atomic resonance can be adjusted by changing 

the intracavity dipole-trap intensity and hence making use of the ac-Stark shift. Plots for 
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different atomic-cavity detunings of 2 12 MHzac pD =-  (blue), 2 4 MHzac pD =-  (black), 

2 0 MHzac pD =  (red) as well as 2 12 MHzac pD =  (magenta) are shown. 

The normal modes, i.e. the resonances of the coupled system, are evident as clear peaks in 

conjunction with a positive rise of almost  of the intracavity phase. A logarithmic scaling of 

the cavity excitation permits to unveil an additional feature, which is a pronounced dip. Despite 
the strong coupling of the system, this feature is positioned at the resonance frequency of the 
bare atom and shifts as the atomic resonance (dashed vertical lines in the respective color) is 

varied. In addition, this feature is also evident by a decrease in the phase by almost . Here it 

shall be noted that the atomic excitation in combination with the phase of the emitted dipole 
radiation of the atom does show a different behavior, cf. [159], namely an overall increase of 

2 with  at each normal mode. The feature observed here is called antiresonance, as its 

behavior shows the exactly opposite characteristic as expected for a resonance. 

7.3. Pendulum Example 

Antiresonances can be observed in a broad range of coupled systems. They can be intuitively 
understood by considering the analogy with a pair of strongly coupled pendula A and B. When 
driving A at a certain frequency between the two normal-mode resonances, the system reaches 
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Figure 7.2: Influence of the atomic resonance frequency on the normal-mode spectrum. The transmitted intensity, i.e. the
excitation of the cavity as well as the intracavity phase are plotted as a function of the probe-cavity detuning. Different atom-
cavity detunings are shown in the plot. The respective parameters are indicated in the graph. 
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a steady state in which pendulum B oscillates with a 180 degree phase shift to the drive. In 
steady state, the force exerted on A by the pendulum B exactly cancels the driving force, and 
the pendulum A ceases to oscillate. An artistic drawing is depicted in Figure 7.3. In contrast to 
a resonance, this leads to a minimum in the excitation spectrum of the pendulum A – hence the 
name antiresonance, and a corresponding phase shift. In case that the damping of the pendulum 
B fully reaches zero then the pendulum A will even completely stay at rest. The properties of 
the antiresonance are exclusively determined by the undriven oscillator, here pendulum B, 
independent of the coupling strength. This applies to the position of the antiresonance occurring 
at the natural frequency of the undriven oscillator as well as to its linewidth solely determined 
by the damping rate of the oscillating pendulum, B in our example. 

The potential of antiresonances for disentangling the properties of sub-components in complex, 
strongly interacting systems is already exploited for macroscopic objects in mechanical 
engineering [160], [161]. This principle also finds its application in the largest buildings of the 
world, like skyscrapers and bridges. These fragile constructions require an ingenious design to 
withstand strong gusts and earthquakes. Since over a century tuned mass dampers have been 
employed here to harmonically absorb the structure’s kinetic energy at a certain vibrational 
mode and dispense it into dampers [162]–[167]. They consist of a large mass which is coupled 
elastically to a building in such a way that its resonance frequency is close to the one of the 
building. Kinetic energy of the building is then also partially transferred to the mass, where it 
is damped. This results in a splitting and reduction of the natural eigenfrequency of the building 
into two resonance peaks – previously described as normal modes. A prominent example where 

Figure 7.3: Artistic drawing of the antiresonance effect with two pendula. A sinusoidal altering force is acting via spring on
the pendulum A on the left side. This pendulum itself is connected via a second spring to the pendulum B on the right side. The 
case is depicted in which the force oscillates with the resonance frequency of the pendulum B; here, the pendulum A remains 
at rest and the system is at its antiresonance. 
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this technique has been installed is the Taipei 101 in Taiwan. It possesses a 660 ton damper, 
which is held by wires between the 88th and 92nd floor and is visible to visitors. Despite its huge 
difference in size, the underlying principal, yet, is exactly that of an antiresonance.  

7.4. Antiresonance in Cavity Quantum Electrodynamics  

Our cavity QED system comprises a single atom with polarization decay rate γ resonantly 
coupled to a high-finesse optical resonator with field decay rate κ. The atom-cavity coupling 

constant g is large compared to the dissipation, g≫(γ,κ), and the cavity is driven weakly such 

that the driving strength η≪(g,γ,κ). This ensures that the average photon number in the cavity 

is too low to saturate the atom. In the weak driving regime, the system is formally equivalent 
to two strongly coupled harmonic oscillators. At the antiresonance, in analogy with the above 
classical picture, the field radiated by the atom interferes destructively with the field driving the 
cavity, giving rise to a transmission minimum. The measurement of the antiresonance is 
achieved by monitoring the phase of the light transmitted through the cavity. As predicted by 

Eqn. (7.1) and as it has already been shown in Section 7.2, a phase shift of -π occurs for g≫(γ,κ) 

when the probe-atom detuning paD  is changed from negative to positive values. This phase 

shift is as large as that induced by a resonance, e.g. a normal mode. A direct measurement of 
the dip in the intensity as it can be achieved by a simple photon counting measurement does not 
yield a sufficiently low noise floor. This makes the phase-measurement the only feasible way 
of observing the antiresonance. In cavity QED, this phase spectroscopy has so far only been 

performed in the limit κ≳g, and only modest phase shifts were observed [65], [66]. Phase 

changes due to strongly coupled atoms were seen in [168], but the antiresonance phase shift 
was not observed. The presence of a transmission dip at the atomic frequency (associated with 
the antiresonance) was noted in theoretical work in the intermediate-coupling, good-cavity limit 

( )gg k> >  [169] and was referred to as cavity induced transparency29. In contrast, in a 

strongly interacting system the coupling exceeds all decay rates, such that excitations are 
coherently exchanged between atom and cavity, leading to the formation of a new set of 
eigenstates. In this limit, the antiresonance occurs far from these new eigenstates, which 
impedes its observation via the intensity transmitted through the cavity [14], [15]. Here we 
overcome this limitation and reveal the antiresonance behavior through a measurement of the 
phase. Phase shifts on the transmitted beam of more than 3π/4, mediated by a single atom, are 
observed. This is the highest phase shift yet observed from a single emitter [170]–[172]. The 
experimental results showing a clear antiresonance as well as the theoretical prediction are 
depicted in Figure 7.4. 

                                                 
29 The work of Rice and Brecha links an absorption dip of a sideways driven atom in the intermediate-coupling, 
good-cavity regime to electromagnetically induced transparency (EIT). However, we note that the phase shift 
studied in this thesis cannot be observed on the light transmitted through an EIT medium, despite the apparent 
similarity between Eqn. (7.1) and the EIT susceptibility . This is because the phase acquired by light passing 
through an EIT medium is proportional to real part of  (the refractive index), not to its argument. Here, we 
measure directly the phase of <â>. 
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Figure 7.4: Phase spectroscopy of the strongly coupled system. a), b) Theoretical excitation probability a) and phase b) of the 
empty cavity (black) and the two constituents of the strongly coupled system, i.e., the atom (green) and the cavity (red), versus 
the probe-cavity detuning Δpc for our parameters. The experimentally measured phase shift induced by the empty cavity with 
respect to the driving field is also shown in b), as a histogram color-coded from white (no events) to black, which is normalized 
to the maximum number of events for each frequency setting. Vertical dashed lines mark the frequencies of the two normal 
modes and the short-dashed line at −3  MHz marks the frequency of the bare atom. c) Histogram of the additional phase shift 
caused by an atom strongly coupled to the cavity, referenced to the empty cavity. d) Measured overall phase shift of the coupled 
system, derived by adding b) and c). The red line is the result of a numerical simulation that includes atomic motion. 
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The theoretical amplitude and phase spectra for our atom-cavity parameters are shown in Part 
a) and b). The phase information is depicted relative to the phase of the driving probe beam. 
The black line in a) represents the Lorentzian frequency response of the empty cavity. This 
response changes significantly when an atom is strongly coupled to the cavity mode, resulting 

in the appearance of normal modes (denoted 1,-  and 1,+  as indicated by the dashed 

vertical lines) where the excitation is shared between the atom (green) and the cavity (red). In 
a logarithmic plot of the cavity excitation, a pronounced dip is evident at the resonance 
frequency of the bare atom. This is the antiresonance, which is marked by the short-dashed 
vertical line. No feature is apparent in either the atomic excitation or phase at this frequency, 
which demonstrates that the effect is not merely interference between the two normal modes. 
Around the antiresonance most of the energy from the drive is not able to enter the atom-cavity 
system. Nevertheless, the small amount which does enter the cavity is almost directly 
transferred to an atomic excitation, where the cavity is simply acting as a transfer medium. The 
excitation of the cavity only depends on the amount of energy which is transferred to the atom, 
e.g. due to its polarization decay. This explains the gross imbalance between the two excitations. 
The imbalance increases as the atomic decay rate is decreased, since – in this case – the needed 
energy to compensate for any damping reduces. Figure 7.4 b) and c) show the corresponding 
phase behavior of the transmitted light, as measured by heterodyne detection. The data 
presented here is a color-coded histogram of the raw-data for well coupled atoms, which satisfy 
the qualification criteria (cf. Section 6.7.3). The phase shift acquired by light transmitted 
through the empty cavity is overlaid onto the theory plot in part b), and shows the expected 
arctangent behavior, increasing by π as the probe laser is scanned over the resonance. Figure 
7.4 c) shows the additional phase shift induced by a strongly coupled atom. A relatively soft 
qualification of 1.5% is chosen for the histogram; this causes more atoms to fulfill the 
requirements and hence increases the number of data-points, which are depicted, which is also 
the reason for a higher spread of the data. The sum of the empty cavity phase and the additional 
phase shift induced by the atom is the overall phase shift of the coupled system, shown in part 
d). In order to see a pronounced phase shift, the qualification was lowered to 0.6%, only 
considering atoms whose temperature is below 77 µK. Instead of a histogram, the data is shown 
here as points representing the mean phase shift deduced from fitting to the data a Gaussian 
distribution that is periodic in phase. The error bars represent the geometric mean of the 
statistical error and the uncertainty of the phase obtained from the fit. The solid red line is the 
result of a numerical simulation based on Eqn. (7.1) which includes effects due to residual 
atomic motion (cf. [81]). The normal-mode resonances can be clearly identified by sharp 
increases in phase. Between the normal modes, at the antiresonance, an inverse behavior is 
apparent, with the phase shift exhibiting a negative slope which is highest at the frequency of 
the uncoupled atom. 
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7.5. Optical Control of the Antiresonance Phase Shift 

The ac-Stark shift induced by the dipole-trap light provides a simple way of altering the 
resonance frequency of the uncoupled atom. In order to verify the behavior described in the 
previous section, we perform phase measurements across the normal modes for different ac-
Stark shifts (i.e. different dipole-trap intensities). Figure 7.5 a) shows a contour plot of the 

expected phase coupled drivef f-  as a function of the probe-cavity pc p cw wD = -  and atom-cavity 

ac a cw wD = -  detunings. The magnitude of the phase is color-coded from white zero to black 

-180 degrees. The diagonal line indicates where the probe is resonant with the atom p aw w= .  

The horizontal dotted lines mark the atom’s detunings at different dipole-trap intensities which 
are used in the subplots (b-d). For each plot, a vertical dashed arrow marks the effective atomic 
resonance frequency. The atom is red-detuned from the cavity resonance in b) 

2 14 MHzac pD =- and c) 2 5 MHzac pD =- , whereas blue detuning is shown in d) 

2 12 MHzac pD = . In all scans, the two normal modes are recognizable as positive slopes in 

the phase on either side of 0 MHzpcD = . The interesting feature, however, is the negative 

slope of the antiresonance phase shift in between, which always occurs at the atom’s resonance 
frequency (marked with a vertical arrow). This shows that the frequency of the antiresonance 
indeed directly reflects the properties of the uncoupled atom. The ac-Stark shift is directly 
linked to the dipole-trap intensity which is equivalent to the depth of the trapping potential in 
the probe intervals. The switching of the trap depth at the boundary from the cooling to the 
probe intervals increases or decreases the average temperature of the atom depending on 
whether the dipole-trap depth is increased or decreased, respectively [173]. In order to 
compensate for this effect, the subplots have been post-selected with different qualification 
settings of 0.9% in b), 0.7% in c) and 0.5% in d). This corresponds to temperatures of the atom 
at the end of the cool interval of 115µK, 77µK and 57µK, respectively. 
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Figure 7.5: Tuning of the antiresonance phase shift via the ac-Stark effect. a) Theoretical phase shift of light transmitted 
through the strongly coupled system as a function of the probe-cavity Δpc (abscissa) and atom-cavity Δac (ordinate) detuning. 
The diagonal black line indicates where the probe beam is on resonance with the atom. The horizontal dotted lines show the
atom-cavity detuning for the scans depicted in the lower plots. Vertical arrows indicate the frequencies of the antiresonances. 
b)–d) Measured phase shift of the transmitted light for atom-cavity detunings of −14 (b), −5 (c), and 12  MHz (d), corresponding 
to dipole-trap laser powers of 700, 950, and 1400 nW, respectively. The solid lines are numerical simulations of the phase shift 
for each dipole trap laser power. 
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7.6. Bare Atomic Resonance in Strongly Coupled Systems 

Since the frequency of the antiresonance is exclusively determined by the frequency of the 
uncoupled atom, the ac-Stark shift induced by the dipole trap can be used as an all-optical way 
to control the corresponding phase shift. We demonstrate this by measuring the phase shift of 
the probe light as the dipole power is varied between 450 nW and 1700 nW, yielding effective 
probe-atom detunings between -25 MHz and 25 MHz. The result is shown in Figure 7.6. During 

the measurement the probe laser is kept resonant to the empty cavity 0 MHzpcD = . As the 

atom moves across the cavity resonance, we observe a phase shift of 140°. This is the largest 
shift yet observed from a single emitter [65], [66], [170]–[172]. The theoretical maximum for 
our system, assuming no atomic motion and maximal coupling to the cavity, is 150°. An 
arctangent fit to the experimental data yields a width of (3.2±0.3) MHz, which is in good 
agreement with the bare atom’s decay rate of 3.0 MHz. This verifies that the atom alone, despite 
its strong coupling to the cavity, determines the characteristics of the antiresonance. The data 
used to generate Figure 7.6 is post-selected with a qualification of 1.9%. 
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Figure 7.6: The phase shift induced by a single atom as a function of probe-atom detuning Δpa. The probe beam is kept on 
resonance with the cavity (Δpc

 = 0) while the atomic resonance frequency is tuned via the ac-Stark effect induced by the 
intracavity dipole trap. The dipole-trap power is shown on the upper axis. This plot corresponds to a vertical scan in Figure 7.5
a). In the central region, error bars are small and omitted for clarity. The larger error bars for Δpa<0 are caused by the blue 
detuning of the atom with respect to the cavity, which causes cavity heating. The red line shows an arctangent fit, with a 
measured width of 3.2±0.3  MHz that corresponds to the bare-atom decay rate. 
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7.7. Future Antiresonance Applications 

The shown antiresonance phase shift can be used for the characterization of complex quantum 
circuits. Their utility stems from the general result that antiresonances represent what the 
resonances of the system would be, if the driven component was held unexcited [161]. This 
explains why the phase shift in our system occurs at the frequency of the atomic resonance and 
has its corresponding width, as we drive the cavity mode. 

Consider a system of resonators or qubits coupled together in some arbitrary topology as 
sketched in Figure 7.7 a). The excitation spectrum of such a system exhibits a distinct behavior 
of resonances and antiresonances under driving, which is shown in Figure 7.7 b). The number 
of resonances corresponds to the number of constituents of the coupled system, while the 
number of antiresonances is one less. The resonances depend on the joint properties of all 
components and their couplings, and are independent of which component is driven. The 
antiresonances, however, depend on everything except the component being driven, and 
therefore provide information about how it affects the total system. By driving each component 
in turn and observing the response of the system by the same component, information about all 
of the individual subsystems can be obtained, despite the couplings between them. 

 

Figure 7.7: Antiresonance characterization of complex coupled systems. (a) A notional integrated quantum circuit: the red dots 
represent circuit components (e.g., qubits or cavities) and the blue lines show the couplings. (b) When driving different 
components, the system’s resonances remain fixed while the positions and widths of the antiresonances change. Measuring the 
antiresonance phase shifts under different driving conditions therefore facilitates the characterization of the circuit. 

As a simple example of this principle, let us suppose that one subsystem exhibits a much larger 
dissipation than the others, and it is desired to find the lossy component. The system resonances 
are of no help; their linewidths are an average of the decay rates of all components in the circuit, 
regardless of which we choose to drive. However, the antiresonances display properties of only 
the undriven components. Therefore, when the offending component is driven, the 
antiresonances become suddenly narrower, allowing it to be easily identified. 

In conclusion, the experimental study conducted in Section 6.8 demonstrates a powerful 
spectroscopic technique that should prove useful in future experiments with interacting 
quantum systems. In addition, many other potential applications of antiresonances in quantum 
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systems can be envisaged. First, the ability to measure the properties of a single constituent in 
a strongly coupled system will be valuable in situations where probing the constituents in 
isolation is impractical, e.g. in solid-state cavity QED systems where the emitter and cavity are 
physically inseparable. Second, the grossly imbalanced distribution of energy among the system 
constituents at the antiresonance frequency could be useful for cavity cooling of molecules 
[174]–[176], since driving the molecules at the empty-cavity resonance frequency would limit 
their excitation and thus prevent optical pumping into unwanted molecular states. Third, using 
an emitter with a narrow linewidth may render the antiresonance phase shift useful for optical 
clock experiments, as it is immune to fluctuations of the cavity. Fourth, nonlinear effects like 
electromagnetically induced transparency could be incorporated in order to remove the opacity 
[177], [178]. The huge phase shift that can be imparted on a light beam by a single emitter 
might then find an application in quantum-information-processing devices [65]. Finally, our 
simulations predict giant intensity fluctuations at the cavity-driven antiresonance. Thus, one 
can expect large dipole fluctuations for an atom-driven antiresonance. It would be interesting 
to further explore the connection between these fluctuations and the anomalous atomic 
momentum diffusion noted by Murr et al. [179]. 

7.8. Saturation Measurements 

The experiments with single atoms discussed so far require the use of very weak light fields. 
Increasing the strength of the light field beyond a certain threshold results in saturating the 
atomic transition. In this section we will employ saturation effects as a means to alter the phase 
response of the coupled system, which has been examined in detail in the previous section. As 
the resonator leads to a significant amplification of the light-field inside the cavity, weak 
intensities on the single intracavity photon level are sufficient to cause such saturation effects. 
The theoretical framework of saturation phenomena has already been elaborated in Section 
2.1.7. One should point out that so far throughout this thesis it has always been avoided to enter 
the saturation regime and hence sufficiently small light levels have been chosen. 

7.8.1. Saturation by High Probe Beam Intensity 

Saturation effects become visible once the intensity of the probe beam increases over a certain 
threshold value. For cavity quantum electrodynamic systems this value is given by the 
dimensionless intracavity saturation photon number [180] and amounts to 

 
2

2
0.018

2sn photons
g

g
= =   (7.2) 

for our ideal experimental parameters of 2 16g MHzp=  and 2 3MHzg p= . If the photon 

number inside the cavity rises above this level, the atom becomes saturated, resulting in a 
reduced splitting of the normal modes and excitation of higher order states [47], [181], [182]. 
Here we take a normal mode spectrum recorded by the heterodyne technique to observe this 
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effect; as in the previous section a switching measurement is executed. Due to the increased 
heating rate of the atom, a higher qualification factor of 8% is chosen, this time. The phase of 
the transmitted light at different power levels of the probe beam is recorded. The resulting plots 
are depicted in Figure 7.8. In the upper part the phase shift as a function of the probe-cavity 

detuning pcD  is plotted. The phase shift difference is measured as additional phase which is 

acquired by a strongly coupled atom to the cavity mode compared to the empty cavity case (cf. 
Figure 7.4 c)). In this representation, a phase shift close to zero hence corresponds to a very 
weakly coupled and saturated atom. The probe power level used for the phase scans is indicated 
in units of intracavity photons at the empty cavity resonance and is hence higher than the actual 
number of photons in the coupled system. The ratio between the indicated probe power and the 
actual probe power in the cavity mode corresponds to the cavity excitation as it is plotted in the 
lower part of the figure. As previously, the cavity is blue-detuned to the atomic resonance by 

2 4 MHzac pD =- . Assuming an effective coupling constant of 2 13 MHzeffg p= , this 

yields eigenmodes for low driving, i.e. below saturation intensity, at around 

2 15 MHzpc pD =-  for the atom-like normal mode 1-  and 2 11 MHzpc pD =  for the 

photon-like normal mode 1+ . The excitation of the cavity mode is plotted in the lower part 

of Figure 7.8; the position of the normal modes as well as the empty cavity resonance are 
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Figure 7.8: Normal-mode spectra recorded for different probe powers revealing saturation effects of the atom. The phase shift 
of the coupled atom-cavity system compared to an empty cavity is plotted. The data is recorded in a switching measurement
with a qualification of 8%. The lower part of the plot shows the cavity excitation. The normal modes as well as the empty 
cavity resonance are also marked in the upper plot by vertical dashed lines 
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indicated by vertical dashed lines on the upper part of the plot. One can clearly see that the 
curves converge towards a typical behavior of the phase shift as indicated by the black curve 
when then power of the probe beam is lowered. This behavior changes as the probe power is 
continuously increased (going to red curve). Here, the interaction of the atom with the cavity is 
significantly reduced due to a saturation of the atom. The effect is strongest close to the normal 
modes where more light is able to enter the cavity, while only a weak effect is visible close to 
the empty cavity resonance. 

In total, it can be seen that varying the intensity of the probe beam is a method of altering the 
phase shift of the beam transmitted through the atom-cavity system. For the selected parameters 
a phase control as large as 60 degrees is achieved at probe-cavity detuning of 

2 5 MHz.pc pD =  However, this technique is not a very useful method to control the phase of 

probe beam since it is directly linked to its intensity. In the next section a method will be shown 
which permits to overcome this limitation by adding a second beam which exclusively aims at 
saturating the atom. 

7.8.2. Controlled Saturation by Separate Saturation Beam 

In this section an additional, so-called saturation beam is introduced. It is exactly overlapped 
with the probe beam and only shifted in frequency by a few MHz. The overlap of the two beams 
is ensured by transferring them to the cavity in the same single mode fiber. They are generated 
by two independent AOM benches. This avoids unwanted sum and difference frequency 
generation as it would occur when driving one AOM with two frequencies. Since the 
stabilization of the probe and saturation beam is done after the fiber, where both beams are 
overlapped, a sample-and-hold technique has to be applied. Before the atoms are launched via 
the atomic fountain towards the cavity the probe beam PID control is used to sample the power 
level of the probe as well as the saturation beam independently and one after the other. During 
each of these gauging cycles the respective other beam is completely turned off. The determined 
output power values of the PID controller during this process are then stored by the 
experimental control system and can be activated during the experimental sequence when 
needed. Once an atom is captured, a similar switching measurement as described previously 
(cf. Section 6.7) is used. During the cool intervals the saturation beam is completely turned off 
and the intensity control of the probe beam is handled in the regular PID configuration. During 
the short probe intervals the previously stored intensity settings for the probe and saturation 
beam are activated and the otherwise applied feedback is switched off. After a certain number 
of repetitions of cool and probe intervals the atom is kicked out of the cavity. In the subsequent 
check and reference intervals the saturation beam as well as the probe beam are activated. 

The additional saturation beam is used to independently saturate the atom inside the cavity from 
the probe beam and hence acts as if the coupling of the atom and the cavity is dynamically 
controlled. A low power of the probe beam is chosen such that the atom is not saturated by this 
beam. The saturation beam is positioned frequency wise close to one of the normal modes of 
the atom enabling saturation even at lower powers. The actual frequency relative to the coupled 
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system is depicted in the inset of Figure 7.9. As done in the previous section, the probe beam is 
scanned in frequency and the phase of the coupled system compared to the empty cavity is 
measured. The data in the plot has been post-selected with a qualification of 20%. Scans for 
three different power levels of the saturation beam are depicted. The indicated power levels are 
referenced to the empty cavity photon number, which is around one order of magnitude larger 
than the actual photon number at the position of the saturation beam for the coupled system. 
The scan at low saturation power (blue line) does not show any significant deviation from a 
scan without saturation beam. This is expected since the intensity of the beam is still slightly 
below the saturation photon number of the atom. The situation changes clearly for higher 
intensity levels as depicted by the green and red curve. Here, the atom is saturated leading to a 
clear reduction of the phase shift. 

  

Figure 7.9: Influence of saturation beam on the normal-mode spectrum. Normal-mode spectra for various intensity settings of 
the saturation beam are depicted. A switching measurement of the phase shift of the coupled system with respect to the empty 
cavity is carried out. A qualification of 20% is chosen. The inset shows the position of the saturation beam in a theoretically 
computed spectrum. 

The change in the phase of the transmitted probe beam depending on the power of the saturation 
beam can also be employed as an efficient means to control the phase of the transmitted beam 
with a weak saturation beam. A phase scan where the detuning of the probe as well as the 
saturation beam is fixed is plotted in Figure 7.10. Here only the intensity of the saturation beam 
is altered. The detuning of the two beams relative to the cavity resonance can be seen in the 
inset. The frequency of the saturation beam is again chosen close to the position of one of the 
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normal mode to efficiently saturate the atom 2 12 MHzpc pD = . The probe beam is set a few 

MHz above the empty cavity resonance. Here the phase shift of the coupled system compared 
to the empty cavity is largest. The power of the saturation beam results from an actual 
measurement of the transmitted power obtained from the heterodyne data taken during the 
reference intervals at the end of the sequence. The values are scaled to their respective empty 
cavity value. The power region around 0.01 empty cavity photons was hard to probe since the 
PID is not aligned to function properly for such small light intensities; in the case the set-point 
was adjusted to such power levels the output of the PID produced an output, which corresponds 
to around 0.001 empty cavity photons. Readjusting the PID to work in this power regime would 
significantly limit its frequency response to values in the few kHz region or cause a saturation 
of the PID at higher trap powers. 

In Figure 7.10 the phase dependency of the transmitted probe beam as a function of the power 
of the saturation beam is shown. For this plot a qualification of 3% is used to post-select the 
data. A logarithmic scaling is chosen for the x-axis of the plot. It illustrates nicely saturation 
effects as they occur for the single atom. An exponential decay serves can be fitted to the 
negative experimental values of the phase shift measured at higher intensities of the saturation 
beam, i.e. above 0.05 empty cavity photons. The result is shown as diagonal red line. A 
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Figure 7.10: Controlling the phase of the transmitted probe beam by the saturation beam intensity. The phase shift of the 
transmitted probe beam for the coupled system with respect to the empty cavity is plotted as a function of the saturation beam 
intensity (logarithmic scaling). The intensity of the saturation beam is measured behind the cavity and plotted in units of the 
empty cavity photon number. 
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horizontal red line marks the value of –95 degrees, measured for the unsaturated atom. For an 

effective coupling of 2 13 MHzeffg p=  the saturation intensity amounts to 0.027 intracavity 

photons. For the selected experimental parameters this value corresponds to a saturation beam 
intensity of 0.18. Here the phase of the transmitted probe beam also shows a clear increase in 
the experimental data. The measured phase shift varies from values below –95 degrees for a 
very weak saturation beam to values above –35 degrees for high saturation. The saturation beam 
thus enables to shift the phase of the probe beam by more than 60 degrees. While this phase 
shift is achieved for a very low intensity level of the saturation beam, it still does not permit to 
generate phase control with just a single photon. The main reason for this is the incoupling 
efficiency of the beam into the cavity at the respective detuning which is below 10% in 
combination with the missing phase matching with the light in the cavity. However, this phase 
measurement shows the implementation of a nonlinear process on the few photon level. 
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8. Summary and Outlook 

A new experimental apparatus for investigating the fundamental interaction of a single atom 
strongly coupled to the single mode of a resonator has been set up30. The new system comprises 
an asymmetric cavity, which is formed out of two mirrors with different reflectivity, enhancing 
the photon flux on the outcoupling side while still guaranteeing strong coupling. In addition, it 
features a vastly improved side access compared to its forerunner experiment, and hence 
permits to focus side-ways beams through the cavity. By having access to the atom on all 
direction, three dimensional cooling schemes [110], [183], [184] can be transferred to strongly 
coupled systems in the future. In the current system, one of the mirrors is furthermore mounted 
on an inch-worm motor. This permits, for the first time, to macroscopically alter the cavity 
length while it remains in the vacuum and thus vastly enhances the flexibility in the choice of 
the resonant wavelength. This gives rise to consider the experimental realization of more 
complex schemes where one atom is interacting strongly with two resonant cavity modes 
simultaneously [185]–[187]; due to this nature this system is also referred to as N-type scheme. 

Along with the new apparatus a new electronic control and processing system has been 
introduced. The new system features field programmable gate arrays (FPGAs). These devices 
permit to embed experimental data acquisition, real-time processing and feedback tasks in 
hardware and feature deterministic and fast execution. This technology enables the 
implementation of more advanced feedback routines, real-time heterodyne data processing as 
well as an improved cavity lock. The significant speed improvements go hand in hand with a 
special and hardware close way of programming. The increased computational power paves the 
way for complex processing algorithms, which in the future could enable real-time hardware-
in-the-loop simulations of the atom-cavity system or feedback routines based on the system’s 
quantum properties and thus introducing a real quantum-feedback process [188]–[191]. 

An analysis of the time evolution of the transmitted probe beam intensity permits to gain 
information about the atomic motion. In addition, a time and position depended force can be 
exerted on the atom via the dipole-trap intensity, enabling to implement a feedback loop. This 
implementation permits to increase the storage time of the atom in the cavity and also leads to 
a cooling [58]. In this thesis a new real-time feedback strategy on the motion of the atom has 
been studied. Compared to previous feedback algorithms, which only considered sub-
oscillation timescales of the radial motion transverse to the cavity axis, the history of the atomic 
trajectory over typically one to three oscillation periods is taken into account. This requires 
providing ab-initio values of the system and by doing so increases the efficiency of how the 
information from the system can be used; it hence more than doubles the average storage time 
of an atom captured in the cavity – extending it to above 2 seconds. This new routine, which 
accounts for the parametric oscillation of the atoms and applies a phase-shifted, counter-acting 

                                                 
30 The new system has been set-up together with M. Koch. Hence, some of the new features of the system have 
already been described in [81]. 
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force, allows to extend the feedback algorithm even to the two orders of magnitude faster 
oscillation of the atom along the cavity axis. In this case, despite the fact that the feedback 
algorithm bases its decision on as little as one photon per oscillation period, a clear influence 
on the atomic motion is visible. The advances in the feedback process promote this mechanism 
as standard tool for atom-cavity experiments, especially when the side access is limited. Its 
extension to the axial direction marks a clear step towards full three-dimensional feedback. In 
this case an additional higher-order, blue-detuned dipole trap [192], breaking the radial 
symmetry of the current dipole-trap mode, would be needed [57]. 

During this thesis a heterodyne detection has been built and the previously mentioned feedback 
algorithms have been adapted. This enabled to record the amplitude and phase dependency as 
the probe-cavity detuning is scanned. Besides the two normal modes, which are also visible in 
intensity measurements, a new feature starts to appear. In case of driving and observing the 
cavity mode of a strongly coupled system, it is positioned at the free-space frequency of the 
atom and its features are solely determined by the properties of the atom. The behavior in 
amplitude and phase, however, is opposite to that at the resonance, hence the name 
antiresonance. The strong coupling of our atom-cavity system enabled to observe a phase shift 
of 140° imprinted on the probing beam, at the position of the antiresonance. To-date this is the 
highest phase shift yet observed from a single oscillator [170]–[172]. In an ideal case phase 

shifts as large as  can be realized with the current system. As a single atom shows strong 

nonlinear effects even on the single-photon level [80], [193], effects like electromagnetically 
induced transparency [177], [178] can be incorporated. The resulting huge phase shift imprinted 
on a light beam by the single emitter can be used, in addition, to build quantum gates, thus 
rendering antiresonances applicable for quantum computation systems [65], [194]. 

A spectral scan reveals – despite the strong coupling – the linewidth of the bare atomic transition 
and verifies that the effect is mediated only by the single atom. This promotes antiresonance 
phase shifts to be employed in the future to characterize complex quantum systems. Their utility 
stems from the general result that antiresonances represent what the resonances of the system 
would be, if the driven component was held unexcited [161]. The ability to measure the 
properties of single components in a strongly coupled system is particularly valuable in 
situations where probing the constituents in isolation is impractical, e.g. in solid-state cavity 
QED systems where the emitter and cavity are physically inseparable. As the antiresonance is 
immune to fluctuations of the cavity, using an emitter with a narrow linewidth may render the 
antiresonance phase shift useful for optical clock experiments. The antiresonance furthermore 
causes a grossly imbalanced distribution of energy among the system constituents, which could 
be useful for cavity cooling of molecules [174]–[176] in the future, since driving the molecules 
at the empty-cavity resonance frequency would limit their excitation and thus prevent optical 
pumping into unwanted molecular states. 

Besides enabling phase-sensitive measurements of the transmitted light, heterodyning also 
paves the way to detect the absolute frequency of the transmitted beam. While this is useful to 
separate multiple probing beams passing the system at once, it also permits to uncover slight 
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shifts in the frequency of the transmitted beam. By doing so, Super-Rabi oscillations [81], [152], 
caused by the coherent exchange of energy between the atom-cavity system and the probe laser, 
directly became visible. These oscillations can also be derived by correlation measurements 
[152], in this case, however, no information about the direction of the shift, i.e. red- or blue-
shifted, can be inferred. Hence, the heterodyne detection built provides an excellent tool to gain 
further insights into the nonlinear processes on the single emitter level. 
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10. Appendix 

10.1. Mirror Specifications 

Two highly reflective mirrors are used to build the cavity. Both mirrors have been ordered from 
Research Electro-Optics, Inc. and the shipment arrived on the 26th October 2001. The following 
specifications have been supplied with the mirrors. 
 
Mirror 1 (taken from box 50, position 2): 

- Specified transmission at 780 nm: 25 ppm 
- Radius of curvature: 1 cm 
- REO; LN#41; Coning No; LT# 60-0604-01 
- Coating Run: L6-262=25PPM 
- Additional anti-reflection coating: OX1618=AR 

 
The transmissivity was measured and is depicted in Figure 10.1. While the graph is not capable 
of showing the high reflectivity at 780nm, the broad range of low transmission and the fringes 
already advert to the high number of layers. 

 
Figure 10.1: Transmission of coating run L6-262. Spectrum of the high reflectivity coating as provided by REO. The two 
measurements are expected to be the TE and TM polarized mode. The transmission is measured on normal incidence. 

Reflections from the back-face of the mirror need to be avoided. Hence this is coated with an 
anti-reflection coating at the desired wavelength of 780 nm. A measurement of the reflectivity 
is shown in Figure 10.2. Here, a clear minimum of the reflectivity of around 100 ppm becomes 
visible at the desired wavelength. 
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Figure 10.2: Reflectivity measurement of anti-reflection coating run #OX1618. 

 
Mirror 2: 

- Specified transmission at 780 nm: 4ppm 
- Radius of curvature: 20 cm 
- Coating run: L6-261 HR@780nm 

 
The transmission recorded and supplied with this mirror is depicted in Figure 10.3. As this is 
the higher reflective incoupling mirror, an anti-reflection coating on back-face is not necessary. 

 
Figure 10.3: Transmission of coating run L6-261. 
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10.2. Photon Counting Socketed CLIP 

The acquisition of the photon clicks by an 
FPGA has already been described previously 
(cf. Section 4.4). Here the core of the VHDL 
code, which consists of the actual 
deserialization and processing of the photon 
clicks, is displayed. 

As shown in Figure 10.4, two 
ISERDES_NODELAY primitives, one 
configured as master the other as slave, are 
employed for the deserialization. This is 
required as the number of deserialization 
channels surpasses six. Both are configured in 
DDR (double data rate) mode to permit 
reliable operation at high clock speeds of up 
to one GS/s. In this mode the input data is 
sampled on the rising and falling edge of a 
clock signal; hence a 500 MHz clock 
(GClk_fast) as well as its phase inverted 

facsimile are provided (GClk_fast_n). The 

data is output synchronously to a phase-
locked 125 MHz clock (GClk_div). 

The processing of the deserialized photon 
click stream is displayed in Figure 10.5. The 
process is running synchronously to the same 
125 MHz clock used for the deserialization. In 
this process a 61-bit timestamp with 1 ns 
resolution is generated for every photon click 
on each detector channel. It is composed of a 
61-bit counter running at 125 MHz 
(counter_125MHz_61bit) and the infor-

mation where in the deserialized data a rising 
edge occurs (LUT_3bit_count_var). The 

highest order bits are not used as they will be 
used later on in the processing to store stream 
relevant information. In addition, an 
arbiter_data signal is issued, which 

provides information in which order photon clicks arrived on the different detector channels; 
this signal will be used for the sorting of the photon clicks. 

ISERDES_NODELAY_master : ISERDES_NODELAY
generic map (

BITSLIP_ENABLE => TRUE,
DATA_RATE => "DDR",
DATA_WIDTH => 8,
INTERFACE_TYPE => "NETWORKING",
NUM_CE => 2,
SERDES_MODE => "MASTER"
)

port map (
Q1 => data_out_ISERDES(7),
Q2 => data_out_ISERDES(6),
Q3 => data_out_ISERDES(5),
Q4 => data_out_ISERDES(4),
Q5 => data_out_ISERDES(3),
Q6 => data_out_ISERDES(2),
SHIFTOUT1 => iserdes_shift1,
SHIFTOUT2 => iserdes_shift2,
BITSLIP => '0',
CE1 => pll_locked,
CE2 => pll_locked,
CLK => GClk_fast,
CLKB => GClk_fast_n,
CLKDIV => GClk_div,
D => input_iserdes,
OCLK => '0',
RST => reset_iserdes,
SHIFTIN1 => '0',
SHIFTIN2 => '0'
);

ISERDES_NODELAY_slave : ISERDES_NODELAY
generic map (

BITSLIP_ENABLE => TRUE,
DATA_RATE => "DDR",
DATA_WIDTH => 8,
INTERFACE_TYPE => "NETWORKING",
NUM_CE => 2,
SERDES_MODE => "SLAVE"
)

port map (
Q1 => open,
Q2 => open,
Q3 => data_out_ISERDES(1),
Q4 => data_out_ISERDES(0),
Q5 => open,
Q6 => open,
SHIFTOUT1 => open,
SHIFTOUT2 => open,
BITSLIP => '0',
CE1 => pll_locked,
CE2 => pll_locked,
CLK => GClk_fast,
CLKB => GClk_fast_n,
CLKDIV => GClk_div,
D => '0',
OCLK => '0',
RST => reset_iserdes,
SHIFTIN1 => iserdes_shift1,
SHIFTIN2 => iserdes_shift2
);

Figure 10.4: VHDL code of deserialization. The in- and output 
pins of the two iserdes primitives are connected to the
respective signals. The primitives are configured in the
respective “generic map” part. 
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Figure 10.5: VHDL code of photon click processing. 
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10.3. FPGA Photon Counting Protocol 

The timestamps acquired from the digital pulses of the SPCMs are temporarily stored in 4 
separate FIFOs. Another FIFO holds in addition the data from the arbiter, which signals in 
which order the clicks from the separate channels were recorded. This redundant data is 
necessary to ensure proper operation of the FPGA even at high clock rates. In order to transfer 
the acquired data to the host PC and store them on the hard disk, they need to be merged into a 
single stream. The LabVIEW FPGA routine merging the individual streams is depicted in 
Figure 10.6. 

 

Figure 10.6: Sorting of the clicks of the individual photon counters into a single data stream. Depending on the data from the 
arbiter (Timestamp_FIFO), the photon clicks from the various channels are merged. 

New data from the arbiter (Timestamp_FIFO) – if not already processed, i.e. the FIFO is empty 
– is read. The respective element is passed to an external VHDL code (Process Status Word) 
where it is processed, see Figure 10.7; this ensures that the netlist of the FPGA can be generated 
supporting clock speeds of 100 MHz. The VHDL code outputs the number of the digital channel 
where the next click occurred and if another channel recorded a click in the same 8 ns interval. 
The timestamp from this channel is then read and saved into an output FIFO 
(Processing_FIFO). If the atom is lost, the hexadecimal code 0x7777 is written into the arbiter-
stream. In this case 0xffffffffffffffff signals the end of the current photon counting stream. In order 
to save disk space and to ensure the possibility to add additional control data later-on, the data 
is sorted into a specific protocol. The protocol definition is shown in Table 10.1. 
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entity ProcessStatusWord is
port (

clk : in std_logic;
aReset : in std_logic;
cStatusW : in std_logic_vector(15 downto 0);
cEnable : in std_logic;
cStatusWout : out std_logic_vector(15 downto 0) := x"0000";
cMax_nOut : out std_logic_vector(7 downto 0) := x"00";
cTwoEvents : out std_logic := '0';
cAvailible : out std_logic

);
end ProcessStatusWord;

architecture rtl of ProcessStatusWord is

begin
process(aReset, clk)

variable vC1,vC2,vc3,vC4: std_logic_vector(3 downto 0);
variable vMax12, vMax34, vMax1234: std_logic_vector(3 downto 0);
variable vMax_nOut_12, vMax_nOut_34: std_logic;
variable vMax_nOut_temp: std_logic_vector(1 downto 0);

begin
if(aReset = '1') then

cStatusWout <= x"0000";
cMax_nOut <= x"00";

else
if(rising_edge(clk)) then
vC1 := cStatusW(3 downto 0);
vC2 := cStatusW(7 downto 4);
vC3 := cStatusW(11 downto 8);
vC4 := cStatusW(15 downto 12);
if vC1>vC2 then

vMax12 := vC1;
vMax_nOut_12 := '0';

else
vMax12 := vC2;
vMax_nOut_12 := '1';

end if;
if vC3>vC4 then

vMax34 := vC3;
vMax_nOut_34 := '0';

else
vMax34 := vC4;
vMax_nOut_34 := '1';

end if;
if vMax12>vMax34 then

vMax_nOut_temp := '0' & vMax_nOut_12;
else

vMax_nOut_temp := '1' & vMax_nOut_34;
end if;
cMax_nOut <= "000000" & vMax_nOut_temp;
cTwoEvents <= (cStatusW(3) and cStatusW(7)) or (cStatusW(3) and cStatusW(11))

or (cStatusW(3) and cStatusW(15)) or (cStatusW(7) and cStatusW(11))
or (cStatusW(7) and cStatusW(15)) or (cStatusW(11) and cStatusW(15));

case vMax_nOut_temp is
when "00" =>

cStatusWout <= cStatusW and x"FFF7";
when "01" =>

cStatusWout <= cStatusW and x"FF7F";
when "10" =>

cStatusWout <= cStatusW and x"F7FF";
when "11" =>

cStatusWout <= cStatusW and x"7FFF";
when others =>

cStatusWout <= x"0000";
end case;
cAvailible <= cEnable and (cStatusW(15) or cStatusW(11) or cStatusW(7) or cStatusW(3));
end if;

end if;
end process;

end rtl;

Figure 10.7: VHDL code processing the arbiter data. 
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The protocol requires the 61-bit long timestamp of the individual photon counters to be 
shortened to 58-bit, which ensures an efficient and optimized handling of the data. Furthermore, 
each of these photon click timestamps needs to be divided into two parts of 29 bits each. This 
way the high bit part only needs to be updated with a frequency of once around every half a 
second, while the lower part holds the specific information about the channel and the detailed 
timing information. 

 

Bit 31 Bit 30-29 Bit 28-0 

0 data channel (0-3) count [ns] (max. 229 ns = 0.537 s)

1 status 00 overflow hi-count [229 ns = 0.537 s] (max. 258 ns = 9.13 years) 

 01 HS-marker high-speed marker not yet implemented 

 10 LS-marker low-speed marker not yet implemented 

 11 EOF 0b11111111111111111111111111111 

Table 10.1: Protocol of the photon counting data stream. The first three bits are selecting the basic information while the 
remaining 29 bits contain the actual data. 

The application of this protocol to the photon stream data is shown in Figure 10.8. Here the 
current timestamp is read. Its higher 29 bits are compared to the ones of the last timestamp, 
which has been processed. If they differ, the binary code 0b100 followed by the 29 bits is stored 
in a second FIFO (DRAM_Transfer_FIFO). If they are equal, a binary 0b0 followed by the 2-
bit channel number and the lower 29 bits of the timestamp are stored. The loop runs at a clock 
speed of 100 MHz which permits a synchronous data transfer to the integrated DDR2 memory. 

 

Figure 10.8: Application of protocol to common data stream. The sorted data stream from the SPCMs is stored into a uniform 
stream according to a predefined protocol; this permits to directly store the data on a hard disk. 
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10.4. Simple FPGA-VGA Connector 

The deterministic timing and fast processing of the FPGAs permit to embed an integrated and 
very simple graphics adaptor in the chip. This enables to graphically display the acquired data 
in real-time and is an easy way to align the setup. The inherent parallelism of FPGAs guarantees 
that the actual data acquisition and processing tasks are in no way impacted. 

 
Screen 1 Screen 2

Resolution 800x600 @ 60 Hz 1280x1024 @ 60 Hz 

Color-Depth 3-bit (8 colors) 3-bit (8 colors)

Pixel-Clock 40 MHz 108 MHz

Table 10.2: Technical specification of the two VGA ports. 

The FPGA responsible for the photon counting has two screens attached. An overview of the 
technical specification is given in Table 10.2. Each screen is only capable of depicting a 
maximum of 8 colors, as for simplicity each primary color is directly connected to a digital 
output pin. In total 5 output pins are required, two for the vertical and horizontal display sync, 
respectively and 3 for the color data signal. The matching to the required voltage level to the 
VGA standard is achieved via resistors as shown in Figure 10.9. 

 

Figure 10.9: Electronic schematics of the VGA board. The digital pins of the FPGA supply 3.3V in 50 configuration. The 

required power levels according to the VGA standard are attained by inserting resistors. 1-bit depth per color is achieved. 

The DIO channels are capable of outputting 3.3V into 50. As full color is defined to be 0.7V 

into 75 the voltage level on the VGA connector is lowered by employing 270resistors. As 

the horizontal and vertical synchronization channels are high impedance TTL logic, 22 

resistors are only used to prevent overshoots. 

The display output used for photon counting is shown in Figure 10.10. It consists of a text-
mode part, which is capable of dynamically displaying text and numbers, a graphics part, 
showing multiple plots and a triggering info, showing information of the data processing. 

DIO-Channels in 3.3V configuration (50) (NI 6581)

22  Resistors 
H/V-Synchronization 
(TTL; high-Z) 

270  Resistors 
Signal lines 
(Umax=0.7V; 75) 

DIO-Channels 
from FPGA 

SUB-D VGA

Screen 1 Screen 2 
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Figure 10.10: Displayed output of the VGA interface. The output is divided into a text, a graphics and a triggering part. 

The underlying LabVIEW FPGA code is depicted in Figure 10.10. A single cycled timed loop 
runs with the required pixel clock. Based on loop counters, the horizontal and vertical 
synchronization are generated. The text mode features two memory elements, one storing the 
actual ASCII data and one containing the font. The graphs and triggers are generated from 
separate memory elements addressed by the horizontal pixel number. 

 

Figure 10.11: LabVIEW FPGA code switching digital channels to generate screen output.  

Part 1: Text-Mode 

Part 2: Graphics

Part 3: Trigger-Info 

H/V-Sync 

Text-mode

Graphs 

Trigger 
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10.5. High-Speed FPGA Digital-to-Analog-Converter 

The parametric feedback requires a fast digital-to-analog conversion (DAC). As the Virtex 
FPGAs do not have DACs on board, an external solution is added. This is achieved by 
employing an Analog Devices AD9744 IC. Its 14 digital input bits as well as the clock signal 
are connected to the FPGA pins. The schematics and a rendering are displayed in Figure 10.12.  

 

Figure 10.12: Schematics and rendering of digital-to-analog conversion board. 

In order to prevent overshoots in the digital signal, 22 resistors are inserted. A supply voltage 

of 3.3V for the digital and analog domain of the DAC is applied via an external stable power 
supply. The maximum clock frequency is specified at 210 MHz. Here, we employ the phase-
locked 125 MHz clock, also used for the photon counting, to permit synchronous data exchange. 
The single cycled timed loop clocking the DAC and updating its values is depicted in Figure 
10.13. This permits an easy integration into the existing FPGA project. 

 

Figure 10.13: Data transfer to DAC. Integration of a SCTL running at 125 MHz to clock and the DAC and updates its values. 
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10.6. Heterodyne Detection 

The heterodyning process has already been described in detail in Chapter 5.6. Here additional 
aspects of the heterodyne detection and how it is implemented will be eluded. 

10.6.1. Spectral Filtering of Signal 

Heterodyne detection relies on a spectral filtering of input data. Spectral filtering is a very 
powerful mechanism for extracting very weak signals, which are superimposed by a significant 
amount of noise. This is exemplified in Figure 10.14. 

 

Figure 10.14: Spectral filtering of heterodyne data. The upper left side of the illustration shows the input waveform. A small 
signal (black) is superimposed by a large amount of noise (red). The lower left part shows a zoom-in. The right side of the 
illustration depicts the derived output after a frequency analysis. The upper part shows the FFT spectrum, where the carrier of 
the signal is clearly visible. The lower part shows the magnitude (blue) and phase (green) information extracted after digitally 
down-converting the signal. 

On the left-hand, the actual signal (black) as well as the background noise (red) are plotted. In 
order to show the shear difference in amplitude, two plots with different vertical scaling are 
presented. The spectral power density of the superimposed signals is depicted in the upper right 
graph. Despite the high amount of noise, a clear peak at 27 MHz is visible. In the lower two 
graphs the spectrally filtered magnitude (blue) and phase (green) information of the carrier at 
27 MHz is extracted. The shown simulated signal with the high amount of background noise is 
similar to the actual heterodyne carrier, which is the beat between the transmitted probe beam 
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and the local oscillator. Despite these adversities, spectral filtering is a powerful tool to extract 
information out of these signals as it has been shown in the upper Figure. 

10.6.2. Resolution and Video Bandwidth 

In Section 6.2.1 two different bandwidth notions were introduced. At first glance, the 
fundamental difference of low-passing the signal either in the complex baseband or after the 
rectangular-to-polar conversion is not directly visible; however, a look at the mathematical 
formulas shows an evident difference. As mentioned previously, the low-pass filter is 
implemented as a simple moving average filter. If we consider a digital signal sampled with the 
frequnecy fs, then an integration of the signal over a time Tint corresponds to averaging over the 

last int int sn T f= ⋅  samples. Assuming that ,I nS  and ,Q nS  are the n-th value of the I/Q signal in 

the complex plane before the low-pass filter is applied, then the magnitude obtained after the 
polar conversion gives 

 
int int

2 2

2 2
, , ,

int

1
Hd n I Q I n Q n

n n

A S S S S
n

æ ö æ ö÷ ÷ç ç÷ ÷¢ ¢ ç ç= + = +÷ ÷ç ç÷ ÷÷ ÷ç çè ø è ø
å å  . (7.3) 

In this equation ,I nS ¢  and ,Q nS ¢  are the low-passed I/Q amplitudes before the polar conversion. 

Nevertheless, low-passing HdA  by using a moving average filter after the conversion to polar 

coordinates gives 

 
int int

2 2
, ,

int int

1 1
Hd n Hd n I Q

n n

A A S S
n n

¢ = = +å å .  (7.4) 

Mathematically the difference between (7.3) and (7.4), which consists in a summation before 
or after the polar conversion, is evident. It is also known that a summation carried out before 
the absolute value is taken yields smaller values than the opposite case. Here, however, it is 
also important to understand the different physical influence depending on where the signal is 
filtered. 

This influence can be visualized by considering a carrier at typical heterodyne frequencies at 
27 MHz with amplitude modulated sidebands at 500 kHz and 1 kHz. The signal is superimposed 
with white noise, which is uncorrelated in time and hence produces a spectrally flat background. 
The spectrum of the resulting signal is visualized in Figure 10.15 a) and b). 

This signal – similar to the processing of the heterodyne signal – is multiplied by a local 
oscillator at 27 MHz as well as its -90° phase-shifted facsimile, producing the complex I/Q 
baseband amplitude. They are low-passed individually by a moving average filter with a -3dB 
bandwidth of 664 kHz and afterwards converted to polar coordinates. Its temporal behavior is 
shown in Figure 10.15 c). One can clearly identify both modulations at oscillation frequencies 
of 1 kHz and 500 kHz, respectively (corresponding to periods of 1 ms and 2 µs, respectively). 
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The filtering in the complex baseband reduces the spectral width of the data before it is passed 
to the polar converter. Spectral features which are above the filters cut-off frequency are hence 
eliminated. This filtering bandwidth is hence termed resolution bandwidth (RBW), since it is 
responsible for the spectral resolution of the output data. This is also the reason, why the 
500kHz signal is still clearly visible in the inset. A second filtering of the amplitude after the 
polar conversion smoothens the displayed data. The effect of this low-passing is depicted in 
Figure 10.15 d). Here only the slower oscillation survives. However, the filter after polar 
conversion does not eliminate spectral features but rather only smoothens the data. This leads 
to an overall increased offset in the data, which in our case mainly results from the 500kHz 
oscillation as well as the noisy background. The original amplitude of the modulation as it was 
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Figure 10.15: Visualization of the difference between resolution and video bandwidth. The frequency spectrum of signal with 
the AM sidebands at 500 kHz and 1 kHz is shown in a) and b). The temporal evolution of the signal with a 664 kHz RBW filter 
applied is depicted in c). Part d) applies an additional 6.6 kHz VBW filter to the signal of c). A 66.4 kHz and 6.6 kHz RBW 
filter to the original data is applied in e) and f), respectively. In d) and f) the upper and lower limit of the oscillating original 
signal are indicated by dashed red lines. In f) compared to d) no VBW filtering occurred. 
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generated is also depicted as dashed red lines. This bandwidth associated with this filtering 
process is hence termed video bandwidth (VBW) and only reduces the bandwidth of the 
displayed data. The different effect of the filters becomes visible if one changes their 
parameters. The same data plotted with RBW of 66.4kHz is plotted in Figure 10.15 e). Here the 
disappearance of the oscillation at 500 kHz is evident. The result, if the RBW filter is further 
reduced to 6.6 kHz is depicted in f). This signal has the same overall bandwidth as the one 
obtained by the VBW filter at 6.6 kHz. The main difference is the missing offset since higher 
frequency components are not smoothened out but are rather fully rejected. This is also the 
reason, why the data stretches exactly to the minimum and maximum values of the original 
data. 

In this section the difference between the RBW and the VBW was emphasized. It is important 
to keep in mind that only low-passing the data in the complex baseband eliminated spectral 
features without artefacts. This is the reason why in this thesis – except if noted otherwise – the 
VBW was set to match the RBW. In this configuration all filtering is hence characterized by 
the RBW. 

10.6.3. Filter Response in the Time and Frequency Domain 

In Section 10.6.2 the difference between the resolution and the video bandwidth was explained. 
Here we will have a closer look at the actual digital implementation of the filter; the spectral as 
well as temporal characteristics will be elaborated on.  

10.6.3.1. Rectangular Moving Average Filter 

One of the simplest filters one can imagine is to simply average data of a given length. 
Assuming that data is sampled at a sampling frequency fs then this corresponds to summing 
over the last N values and diving by the number of summands. The filter outputs a new value 
for every sampled point. This “motion” of the averaging process also causes its name “moving 
average filter”. In an FPGA this filter can very easily and efficiently be integrated by starting 
with the sum of the past N values and adding the most up to date value while subtracting the 
value which was sampled N-cycles ago. In our case, the FPGA clock corresponds to the 

sampling frequency of the ADC and amounts to 100 /Sf Ms s= . The spectral power response 

of a moving average filter of length N = 200 samples is depicted in Figure 10.16; this is 
equivalent to an integration time of 2 µs. 

The behavior of the filter for the full spectral range of the input data is shown in part a). The 
spectral power response is the square of the amplitude response. An analytic expression of this 
amplitude response is found by integrating the complex amplitudes at the desired frequency 

over one full period 0 sT N f= . 
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Figure 10.16: Simulation of the spectral filtering of a moving average filter. a) shows the full spectral power response from 
DC frequency to the sampling frequency of the input data. b) shows a zoom-in to the region where the pattern of the filter 
becomes visible. 
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Over the full spectrum a drop in the response of almost -60 dB approaching the sampling 
frequency of the data is visible. A closer view as it is presented in part b) reveals the structure 
of the main and side lobes which are separated by sharp drops, so-called “nulls”. These sharp 

drops at integer multiples of sf N  can be understood by considering that averaging over a full 

period of a sine wave results in zero signal ( )dB-¥ . The finite values as they are displayed 

in Figure 10.16 b) are caused by numeric artefacts. The -3 dB bandwidth, i.e. the bandwidth 
where the power of the signal is attenuated to half its value, can be computed by evaluating, 
where Eqn. (7.5) drops to one half. The resulting bandwidth is hence given by: 

 3 1 3
00.4429dB dB

rect mov avgf T f-
-= ⋅ =   (7.6) 

The implementation of the moving average filter with the computed value obtained in Eqn. 
(7.5) is verified experimentally. In order to do so, a function generator performs a frequency 
sweep around the carrier frequency of 31 MHz. The signal is input into the FPGA, which is 
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responsible for the heterodyning and is set to an integration time of 4000 samples, which 

corresponds to 0 40T sm= . The result is plotted in Figure 10.17.  

 

Figure 10.17: Implementation of the moving average filter into the FPGA. The experimental data is shown as black curve. The 
computed values are depicted as red dotted curve. The right side is a horizontal zoom into the center region shown on the left 
side. 

The black curve represents the experimental data. The lobes and “nulls” are clearly visible. The 
data shows excellent agreement with the computed values, as they are plotted as reference as 
red dotted line. This confirms the proper implementation and working principle of the filter in 
the FPGA. 

10.6.3.2. Custom FIR Filter 

In this section more advanced filters will be presented and their performance will be compared 
to the simple moving average filter. The term FIR stands for finite impulse response and refers 
to the finite response character of the filter. A discrete-time FIR filter of length N is the weighted 

sum of the previous N+1 samples. Filtering a discrete signal with the samples nS  with the FIR 

coefficients ib  will give the output 
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A moving average filter as it was described in the previous section is in this sense also a special 
case of FIR filter. As one can see by Eqn. (7.7), real-time FIR filtering with arbitrary filters can 
easily be realized on an FPGA by making use of its inherent parallelism. The step response, i.e. 
the response if a Heaviside function is applied as input, of different FIR filters are plotted in 
Figure 10.18. 

 

Figure 10.18: Step response of various FIR filters. a) shows a plot of the FIR coefficients. The samples are normalized to the 
length of the FIR filter N. The functional description of the filters is given by the equations. b) shows the step response of the 
different FIR filters, if a Heaviside function is used as input. The data rises from 0 to 1 over the length of the FIR filter N. 

Part a) shows the weighting of single samples normalized to the whole summation region. This 
weighting curve corresponds to the discrete FIR coefficients. All filters a normalized to one. In 
case of the moving average filter (red), the weighting simply corresponds to a rectangular 
function, where all the samples within the interval have equal weight. In green a second order 
polynomial weighting function is considered. The blue and the green curve show different 
sinusoidal weightings. The functional dependency of the separate filters is given by 
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Figure 10.18 b) shows the respective step response of each of the considered filters. One can 
see that while the moving average filter has the fastest response in the beginning, it is surpassed 
by the other filters in the second half. As it was done in the previous section, the spectral power 
response for each filter is determined. As done in Eqn. (7.5), the dependency is computed by 
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integration over the period at a given frequency. As an example, the spectral response of the 
sinusoidal filter amounts to 
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The spectral response in Eqn. (7.9) is plotted along with the other three filters in Figure 10.19. 

 

Figure 10.19: Spectral response of different FIR filters. a) shows the full spectral power response from DC frequency to the 
sampling frequency of the input data. The response of four different FIR filters are depicted. b) shows a zoom-in to the region 
where the lobes and “nulls” of the FIR filters become visible. 

As previously the length of the filtering interval was set to N=200 samples. Part a) shows the 
full spectral power response from DC frequency to the sampling frequency. Here a big 
disadvantage of the moving average filter, which is its poor suppression for higher frequencies, 
becomes evident. As an example, the side lobes of the sinusoidal-squared filter yield an 
attenuation of almost -130 dB at 50 MHz, while the moving average filter does not even reach 
the -50 dB mark. A zoom-in of the data, showing the 3dB bandwidth is depicted in Figure 10.19 
b). This plot reveals another property of the moving average filter, which is given by the narrow 
width of the main lobe, and hence gives rise to a small 3dB bandwidth. An overview of the -
3 dB bandwidth of all filters is given in Eqn. (7.10). 
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Comparing the 3dB bandwidth of a filter with sinusoidal squared weighting to a moving average 

filter of equal length yields 2

3 3

sin
1.63dB dB

rectf f= ⋅ . This means that filtering signals with equal 

bandwidth requires a sinusoidal squared filter whose integration time is increased by a factor 
of 1.63. The effect this has on the signal response will be analyzed in the following. 

Figure 10.20 shows a moving average filter as well as a filter with sinusoidal squared weighting 
both having a 3dB bandwidth of 221kHz as it can be seen in subplot c). The moving average 
filter sums over 200 samples recorded with 100 MS/s while the sinusoidal squared filter takes 
the weighted sum of 325 samples. This significantly delays the step response by roughly 30% 
as displayed in subplot a). Part b) shows the attenuation for the whole spectrum, which shows 
the poor suppression of higher frequencies of the moving average filter. 

 

Figure 10.20: Response time for different filters with the same 3db bandwidth. a) shows the step response of a moving average 
as well as a sinusoidal-squared filter with a 3dB bandwidth of 221kHz. The spectral response over the full spectrum as well as 
for small frequencies is plotted in b) and c), respectively. 
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In total one can see that the FIR coefficients, which determine the weighting, have a significant 
impact on the step response, the -3dB bandwidth as well as the attenuation at higher frequencies. 
Since the heterodyne detection is also responsible for the feedbacking, a filter which offers a 
faster response at a reasonably small 3dB bandwidth is chosen. This is why a moving average 
filters is employed in the FPGA for real-time filtering. 

10.6.4. Visibility 

In heterodyning the local oscillator beam is responsible to down-mix the probe beam. At typical 
intensity-level any nonlinearity of the air is way too weak to mediate an interaction between 
these two beams in the detection setup. Due to this, the actual down-mixing occurs during the 
detection process with a square-law detector, i.e. a photodiode [148]. This requires that the 
wave-functions of the two beams are mode-matched, i.e. polarization of probe and local 
oscillator as well as their wave-fronts exactly overlap at the position of the photodiodes. While 

matching of the polarization can easily be achieved by /2 and /4 waveplates, an alignment of 

the wave-fronts is a more challenging task. Besides a proper alignment of the position and the 
size of the two beams, their incident angle and focal length also need to match. In order to 
examine the alignment, the probe and local oscillator beam are balanced, i.e. brought to equal 
intensity. The normalized difference in intensity of their destructive and constructive 
interference then yields what is called the visibility. 

It is measured by recording the intensity of balanced probe and local oscillator which are offset 
in frequency by only a few tens of Hertz. The frequency difference corresponds to a slow drift 
in the relative phase between them. This hence causes the two beams to interfere once 

destructively and once constructively yielding the respective intensity levels ;minvI  and ;maxvI . 

The visibility is a measure for the overlap of the beams. It is given by 

 v;max v;min

v;max v;min
vis

I I

I I
h

-
=

+
  (7.11) 

and ranges between 0% and 100%. The recorded data is displayed in Figure 10.21. 

The voltage level was measured with an oscilloscope and corresponds to the optical intensity 
at the photodiode. Only one arm of the heterodyne detection was used for this measurement. 
Since using the difference of the two arms, as it is regularly done in heterodyning, would not 
permit to measure the absolute value of the interference signal. For the present setup we were 

able to achieve a mode matching quality corresponding to a visibility of 82% ( )0.82vish = . The 

underlying intensity levels are indicated by the two red lines in Figure 10.21. The baseline, 
which needs to be subtracted from every value is given by the orange line at around 3mV. 
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Figure 10.21: Visibility measurement of the heterodyne detection. On the left side the recorded data is displayed. The power 
levels of the local oscillator (cyan), the probe beam (purple), the base value (orange) as well as the two values for constructive 
and destructive interference (red) are indicated by vertical lines. The right side shows the histogram of the power level 
distribution of the individual beams. 
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10.7. Coupled Electronic Oscillators 

The coupling of light and matter was studied throughout this thesis. As both constituents of this 
system can also be seen as simple oscillators, similar effects can be demonstrated by coupling 
two electric oscillators. As depicted in Figure 10.22, the two oscillators consist of an inductance 
and a capacity each. The coupling is achieved by bringing the inductances close to each other 
or even inserting one of the coils into the other. 

 

Figure 10.22: Schematics of the coupled electric oscillators. Each oscillatory circuit comprises an inductance L and a 
capacitance C. The coupling is achieved by spatially overlapping the field of the inductances. 

A picture of a realization of this very simple system is found in Figure 10.23. The system is 
connected to the Rohde und Schwarz network analyzer ZVR 9kHz-4GHz. This device is 
responsible for exciting the system as well as probing the received oscillatory behavior. 

 

Figure 10.23: Picture of the coupled electric oscillators. Both oscillatory circuits possess a BNC connector through which they 
are excited and probed. The inductances consist of a small coil which is isolated on the outside. This ensures that only the field 
of the inductances can couple and no electric contact is established, when the coils are close to each other.  

As a first test both oscillators are connected separately and their respective spectral response is 
measured. The result is recorded with the network analyzer and is depicted in Figure 10.24. A 
Lorentz profile can be fitted to the two oscillators yielding resonance frequencies of 1.67 MHz 
and 1.65 MHz for oscillator 1 and oscillator 2, respectively. 

Oscillator 2 Oscillator 1

L1 = 826nHL2 = 930nH

C1 = 11nFC2 = 10nF
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Figure 10.24: Resonance of uncoupled oscillators. The frequency is scanned and the received amplitude is measured via a 
network analyzer. 

As a next step the two resonators are coupled. In that case oscillator 1 is used to excite and 
probe the system. The coupling is achieved by moving the inductive coil of oscillator 2 into the 
one of oscillator 1. By this means it is possible to achieve a variable coupling strength. Four 
different settings have been examined and are depicted in Figure 10.25. 

 

Figure 10.25: Coupled electric oscillators. The coupling constant is varied by changing the spatial overlap of the two 
inductivities. 

In case of the black curve, inductance 2 is far away from inductance 1 resulting in a negligible 
coupling. On the other end does the red curve depict the case in which both resonators are 
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ideally coupled. In that case, a clear normal-mode splitting becomes visible, which is 
comparable to the splitting visible in case of the previously shown atom-cavity system. 

Network analyzers also permit to carry out a phase sensitive measurement and hence permit to 
detect the phase shift from the received compared to the output frequency. The result is plotted 
in Figure 10.26. Here the amplitude and phase information are depicted. The behavior of the 
curves resembles the one of the heterodyne measurement. In this case the coupling, however, 
is weaker and hence the separation of the normal modes is not as pronounced. Due to this a 
clear antiresonance cannot be observed. The basic shift in the phase of 180 degrees as one scans 
across a coupled system, yet, remains the same. 

 

Figure 10.26: Amplitude and phase of coupled electric oscillators. The individual resonance frequencies of the two oscillators 
are marked by the two vertical red lines. 

  

1.0 1.2 1.4 1.6 1.8 2.0 2.2

0.3

0.4

0.5

0.6

0.7  amplitude
 phase

Frequency (MHz)

T
ra

n
sm

itt
e

d
 a

m
p

lit
u

d
e

 (
ar

b
. u

n
its

)

0

20

40

60

80

100

120

140

P
h

a
se

 (
de

g
)



10.8 Symbols Used in Drawings   Appendix 

 

185

10.8. Symbols Used in Drawings 

Throughout this thesis symbols have been used for a variety optical elements. In the below table 
an overview of their representation is given. 

 
Concave and convex lens 

       
Concave and planar mirror 

 
Lambda-quarter and lambda-half waveplate 

           np

Polarizing and non-polarizing beam 
cubes/splitters (PBS/ NPBS) 

 Polarizer

 Interference filter (band pass filter) 

 Neutral density filter

 Neutral density filter wheel 

 Pinhole

 Beam blocker

 
Fiber coupler with attached lens and fiber 

 
Acousto-optic modulator (AOM) 

A

 Electro-optic amplitude modulator (EOAM) 

 
Electro-optic phase modulator EOPM 

 

(Positive intrinsic negative) Photodiode 
(PIN PD) 

 

Single photon counting module (SPCM) 

Photomultiplier tube (PM) 

λ/
2

λ/
4

φ

Single Photon
Counting Module
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Balanced photodiode (including balancing 
and difference amplifier) 

Rb
 

Rubidium vapor cell 

 

Atom-cavity system 

DL Pro
Diode laser (DL) 

TA Pro

TA

DLDDDDDDLLLLLL

TTTTTTAAAAAA

Diode laser with tapered amplifier (TA) 

XXXX nm

 

Wavemeter 

 

Frequency comb 

 

 

Frequency
Comb
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