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Providing standard IT services to support science  
(not the administration) 



Storage 

Mail / Web 

Databases 

Compute-Cluster 

Telecom system

All with the background that this must be available for 
>25 years. -> http://w3.rz-berlin.mpg.de/hjf/

http://w3.rz-berlin.mpg.de/hjf/


We also provide services that comply with privacy policies and save money ( selfhosted services, 
federation, no or limited license fees ) 

Powerfolder ( encoded!, as a substitute for dropbox &Co. ) 

OnlyOffice ( as a substitute for Office(365), google Hangout, … ) 

RocketChat ( as a substitute for whatsApps, … ) 

mySQL, Postgres, Mongo, Elasticsearch ( as a substitute for Oracle, Microsoft-SQL, … ) 

Sandstorm Apps ( EtherCalc, EtherPad, EtherDraw, … ) 
                                                                (https://sandstorm.io/apps/index) 

Mailman ( as a substitute for local mail-lists ) 



Indico Conferencesystem  
-> https://indico.fhi-berlin.mpg.de  ( hosted by FHI )

https://indico.fhi-berlin.mpg.de


Based on this infrastructure we had 
setup a complete framework for 
data acquisition using the epics 
framework

Data Acquisition in Science. A General Approach
Heinz Junkes

CP 14

Never run control on single user desktop systemsAlways follow the SCADA approach

FHI-DAS (Fritz-Haber-Institut Data Acquisition System)
components / services
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Supervisory control and data acquisition (SCADA)
Uses computers, networked data communications and GUIs for process supervisory management.

Peripheral devices such as fast controllers (VMEbus, RTEMS), PLCs, and FPGA based controllers
are used to interface to the experiment, process plant or machinery.

The operator interfaces which enable monitoring and the issuing of process commands, such as 
controller set point changes, are handled through the SCADA supervisory system wich can also be distributed.

All the real-time control logic or controller calculations are performed by the networked controllers 
which connect to the field sensors and actuators.

Do not ignore machine protection and safety

Machine Protection and Safety
Fault condition sensors check everything from water, temperature
and vacuum to e.g beam missteering.

Different implementation levels from software to hardware.

Implements fail save operation.

Use Interlocks: Permit certain operations only if all underlying.
conditions are met .
( RF_Permit = Vac_OK && Cooling_OK && … )

For safety (personal protection) use self controlled-devices only.

Process control requires:
A system with a minimal attack surface, so that biweekly or monthly patches are not required.

A consistent programming interface that will not change every four to five years, requiring a complete
rewrite of their software.

An environment that can be quickly and safely "locked down" to reduce the risk from hacking.

A system with limited network access, only through specific ports to reduce the risk of network based attacks

Support for priority-based multi-tasking, preferably a real-time operating system (RTOS) that supports 
hard real-time requirements.

A robust ecosystem of utilities and tools to make development, installation, debugging, and maintenance
as easy as it is on consumer systems.
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EPICS -> https://epics-controls.org ( hosted by FHI )

https://epics-controls.org


actual state ( 19109 PVs for the FEL, 
                        about 2000 PVs for the other experiments ) 
http://fel02.rz-berlin.mpg.de/channelfinder/
channelfinder.php

http://fel02.rz-berlin.mpg.de/channelfinder/channelfinder.php
http://fel02.rz-berlin.mpg.de/channelfinder/channelfinder.php


epics@felgate:~$ cainfo AGRAJAG:pyroArray 
AGRAJAG:pyroArray 
    State:            connected 
    Host:             agrajag:5064 
    Access:           read, write 
    Native data type: DBF_DOUBLE 
    Request type:     DBR_DOUBLE 
    Element count:    130 

epics@felgate:~$ caget -a AGRAJAG:pyroArray 
AGRAJAG:pyroArray 2018-04-17 16:16:55.073681 130 0.0162506 0.0115204 0.0107574 … 
0.0157928 0.0163269 0.0113678 0.016861 0.0156403 0.0161743 0.0211334 0.0147247 0.012207 0 681

epics> dbpr AGRAJAG:pyroArray,4 
ACKS: NO_ALARM      ACKT: YES           APST: Always            ASG: 
ASP: (nil)                      BKPT: 00             BPTR: 0x805a8c8     BUSY: 0 
DESC:                           DISA: 0                DISP: 0                       DISS: NO_ALARM 
DISV: 42                       DPVT: 0x805ace0     DSET: 0x80502b8     DTYP: diasPyro 
EGU: V                         EVNT: 0               FLNK:DB_LINK AGRAJAG:shotNr 
FTVL: DOUBLE           HASH: 0               HOPR: 2.5                   INP:CONSTANT 20000 
LCNT: 0                       LOPR: 0                LSET: 0x805af90 
MLIS: 88 9b 0d 08 b0 9b 0d 08 0a 00 00 00                                  MLOK: b0 a8 05 08 
MPST: Always            NAME: AGRAJAG:pyroArray                         NELM: 130 
NORD: 130                 NSEV: NO_ALARM      NSTA: NO_ALARM   PACT: 0 
PHAS: 0                       PINI: NO                      PPN: (nil)                   PPNR: (nil) 
PREC: 4                       PRIO: LOW                   PROC: 0                     PUTF: 0 
RARM: 0                      RDES: 0x809d868      RPRO: 0                      RSET: 0xb7f7db60 
SCAN: I/O Intr            SDIS:CONSTANT         SEVR: NO_ALARM    SIML:CONSTANT 
SIMM: NO                  SIMS: NO_ALARM        SIOL:CONSTANT      SPVT: 0x805b7b8 
STAT: NO_ALARM      TIME: 2018-04-17 16:22:11.476845000      TPRO: 0 
TSE: -2                         TSEL:CONSTANT 42    UDF: 0                       VAL: (nil)

EPICS record reference 
https://wiki-ext.aps.anl.gov/epics



Other services  
save/restore 
scan server ( http://fel01.rz-berlin.mpg.de:4810/scans.html ) 
…  
 

http://fel01.rz-berlin.mpg.de:4810/scans.html


Ignored by the FEL operators 
log server : http://fel02.rz-berlin.mpg.de:3000/#/  
 
alarm-handler?  
 

http://fel02.rz-berlin.mpg.de:3000/#/


https://slacmshankar.github.io/epicsarchiver_docs/

archiverAppliance  
http://aa0.fhi-berlin.mpg.de:17665/mgmt/ui/index.html

http://aa0.fhi-berlin.mpg.de:17665/mgmt/ui/index.html


archiver retrieval



A electronic balance for beehives 
(a more private project)



WHY AN ELECTRONIC BALANCE (SCALE)

Heinz Junkes Page   1  / 6

• A hive scale is an important tool which gives assessment if food 
consumption has been high and whether there is a need for feeding 

• It is important to know how long the winter storage is, in addition it 
gives a very good indication of periods without any nectar flow



HOW IS IT IMPLEMENTED

Heinz Junkes Page   2  /6

The central module is placed between to wooden plates under the hive and consists of 
a Arduino WeMos D1 (including WiFi), a temperature sensor, a singe point load cell for 
weighting purposes (BOSCHE H30A), a load cell amplifier (HX711),  and a pb accu (4V)



WHY ARDUINO

Heinz Junkes Page   3  / 6

• With the deep sleep function of the Arduino platform one can maximize 
the battery life. In deep sleep it consumes just 40 µA.   

• WeMos D1 is a ESP8266 WiFi based board 

• It’s super easy to program



WHY EPICS
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• Arduino sends UDP messages to an IOC running on a VServer 

• IOC receives data and “put” them into PV’s



ARCHIVER APPLIANCE AS BACKEND

Heinz Junkes Page   5 / 6

• To archive the incoming data archiver appliance is used



DAVIZ TO VISUALIZE THE DATA

Heinz Junkes Page   6 / 6

• To visualize date on iPhone/iPad Daviz is used 
 
 
 
 
 
 
 
 
 

• data read from the archiver on demand by JSON like 
$url = "http://185.228.137.144:17668/retrieval/data/getData.json?
pv=median_1800(BBB%3AGelb%3ATemp)&from=$old&to=$now";  
$json = file_get_contents($url);



EPICS 7

Matej Sekoranyja, Marty Kraimer, Michael Davidsaver, Ralph Lange, Andrew Johnson, Timo Korhonen, 
Heinz Junkes, Patrik Marschalik, Murali Shankar, Bruno Martins, Kunal Shroff, Arman Arkilic, Michael 
Dalesio, Anton Metzger, Greg White, David Hikins, Guobao Shen, Sinesa Veseli, Bob Dalesio, Steve 
Hartman



EPICS	7	Outline

• What	is	it?	

• Status	

• Services	Support	Application	Development	

• Community	Use	

• Conclusions



What	Is	EPICS	7	(not)

• V4	is	not	a	replacement	for	V3	

• V4	does	not	introduce	a	new	IOC	database	

• V4	does	not	require	you	to	rewrite	all	your	drivers	

• V4	does	not	break	existing	systems



What	is	EPICS	7

EPICS	3	is	a	set	of	tools,	libraries	and	applications	to	create	a	distributed	
control	system	

EPICS	7	extends	V3,	and	does	not	require	upgrading	any	of	your	applications.	

EPICS	7	adds	structured	data	to	EPICS	V3	



RTEMS 5 + EPICS 7 + VMEBUS

Heinz Junkes Page   2 / 6

• RTEMS 5 support included into EPICS 7 (merge request) 

• Uses Posix Api 

• Most of the existing libcom (posix) is used for RTEMS 5 with only some 
minor changes, does not interfere with existing RTEMS 4.x 

• EPICS 7 on IOC’s with QSrv is in production on VMEbus with mvme6100 
with multiple ethernet interfaces 

• Heavily use of NTNDArray data type



Collaboration



MASAR: save&restore  (https://github.com/epics-base/masarService)

https://github.com/epics-base/masarService


Olog: https://github.com/Olog



mercurial (https://www.mercurial-scm.org)

Version control  
(incl. configuration and algorithms)

git (https://github.com)

And within the MPG:  
https://github.molgen.mpg.de

https://www.mercurial-scm.org
https://www.mercurial-scm.org
https://github.molgen.mpg.de


Read the docs (https://readthedocs.org) 
on own server at FHI

https://readthedocs.org


EPICS for CryVisil



Standard STM mode



Spiral scan mode



Math helps





Freund scan mode



Math helps
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The PP&B group 
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The electronic lab at the Fritz-Haber-Institut 

Markus Heyde, Patrik Marschalik, Leonard Gura ( CryVisil ) 

Prof. Freund for the support over the last 2 decades


