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## 1 Accuracy of the algorithms

Figures 1 and 2 show the accuracy of the algorithms for direct and matrix-based computations. The procedure is explained in Section Numerical stability. Due to a rapid decline in relative error with increasing precision, we conclude that Algorithms 2-9 are numerically stable. Figures 2 g ) and h) show that the matrix-based approach for computing the stationary distribution is not very stable for small precision. But increasing precision solves this issue. We can also see that Algorithm 9 struggles with high selection intensity $\beta$.


Figure 1: Accuracy of the direct algorithms for increasing precision. The first column of panels shows accuracy for fixed selection intensity $\beta=0.5$ and varying population sizes $N=20 ; 50 ; 100$. The second column of panels is for fixed population size $N=50$ and varying selection intensities $\beta=0.1 ; 1 ; 5$. Accuracy is measured as relative error for computing fixation probability (a) and b)), unconditional fixation time (c) and d)), conditional fixation time (e) and (f)). For computing the stationary distribution (g) and h)), accuracy is measured as Kullback-Leibler divergence. Payoffs used for all computations were $a=2, b=5, c=1, d=3$.


Figure 2: Accuracy of the matrix-based algorithms for increasing precision. The first column of panels shows accuracy for fixed selection intensity $\beta=0.5$ and varying population sizes $N=20 ; 50 ; 100$. The second column of panels is for fixed population size $N=50$ and varying selection intensities $\beta=0.1 ; 1 ; 5$. Accuracy is measured as relative error for computing fixation probability (a) and b)), unconditional fixation time (c) and d)), conditional fixation time (e) and (f)). For computing the stationary distribution (g) and h)), accuracy is measured as Kullback-Leibler divergence. Payoffs used for all computations were $a=2, b=5, c=1, d=3$.

## 2 Weak selection trade-offs

A key quantity in stochastic evolutionary game dynamics is the selection intensity $\beta[1-3]$. We are investigating how the selection intensity alters the running time of simulating the fixation probability. As mentioned before, the expected running time is the product of the number of realisations and the expected time of unconditional fixation, i.e., $R\left(\phi_{A}(\beta)\right) \tau(\beta)$.

Under weak selection, expanding this to the first order leads to

$$
\begin{align*}
R\left(\phi_{A}(\beta)\right) \tau(\beta) & =R\left(\phi_{A}(0)\right) \tau(0)+\left.\frac{d}{d \beta} R\left(\phi_{A}(\beta)\right) \tau(\beta)\right|_{\beta=0} \beta+O\left(\beta^{2}\right) \\
& =R\left(\phi_{A}(0)\right) \tau(0)+\left.\left(R^{\prime}\left(\phi_{A}(\beta)\right) \tau(\beta)+R\left(\phi_{A}(\beta)\right) \tau^{\prime}(\beta)\right)\right|_{\beta=0} \beta+O\left(\beta^{2}\right) \tag{1}
\end{align*}
$$

Here $R\left(\phi_{A}(\beta)\right)=q+B(\sigma) \phi_{A}(\beta)\left(1-\phi_{A}(\beta)\right)$, where $q$ is the basic number of realisations needed. $B(\sigma)$ is a constant based on the accuracy given $\sigma$.

Taking into account $\phi_{A}(0)=1 / N$,

$$
\phi_{A}^{\prime}(0)=\frac{(N-2) a+(2 N-1) b-(N+1) c-2(N-2) d}{6 N}
$$

$\tau(0)=N H_{N-1}$ and

$$
\tau^{\prime}(0)=\frac{(N b-N d-a+d) N}{2(N-1)}\left(N+1-2 H_{N}\right)
$$

[4] leads to

$$
\begin{align*}
& R\left(\phi_{A}(\beta)\right) \tau(\beta)=\left(q+B(\sigma) \frac{N-1}{N^{2}}\right) N H_{N-1} \\
& +\beta\left(B(\sigma) \frac{H_{N}(N-2)((N-2) a+(2 N-1) b-(N+1) c-2(N-2) d)}{6 N}\right. \\
& \left.+\left(q+B(\sigma) \frac{(N-1)}{N^{2}}\right) \frac{(N b-N d-a+d) N}{2(N-1)}\left(N+1-2 H_{N}\right)\right)+\mathcal{O}\left(\beta^{2}\right) \tag{2}
\end{align*}
$$

Based on equation (2), the number of Moran steps needed to calculate the fixation probability is given by

$$
q\left(N H_{N-1}+\frac{(N b-N d-a+d) N^{2}}{2(N-1)} \beta\right)+\mathcal{O}\left(\beta^{2}\right)
$$

for large population size. This implies that both the zeroth and the first order expansion of the running time are proportional to that of the unconditional fixation time. In other words, the unconditional fixation time determines the Moran steps for simulation under weak selection limit.

## 3 Calculating the unconditional fixation time

The average unconditional fixation time $\tau^{1}$ can be calculated by the recursions in equation (5) with boundary conditions $\tau^{0}=\tau^{N}=0$. It is given by

$$
\begin{equation*}
\tau^{1}=\phi_{A}^{1} \sum_{k=1}^{N-1} \sum_{l=1}^{k} \frac{1}{T^{l+}} \prod_{m=l+1}^{k} \gamma^{m} \tag{3}
\end{equation*}
$$

where $\gamma^{m}=\frac{T^{m-}}{T^{m+}}$. Taking $\sum_{k=1}^{N-1} \sum_{l=1}^{k}=\sum_{l=1}^{N-1} \sum_{k=l}^{N-1}$ into account yields

$$
\begin{align*}
\tau^{1} & =\phi_{A}^{1} \sum_{l=1}^{N-1} \sum_{k=l}^{N-1} \frac{1}{T^{l+}} \prod_{m=l+1}^{k} \gamma^{m}  \tag{4}\\
& =\phi_{A}^{1} \sum_{l=1}^{N-1} \frac{1}{T^{l+}} \underbrace{\sum_{k=l}^{N-1}\left(\prod_{m=l+1}^{k} \gamma^{m}\right)}_{Q^{l}}  \tag{5}\\
& =\phi_{A}^{1} \sum_{l=1}^{N-1} \frac{1}{T^{l+}} Q^{l} \tag{6}
\end{align*}
$$

$Q^{l}$ can be huge for strong selection which leads to an overflow, provided $l$ is small. In other words, for the first few steps, $Q^{l}$ is huge and then it decreases. Therefore we postpone calculation of large $Q^{l}$ to later steps and build the sum in a reverse way. Let us introduce $R^{l}=Q^{N-l}$, then we have

$$
\begin{equation*}
\tau^{1}=\phi_{A}^{1} \sum_{l=1}^{N-1} \frac{1}{T^{(N-l)+}} R^{l} . \tag{7}
\end{equation*}
$$

The recursions for $R^{l}$ are given by

$$
\begin{equation*}
R^{l+1}=1+\gamma^{N-l} R^{l}, \tag{8}
\end{equation*}
$$

with $R^{1}=1$.

## 4 Calculating the conditional fixation time

The average conditional fixation time $\tau_{A}^{1}$ can be calculated by the recursions given in equation (9) and boundary conditions $\tau_{A}^{0}=\tau_{A}^{N}=0$. It is given by

$$
\begin{equation*}
\tau_{A}^{1}=\sum_{k=1}^{N-1} \sum_{l=1}^{k} \frac{\phi_{A}^{l}}{T^{l+}} \prod_{m=l+1}^{k} \gamma^{m} \tag{9}
\end{equation*}
$$

where $\gamma^{m}=\frac{T^{m-}}{T^{m+}}$. Taking $\sum_{k=1}^{N-1} \sum_{l=1}^{k}=\sum_{l=1}^{N-1} \sum_{k=l}^{N-1}$ into account yields

$$
\begin{equation*}
\tau_{A}^{1}=\sum_{l=1}^{N-1} \sum_{k=l}^{N-1} \frac{\phi_{A}^{l}}{T^{l+}} \prod_{m=l+1}^{k} \gamma^{m}=\sum_{l=1}^{N-1} \frac{\phi^{l}}{T^{l+}} \underbrace{\sum_{k=l}^{N-1}\left(\prod_{m=l+1}^{k} \gamma^{m}\right)}_{Q^{l}} . \tag{10}
\end{equation*}
$$

Exactly as for the unconditional time, it takes only one loop to calculate the conditional fixation time. Furthermore, we have recursions for $Q^{l}$ and $\phi_{A}^{l}$, which saves computation time.

The fixation probability $\phi_{A}^{l}$ is given by $[1,5-7]$

$$
\begin{equation*}
\phi_{A}^{l}=\frac{\sum_{j=0}^{l-1} \prod_{m=1}^{j} \gamma^{m}}{\sum_{j=0}^{N-1} \prod_{m=1}^{j} \gamma^{m}} \tag{11}
\end{equation*}
$$

Thus we have that

$$
\begin{equation*}
\phi_{A}^{l+1}-\phi_{A}^{l}=\frac{\prod_{m=1}^{l} \gamma^{m}}{\sum_{j=0}^{N-1} \prod_{m=1}^{j} \gamma^{m}}=\phi_{A}^{1} \prod_{m=1}^{l} \gamma^{m} \tag{12}
\end{equation*}
$$

As for unconditional fixation time, we are reversing the summation. We will again use $R^{l}=Q^{N-l}$. Let us define $\psi_{A}^{l}=\phi_{A}^{N-l}$ which is the fixation probability of the mutant strategy $A$ when there are $N-l$ such mutants in the beginning. Then we have

$$
\begin{equation*}
\tau_{A}^{1}=\sum_{l=1}^{N-1} \frac{\psi_{A}^{l}}{T^{(N-l)+}} R^{l} \tag{13}
\end{equation*}
$$

The following recursions hold

$$
\begin{gather*}
R^{l+1}=1+\gamma^{N-l} R^{l}, \quad \text { with } R_{1}=1 \\
\psi_{A}^{h}=\psi_{A}^{h-1}-\phi_{A}^{1}\left(\prod_{m=1}^{N-h} \gamma^{m}\right), \quad \text { with } \psi_{A}^{1}=\phi_{A}^{N-1} \tag{14}
\end{gather*}
$$
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