
Resonant interaction of energetic ions with bulk-ion plasma micro-turbulence

A. Di Siena,1, a) T. Görler,1 E. Poli,1 R. Bilato,1 H. Doerk,1 and A. Zocco2

1)Max Planck Institute for Plasma Physics Boltzmannstr 2 85748 Garching

Germany

2)Max Planck Institute for Plasma Physics Wendelsteinstr 1 17491

Greifswald Germany

(Dated: 9 April 2019)

A significant fast-ion-induced stabilization is observed in linear and nonlin-

ear GENE gyrokinetic simulations which can be attributed to a resonant in-

teraction between energetic particles and the main-ion-temperature-gradient

driven plasma turbulence. Elaborating on the findings in [A. Di Siena et al.

Nucl. Fusion 58 054002 (2018)], a detailed study of this mechanism is con-

ducted for realistic JET-like parameters. In view of further exploitation of the

beneficial role of energetic ions and corresponding confinement optimization,

linear scans over the main fast ion parameters and magnetic plasma geom-

etry are performed. All of these results can be reproduced with a reduced

Vlasov-Poisson theoretical model and be explained in terms of modifications

on the fast ion energy production/dissipation in the energy balance equation.

Finally, despite the essentially linear nature of the resonant interaction, a

corresponding nonlinear analysis is also performed and its main dependences

captured with a quasi-linear model.

a)Electronic mail: alessandro.di.siena@ipp.mpg.de

1

mailto:alessandro.di.siena@ipp.mpg.de


I. INTRODUCTION

The understanding of the complex turbulent dynamics of magnetically confined

plasmas represents one of the most challenging topics in fusion physics. It is par-

ticularly relevant to effectively design and optimize future fusion devices, where tur-

bulence will be intrinsically driven by finite density and temperature gradients in

conjunction with magnetic-field curvature1. In particular, in the typical plasma core

conditions the ion-temperature-gradient (ITG) instability2 is very often identified as

the main driver of micro-turbulence. The most detrimental aspect of plasma turbu-

lence for such devices is represented by the associated so-called anomalous particle

and heat transport which limits the energy confinement and performance. There-

fore, any insight in mechanisms able to systematically suppress them would be highly

beneficial. In this context, experimental3–5 and dedicated numerical studies6–13 have

reported strong fast ions effects on plasma turbulence. Depending on the origin of

the energetic tails - e.g. generated through auxiliary heating systems such as neu-

tral beam injection (NBI) or ion cyclotron resonance heating (ICRH) or, in view

of ITER, from fusion reactions - these effects are found to possibly provide sub-

stantial improvements of the overall confinement. Although several aspects of these

findings appear to be intrinsically non-linear10,14, a major contribution to the ITG

mode stabilization could recently be related to a wave-fast-ion resonance which adds

to the previously identified (linear) effects6,7,10,11,15. In particular, Ref. 13 demon-

strated that an effective energy transfer - leading possibly to significant turbulence

reduction - occurs if the frequency of the main micro-instability matches the ener-

getic particle magnetic-drift frequency. The analytic predictions of Ref. 13, based

on a reduced simplified model, suggested this resonant interaction to be strongly

dependent on many energetic ion parameters and plasma geometry. Therefore, to

fully explore and more effectively identify the parameter range which could lead to
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further turbulence stabilization, a more comprehensive investigation is presented in

this work. The corresponding numerical studies are performed with the gyrokinetic

code GENE16 employing realistic plasma parameters inspired by the JET L-mode

hybrid discharge of Ref. 10 and 17. All the numerical results are compared with

the analytic predictions of a simplified Vlasov model, able to capture the impact

of the different parameters on the phase-space position of the resonant interaction.

The consequences of such modifications on the energetic particle response are also

analyzed in terms of changes in the energy production and/or dissipation in the

energy balance equation. The weakening of the thermal ion drive via resonant in-

teraction with energetic particle and the consequent stabilization of the dominant

ITG mode is also confirmed in GENE turbulence simulation. Moreover, the nonlin-

ear features of the fast ion heat fluxes are also investigated and reproduced with a

quasi-linear model, which extends the simplified theory of Ref. 13. The impact of

similar resonance effects in the absence of energetic particles on the thermal ITG

micro-instability is discussed in Ref. 18.

In detail, this paper is organized as follows. The plasma scenario and the numer-

ical parameters are described in section II, where first linear scans are shown. The

detailed analytic derivation of the reduced simplified model of the energetic particle

species is discussed in section III, IV. Hereafter, the impact of the magnetic shear,

energetic particle mass and charge is investigated, respectively, in sections V, VI

and further extension to turbulent regimes if given in sections VII, VIII.

II. NUMERICAL SIMULATIONS AND PARAMETERS

GENE is a nonlinear Eulerian gyrokinetic code which solves the Vlasov-Maxwell’s

equations self-consistently on a field-aligned coordinate system (x, y, z, vq, µ). Here,

x represents the radial, y the bi-normal and z the magnetic-field-aligned coordinates
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in configuration space, while vq and µ denote the velocity component parallel to the

background magnetic field B0 and the magnetic moment. Exploiting a δf approach,

the fluctuating part of the distribution F1 is evolved on top of a stationary background

F0 for each plasma species. Although the code has been recently extended to support

arbitrary non-Maxwellian distribution functions19–21, each species background is here

approximated as an equivalent Maxwellian for simplicity.

In the following section, linear electrostatic simulations are performed studying

the impact of fast particles on the electrostatic ITG micro-instability. The code has

been used as an initial value solver, artificially exciting a perturbation at a fixed

wave number and studying the linear growth rate of the most unstable solution. The

plasma parameters are taken from the JET L-mode hybrid discharge considered in

Refs. 10 and 17 and are displayed in Tab. I. Concerning numerical parameters, 32

grid points have been employed in radial direction and 24 along the field line. In

velocity space, 32 points and 24 equidistant symmetric grid points have been used

for resolving the µ and the vq space with a (µ, vq) box size of (9, 3) in normalized

units. The thermal species are deuterium and electrons while the energetic ions are

the 3He minority species, heated at the fundamental ion-cyclotron (IC) resonance.

All the simulations presented in this work are performed retaining shaping effects as

provided by the Miller flux-tube magnetic equilibrium22 with parametrization taken

from Ref. 10. The equilibrium is kept fixed for all the numerical analyses performed

in this paper. Moreover, collisions are modelled using a linearized Landau-Boltzmann

operator23. All the simulations presented in this work have been performed with ki-

netic electrons and realistic deuterium/electron mass ratio. Fig. 1 shows the most

unstable linear growth rates as a function of the fast 3He temperature for different

values of the wave number kyρs. The growth rates are normalized to cs/a, with a

the minor radius of the device. Here, cs =
√
Te/mi represents the sound speed,

ρs = cs/Ωs the thermal gyroradius with Ωs = qB0/mc, c is the speed of light, and
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TABLE I. Realistic JET L-mode magnetic and plasma parameters. Here, T represents

the temperature normalized to the electron one, R/LT,n the normalized logarithmic tem-

perature and density gradients and ν∗ the electron-ion collision frequency normalized to

the trapped electron bounce frequency.

R ŝ q Te/Ti R/LTi R/LTe

3.1 0.5 1.7 1.0 9.3 6.8

R/Lne ν∗ n3He R/LT3He
R/Ln3He

βe

1.3 0.038 0.07 23.1 1.6 0

m and q (not to be confused with the safety factor in Tab. I) are the ion mass and

charge, respectively. In contrast with the standard dilution theory, which predicts

a dependence only on the fast particle charge concentration, the linear ITG growth

rates are found to be strongly affected by the different fast particle temperatures

(Tf ). In particular, Fig. 1 reveals a pronounced temperature dependence of the ITG

linear growth rates with a maximum relative reduction of ca. 50% compared with

the case of thermal helium. Moreover, the temperature of the energetic particles cor-

responding to the highest stabilization varies significantly with the bi-normal wave

vector (kyρs). This observation is particularly relevant in view of turbulence simu-

lations, where different modes are coupled through a cross-scale nonlinear operator.

Hence, at a fixed temperature, each scale undergoes a different resonant stabiliza-

tion. Furthermore, a common feature observed in Fig. 1 is that dilution (identified by

the black line in each figure) is always recovered at very large temperatures. These

results suggest a dynamic fast ion effect on the linear ITG modes that, above a

certain threshold, weakens with the energetic particle temperature. Regarding the

mode frequencies, smaller changes are observed, with a relative variation of ∼ 25%

compared with the thermal helium case. It should be remarked that at the nominal
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FIG. 1. Growth rates as a function of the fast particle temperature Tf/Te for a) kyρs =

0.075, b) kyρs = 0.175, c) kyρs = 0.25 and d) kyρs = 0.5. The dashed black line represents

the pure dilution growth rate, obtained by retaining the energetic particles only in the zero

order quasi-neutrality equation.

fast-ion to electron temperature ratio (Tf/Te ' 6.9 for the reference plasmas we are

considering), the fast-ion effect described in this paper is rather weak, which may

explain why it had not been noted before the analysis presented in Ref. 13.

These results are further corroborated by the study of the phase angle (α) between

the electrostatic potential φ1 and main ion density perturbation. Fig. 2 shows α

for different fast ion temperatures at the specific choice of kyρs = 0.5. In case
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FIG. 2. Cross phases (in rad) between the perturbed electrostatic potential and the main

ion density perturbation at kyρs = 0.5 as function of the fast particle temperature.

of no active interaction between the fast particles and the main drive of the ITG

instability (e.g. only dilution), a constant cross phase would be expected for different

fast particle temperatures. However, a varying behaviour is observed in Fig. 2, where

fast particles significantly modify the electrostatic field φ1. The maximum of this

interaction is always observed in correspondence with the maximum growth rate

stabilization, which for kyρs = 0.5 is at Tf = 12Te. For this temperature, the fast

helium strongly affects the main instability and impacts the electrostatic field both

in terms of magnitude and phase. In simulations without energetic particles a zero

cross phase angle α is obtained.
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III. REDUCED ENERGETIC ION VLASOV EQUATION

The linear, electrostatic numerical setup employed in the previous section allows

us to further investigate the energetic particle effects on plasma micro-turbulence

with a simplified analytic model. In the gyrokinetic code GENE, the most unstable

linear growth rates are computed by consistently solving the Vlasov equation for each

plasma species and the electrostatic field component φ1. Fast ion effects on the most

unstable linear mode are hence represented by modifications of the thermal species

response to any external perturbation in the normalized Poisson field equation

(1)φ1 (x) =

∑
s qsπn0,sB0

∫
J0 (λs)F1,s (x) dvqdµ[

k2⊥λ
2
De −

∑
s
πq2sn0,s

T0,s

∫
(1− J2

0 (λs))
∂F0,s

∂µ
dvqdµ

] ,
with k⊥ the wave vector component perpendicular to the background magnetic field,

λDe =
√
Te/(4πρ2snee2) the normalized Debye length, J0 the zero-order Bessel func-

tion, λs = (k⊥/qs)
√

2msµ/B0, s the plasma species index and F0 the generic ener-

getic particle background distribution function. Furthermore, the reference values

used to normalize Eq. (1) are the elementary electron charge e, the main ion mass

mi, the electron temperature Te, the on-axis magnetic field B0 and the minor radius.

A detailed derivation of Eq. (1) can be found in Ref. 23. The energetic particle

contribution in Eq. (1) is determined by the zero-order moment of their perturbed

distribution function F1,f . It evolves in time accordingly to the Vlasov equation,

which in the GENE field aligned coordinate system (x, y, z) reads

(2)

∂F1,f

∂t
= − C

JB0

vth,fvq

[
∂zF1,f −

qf
2Tfvq

∂zφ̄1
∂F0

∂vq

]
+

C

JB0

vth,f
µ

2
∂zB0

∂F1,f

∂vq

− Tf
qf

(
µB0 + 2v2q

B0

)
Kx
[
∂xF1,f −

qf
2Tfvq

∂F0

∂vq
∂xφ̄1

]
− Tf
qf

(
µB0 + 2v2q

B0

)
Ky
[
∂yF1,f −

qf
2Tfvq

∂F0

∂vq
∂yφ̄1

]
− 1

C
∂̂xF0∂yφ̄1.
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FIG. 3. Growth rates obtained by artificially suppressing different terms in the fast particle

Vlasov equation at kyρs = 0.5.

Here, Kx = −((B0 ×∇B0) · x̂)/B2
0 , Ky = −((B0 ×∇B0) · ŷ)/B2

0 , C2 = B0 ·B0 and

J −1 = B0 · ∇z/C. Furthermore, φ̄1 = J0(λ)φ1 denotes the gyroaveraged potential.

The neoclassical terms have been neglected, since they are not expected to affect

the time evolution of F1,f and furthermore evolve entirely independently in the flux-

tube limit. The individual right hand side terms of Eq. (2) are hence the parallel

advection, the trapped particle, the radial (x) and bi-normal (y) curvature and the

background drive. The contribution of each of these terms to the overall fast-ion

effect observed in Fig. 1- 2 can be investigated by artificially suppressing them in

GENE. Fig. 3 demonstrates that the trapped fast-particle, the parallel dynamic and

the radial curvature terms play only a minor role in the linear ITG growth rate

stabilization for the 3He setup. Similar results are also observed in different plasma

regimes and numerical setups24,25.

A reduced simplified expression for the energetic ion Vlasov equation able to
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qualitatively capture the temperature dependences shown in Fig. 3 can hence be

derived by removing all the negligible terms from Eq. (2),

∂F1,f

∂t
= −T0

q

(
µB0 + 2v2q

B0

)
Ky∂yF1,f +

[
1

2vq

∂F0

∂vq

(
µB0 + 2v2q

B0

)
Ky −

1

C
∂̂xF0

]
∂yφ̄1.

(3)

Eq. (3) is the gyrokinetic solution used to investigate the resonant effect of magnetic

curvature in setting the linear threshold of ITG, in general toroidal geometry18.

Employing a plane wave ansatz for the perturbed quantities, i.e. the electrostatic

potential φ1 and the perturbed distribution function F1,

φ1(x, y, z) =
∑
kx,ky

φ1(kx, ky, z)e
−iωt+i(kxx+kyy), (4)

the following simplified Vlasov equation for each wave vector k and frequency ω =

−ωr + iγν can be derived

(5)F1,f =
kyφ̄1

[
1
2vq

∂F0

∂vq

(
µB0+2v2q

B0

)
Ky − 1

C
∂̂xF0

]
ωr − iγν +

Tf
q

(
µB0+2v2q

B0

)
kyKy

.

The real frequency ωr is defined with a minus sign to account for the default sign

convention in GENE where positive values indicate modes propagating in the ion

diamagnetic-drift direction. Furthermore, for all the simulations performed in this

work, the term ∂F0/∂vqKy (µB0 + 2v2q ) /(2vqB0) is found to be negligible if compared

to
(
∂̂xF0

)
/C and is erased for the rest of the theoretical analysis. Although a sim-

plified isotropic Maxwellian distribution function is employed throughout this paper

to model the energetic particle population, Eq. (5) is written for a general back-

ground distribution function F0. For the specific choice of an equivalent Maxwellian

distribution, the x- and vq−derivative terms evaluate to

∂̂xFM =

[
R

Ln
+

R

LT

(
v2q + µB0 −

3

2

)]
FM , (6)
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and

1

2vq

∂FM
∂vq

= −FM (7)

in normalized units. Eq. (5) reveals that the perturbed part of the energetic ion dis-

tribution function depends mainly on the background drive, i.e. density and temper-

ature gradients, and on the bi-normal curvature terms. In particular, as explained

in detail in Ref. 13, a resonance occurs if the real frequency of the main micro-

instability, ωr, matches the magnetic-drift frequency of the energetic particle species

ωd,f , defined by the right-hand side of

ωr =
Tf
q

(
µB0 + 2v2q

B0

)
kyKy. (8)

If this condition is fulfilled, energy can be effectively exchanged between the energetic

particles and the bulk-ion micro-instability. It is worth specifying that ωd,f depends

on the fast ion temperature and charge, and has a complex 3D structure in (z, vq, µ).

Eq. (8) reveals that the y-curvature term Ky must be negative to match the resonance

condition. A constraint over the field-aligned angle is then identified by studying the

structure of Ky, see Sec. V. These analytic predictions are confirmed by GENE

numerical results13.

IV. FAST PARTICLE GROWTH RATE CONTRIBUTION

According to the reduced Vlasov model developed in the previous section, a res-

onance between energetic particles and micro-turbulence is expected if the linear

frequency of the bulk-ion mode approaches the fast ion magnetic-drift frequency.

Correspondingly, a net energy transfer between wave and particles occurs. Both the

direction and magnitude of the energy exchange can be investigated for each values

of the fast particle temperature through the time evolution of the system free energy
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Efe. The latter is defined – similarly to the standard fluid theory – as the sum of

the kinetic Ek and field Ew contributions26,27,

(9)Ek =
∑
s

<
{∫

dzdµdvq
πB0n0,sT0,s

2F0,s

|F k
1,s|2

}
,

(10)Ew =
∑
s

<
{∫

dzdµdvq
πB0qsn0,s

2
φ̄k,∗1 F k

1,s

}
.

The time derivative of Eqs. 9-10 represents the free energy balance equation, which

determines the energy flow in the whole simulation time domain. In steady-state,

the overall free energy is conserved, i.e. ∂Efe/∂t = 0. This implies that the time

variation of the energy transferred from the wave to the particles (∂Ek/∂t) and the

energy transferred back in the inverse process (∂Ew/∂t) reaches an equilibrium. As

shown in detail in Refs. 27 and 28, the potential and kinetic parts of the overall

energy balance can be written as

(11)
∂Ek
∂t

=
∑
s

<

{∫
dzdµdvq

πB0n0,sT0,s
F0,s

F k,∗
1,s

∂F k
1,s

∂t

}
,

(12)
∂Ew
∂t

=
∑
s

<

{∫
dzdµdvqπB0qsn0,sφ̄

k,∗
1

∂F k
1,s

∂t

}
.

An effective linear growth rate29, related to the exponential growth of the main

plasma micro-instability, can be defined starting from Eq. (11), (12),

γ =
∑
s

γs =
1

Ew

∑
s

∂Ew,s
∂t

. (13)

This definition allows to separate the contribution of each species (s) to the overall

linear growth rate and to identify resonance effects in phase space by studying the ve-

locity γ(vq, µ)-kernel. Here, positive (negative) values of γs indicate that the plasma
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species considered is giving (taking) energy to (from) the electrostatic field compo-

nent with a consequent growth (damping) of the mode. A reduced expression for the

energetic particle γf can be derived by employing the plane wave ansatz defined in

the previous section and the simplified fast ion perturbed distribution function F1,f

of Eq. (5), namely

γf = − 1

Epot

{∫
dzdvqdµπnfJ

2
0 |φk1|2Tf

(
v2q + µB0

)
k2yKy

γν
C[

R
Ln,f

+ R
LT,f

(
v2q + µB0 − 3

2

)]
FM(

ωr +
Tf
qf

(
µB0+2v2q

B0

)
kyKy

)2
+ γ2ν

}
. (14)

The resulting expression reveals that the energetic ion contribution to the overall

energy production or dissipation is maximized in correspondence to the minimum of

the denominator of Eq. (5), therefore leading - potentially - to substantial modifi-

cations of the bulk instability. As explained in the previous section, the bi-normal

curvature term Ky must be negative in order to fulfill the resonance condition of

Eq. (8) in ITG-dominated scenarios. A first direct consequence of this observation

is that the sign of γf is entirely determined by the radial derivative of the energetic

particle background distribution function. Therefore, beneficial (negative) or detri-

mental (positive) contributions to the overall γ depend on the location in phase space

of the resonance and on the corresponding sign of the energetic ion drive. The first

term (denominator of Eq. (14), i.e. resonance) amplifies the magnitude of the fast

ion contribution to the total growth/damping rate while the second one (numerator

of Eq. (14), i.e. drive) determines the direction of the energy exchanged between

particles and wave.

These analytic predictions, based on the reduced model of Eq. (14), are confirmed

by GENE linear simulations. Fig. 4 shows the ITG growth rate temperature depen-

dences for kyρs = 0.1 and kyρs = 0.5 for positive and negative temperature gradients.
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FIG. 4. Growth rates obtained for positive (R/LT,f = 23) and negative (R/LT,f = −23)

values of the fast ion temperature gradients at a) kyρs = 0.1 and b) kyρs = 0.5.

For both values of the bi-normal mode numbers, the fast particle effect on the linear

micro-instability goes from stabilizing to destabilizing and vice-versa as the sign of

the logarithmic temperature gradient is changed. These results are consistent with

the modifications in the direction of the net energy transfer between particles and

wave that is predicted with the reduced analytic model of Eq. (14). This can be

observed in Fig. 5 where the drive term is shown as a function of v/vth,f for the

positive and negative values of the fast particle temperature gradients. Moreover,

the change in the sign in R/LT,f does not affect the energetic particle magnetic-drift

drift frequency (as shown in Fig. 5). Thus, the resonance position with the bulk-ion

micro-instability undergoes only minor modifications due to changes in the real fre-

quency ωr. The most relevant fast particle contribution to the linear ITG growth

rates is observed in correspondence of Tf ∼ 25Te and Tf ∼ 12Te, respectively for

kyρs = 0.1 and kyρs = 0.5 regardless of the sign of R/LT,f . These results are further

corroborated by the study of the phase-space structure of the γf functions obtained

from GENE simulations in Fig. 6 for the case kyρs = 0.5 and Tf = 12Te. This
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analysis might be particularly relevant optimizing plasma scenarios where different

ICRH schemes can be employed, e.g. on-axis/off-axis. Typically, for off-axis heating,

most of the radio-frequency (RF) power is absorbed far from the magnetic axis and

the fast-ion temperature gradient is positive on the inner side of the profile, i.e. the

corresponding R/LTf is negative. According to the linear analysis discussed above,

the positive and negative parts of the fast-ion drive, see numerator in Eq. (14), are

swapped if R/LTf becomes negative, i.e. a stabilizing contribution is expected at

lower temperatures, which turns to destabilizing at higher temperatures. It should

be remarked that, for off-axis heating, the power absorbed per particle decreases due

to the larger deposition volume and a lower fast-ion temperature can be expected.

However, further analyses are required to validate this point. They are planned for

the near future.

V. IMPACT OF MAGNETIC SHEAR

The wave-fast ion resonance mechanism described in the previous sections depends

strongly on the binormal y-curvature term Ky. It affects the resonance position

in phase space and imposes a threshold condition for the particle to interact with

the bulk ITG mode. In this section, the role of Ky will be further analyzed by

changing the value of the magnetic shear ŝ = ρ
q
dq
dρ

on the flux surface labeled by

the radial coordinate ρ = a
√

Ψt/Ψt,edge with the toroidal flux Ψt. An analytic first

order approximation for Ky is given in the limit of a simple s-α geometry and reads

Ky ∼ − cos(z) − ŝz sin(z)24. It reveals that the main geometrical parameter which

determines the shape of the y-curvature term Ky is the magnetic shear and it does not

affect the amplitude of Ky at z = 0. Nevertheless, it strongly impacts the position

of its zeroes, as confirmed in Fig. 7 by the realistic geometrical coefficients obtained

for the cases ŝ = 0.7 and ŝ = −0.4. To analyze the role of the magnetic shear on the
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FIG. 7. Geometrical coefficients Ky extracted from GENE for ŝ = −0.4 and ŝ = 0.7. The

black line corresponds to Ky = 0.

ITG/energetic particle resonant microturbulence suppression, linear simulations have

been performed for ŝ = 0.7 and ŝ = −0.4 at different fast ion temperatures. In order

to remove any effect of the magnetic shear on the thermal ITG drive and account

only for the changes on the resonant fast ion stabilization, the linear growth rates

displayed in Fig. 8 are normalized to the ones obtained without energetic particles.

The strongest relative fast-ion stabilization is observed for ŝ = −0.4 (ca. 40%), which

exceeds by ca. 10% the one observed at ŝ = 0.7. Moreover, only mild linear ITG real

frequency changes are observed. It is worth mentioning here that as the ITG micro-

instability drive reduces with the magnetic shear, the stabilizing effect of energetic

particles becomes more relevant. In particular, the fast ion contribution to the linear

growth rate normalized to the thermal drive (γf/γnf ) increases. These results are

consistent with the predictions of the reduced theoretical model introduced before.

A decrease in the magnetic shear leads to a further localization of the wave-particle

resonance in the bad curvature region (Fig. 7), strengthening the fast ion contribution

to the linear growth rates. The thermal ITG is indeed maximum at z = 0. To
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FIG. 8. Ratio between the linear growth rates (a) and real frequencies (b) obtained with

and without energetic particles for ŝ = −0.4 and ŝ = 0.7 at kyρs = 0.5. The nominal ITG

growth rates and frequencies in the absence of fast ions are γnf = 0.243cs/a, ωnf = 0.531cs

and γnf = 0.387cs/a, ωnf = 0.544cs, respectively for ŝ = −0.4 and ŝ = 0.7.

further corroborate these numerical results, the z − vq phase-space structures of

the energetic particle curvature contribution to the linear growth rate normalized

to the thermal drive in the absence of fast ions (γf/γnf ) are shown in Fig. 9 for

s = 0.7 and s = −0.4. The magnetic moment is fixed to µ = 0, which corresponds

to the most relevant contribution to the overall γf . Consistently with the change

in the shape of Ky, Fig. 9 confirms the progressive localization of the resonance

position at smaller values of z as the magnetic shear is reduced. The beneficial

(negative) region of the energetic particle contribution to the linear growth rate is

always delimited by the black dotted line, which represents the resonance position

as determined with the reduced model of Eq. (8) (dominated by Ky). This result

demonstrates that no resonant interaction is allowed in z − vq regions where the

y-curvature term assumes positive values. Moreover, the strongest stabilization is

observed in regions where the predicted resonance position overlaps the negative fast
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FIG. 9. Converged fast particle contribution to the linear growth rate normalized to the

thermal drive γf/γnf obtained from GENE at µ = 0, kyρs = 0.5 and Tf = 12Te for (a)

ŝ = −0.4, (b) ŝ = 0.7. The black contour lines indicate the resonance positions according

to the reduced Vlasov model. To remove any effect of the magnetic shear on the thermal

ITG drive and account only for the changes on the resonant fast ion stabilization, the fast

ion contributions to the linear growth rates are normalized to the overall value obtained

without energetic particles.

particle drive term. Triangularity, safety factor and other geometrical coefficients

are not expected to significantly affect Ky and hence the energetic particle magnetic-

drift frequency. They may, however, influence the bulk ion and electron response

and, only afterward, the ITG-energetic particle resonant effects via modifications on

the real ITG mode frequencies.
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VI. INFLUENCE OF ENERGETIC ION PROPERTIES

In sections II and III, the resonance mechanism presented in this paper has been

described with a reduced model able to capture the main dependences observed in the

GENE linear simulations. According to this model, the wave-fast ion stabilization is

the result of a wave-fast-ion resonance term, which maximizes the otherwise negligible

energetic particle contribution in the Poisson equation. Eq. (8) shows that the phase

space position of the resonance strongly depends on the charge and mass of the

energetic particle species. Aiming for further exploitation of the stabilizing effect, it

is hence obvious to explore the impact of the various fast ion properties. Therefore,

numerical scans over the fast particles charge (in electron-charge units) and mass (in

deuterium-mass units) are performed in the present section, comparing to reference

parameters given in Tab. I. Moreover, the analytic predictions of the reduced model,

derived in the previous sections, will be further validated.

A. Fast ion charge dependence

The first parameter analyzed here is the fast particle charge. It directly affects

the magnetic-drift frequency and thus the phase-space position of the wave-fast par-

ticle resonance. Moreover, it enters in the field equation as a weight to the energetic

particle density perturbation and modifies the fast particle Larmor radius correc-

tions. The dependence of the fast particle resonant stabilization on the energetic

ion charge is investigated in this section with linear electrostatic simulations. The

reference physical parameters are the same as in Tab. I for each value of the fast par-

ticle charge employed throughout this section, which is the only parameter changed.

Moreover, the charge concentration is always kept fixed to the value qfnf = 0.14ne.

The choice of keeping a constant charge concentration is particularly convenient to
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FIG. 10. a) Growth rates and b) frequencies as a function of the fast particle temperature

Tf/Te and charge qf at kyρs = 0.5. The fast particle charge concentration is fixed to

qfnf = 0.14ne.

isolate the charge dependence of the resonance mechanism from other electrostatic

physical effects, i.e. mainly dilution. Fig. 10 shows the temperature behaviour of the

linear ITG growth rates and frequencies for different values of qf . It reveals that the

charge of fast particles can significantly affect the growth rate, with relative changes

up to 50%. The real frequency, on the other hand, experiences weaker modifications

of about 20%. In particular, the strongest linear growth rate reduction is observed

for the largest energetic particle charge, which is consistent with the reduction of the

argument of the zero order Bessel functions. For the same charge concentration, an

increase in the fast ion charge is hence reflected in a corresponding increment in the

energetic particle contribution in the Poisson field equation and thus to an increase

of its beneficial effect. However, arbitrarily high charge would be unrealistic in exper-

imental conditions and a corresponding optimization would need to consider further

limitations. Another interesting observation is that the energetic particle tempera-

ture corresponding to the minimum of the linear growth rates moves towards higher
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line) of the fast ion temperature corresponding to the most stable linear growth rate for

different fast particle charge. The fast particle charge concentration is fixed to qfnf =

0.14ne.

values as the fast ion charge increases. This result is in agreement with the theoreti-

cal predictions of the reduced model of Eq. (5), (8). In the limit for which the mode

frequency is only slightly affected by the change in the fast particle charge, Eq. (8)

imposes a constraint over the fast ion temperature required to fulfill the resonance

interaction, i.e. the ratio Tf/qf must be kept constant. Fig. 11 shows a particular

good agreement between the numerical GENE results and the analytic prediction of

the optimal fast ion temperature which maximizes the ITG linear suppression. The

frequencies used in the analytic model are taken from the GENE simulations.

22



0 10 20 30 40

T
f
 / T

e

0.1

0.2

0.3

0.4

0.5

0.6
 /
 [

c
s
 /
 a

]
m

f
 = 0.5

m
f
 = 1

m
f
 = 2

m
f
 = 4

m
f
 = 6

a)

0 10 20 30 40

T
f
 / T

e

0.5

0.55

0.6

0.65

0.7

0.75

 /
 [

c
s
 /
 a

]

m
f
 = 0.5

m
f
 = 1

m
f
 = 2

m
f
 = 4

m
f
 = 6

b)

FIG. 12. a) Growth rates and b) frequencies as a function of the fast particle temperature

Tf/Te and mass mf at kyρs = 0.5. The fast particle charge concentration is fixed to

qfnf = 0.14ne.

B. Fast ion mass dependence

A second parameter which characterizes different fast ion species is their mass

(mf ), which is not expected to significantly affect the resonance position according

to the reduced theoretical model presented previously. Nevertheless, it enters in the

argument of the Bessel functions. In particular, an increase in mf leads to larger

finite Larmor radius effects and thus to smaller energetic particle contributions to

the overall electrostatic field. The impact of the mass on the linear growth rates

and frequencies is shown in Fig. 12. The physical parameters are the same of Tab. I

and the charge concentration is kept to qfnf = 0.14. As predicted, the magnitude

of the linear ITG growth rate reduction decreases by increasing the fast particle

mass and almost disappears for the value of mf = 6. This results align well with

the experimental need to use light energetic ions. Moreover, Fig. 12 shows only

minor modifications on the fast ion temperature related to the more effective ITG
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stabilization. These results are in agreement with the theoretical predictions, where

only minor modifications are expected due to changes in the real frequency ωr of the

more unstable mode.

C. Combined effect of fast ion charge and mass

The identification of the fast particle species which maximizes the ITG/fast-ion

beneficial interaction is addressed in this section. The balance of the complex effects

of mass - that increases the argument of the Bessel function as
√
mf - and charge

- which impacts on the position of the resonance and reduces the argument of the

Bessel function- is investigated. Fig. 13 shows the linear temperature dependences

of growth rates in a three species setup with deuterium, electron and different fast

ion species, considered as 2D, 3He, 7Li and 9Be. Here, the fast particle charge con-

centration is fixed at qfnf = 0.14. The parameters are the same as in Tab. I and

the bi-normal wave number is chosen at the maximum ITG growth rate, namely

kyρ = 0.5. Fig. 13 reveals that the most stable growth rates change significantly

with the fast particle species. In particular, at Tf < 9Te, the minimum ITG linear

growth rate is observed for the fast deuterium. In the range between 9 < Tf/Te < 20

helium shows the highest stabilization while lower growth rates are observed for

beryllium at higher temperature. In Fig. 13 the black cross on each line corresponds

to maximum fast ion stabilization predicted with Eq. (8). The predicted fast ion

temperature related to the maximum stabilization and the numerical GENE results

are in perfect agreement. Only minor modifications on the ITG mode frequencies

are instead observed. As already mentioned before, these results depend significantly

on the fast particles temperature, density gradients and on the magnetic geometry.

The numerical analysis presented in this section relies on the assumption that the

different energetic particle species have the same gradients and have the same impact
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FIG. 13. a) Growth rates and b) frequencies as a function of the fast particle temperature

Tf/Te for different fast ion species at kyρs = 0.5. The fast particle charge concentration is

fixed to qfnf = 0.14ne.

on the plasma geometry.

VII. NONLINEAR REGIME

The extension of the previous results to nonlinear regimes is an essential step to-

ward assessing possible resonance mechanism related plasma confinement improve-

ments. For this purpose, electrostatic turbulence simulations are performed with

the gyrokinetic code GENE in the three species setup with deuterium, electron and

helium. The physical parameters are the same as in Tab. I. The radial box size is

175ρs and the minimal kyρs is set to 0.05. We used 192 grid points in radial di-

rection and employed 48 modes in the binormal direction. Along the field line 24

points were used. In velocity space, 20 Gauss-Laguerre distributed magnetic mo-

ment knots and 32 equidistant symmetric parallel velocity grid points have been

used. Fig. 14 shows the time traces of the thermal and energetic ion heat fluxes
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FIG. 14. Time trace of the nonlinear (a) main ion, (b) fast ion heat flux in GyroBohm

units for different energetic particle temperature Tf/Te and for the case with only thermal

species.

expressed in gyroBohm QgB = vth,iρ
2
ineTi/R

2
0 normalized units for different fast par-

ticle temperatures. A strong reduction of the thermal deuterium flux is observed in

correspondence to an increase in the fast particle temperature. This stabilization is

maximized for Tf = 24Te, consistently with the theoretical predictions of the reso-

nant reduced model for the linear mode which is more unstable nonlinearly, namely

kyρs ∼ 0.213. The energetic particle heat flux, on the other hand, is also found to

reach a minimum for the same temperature, i.e. Tf = 24Te. However, contrarily

to the thermal species, Fig. 14 reveals negative fast ion heat transport where the

wave-fast ion resonant interaction is predicted to be more effective. The generation

of negative fluxes is particularly convenient for fusion reactors. They are related to

radially inward energy injection and hence to an improvement of overall core-energy

confinement.

Another striking observation is the nonlinear behavior of the cross phase relation

(α) between the electrostatic potential and the main ion density perturbation. Dur-
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FIG. 15. Nonlinear cross phase (in rad) between the perturbed electrostatic potential
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energetic particles at Tf = 24Te. It is taken at z = 0 and in the steady-state time domain

t/[cs/R0] = [25− 150].

ing the investigation of section II the linear cross phase was shown to be a function of

the fast particle temperature and to be strongly affected by resonance effects between

the main ITG mode and the energetic particles. Similar results are also observed

in turbulent regimes in Fig. 15, where the cross phase function χ(α, kyρs) obtained

for Tf = 24Te is compared to the one without energetic particles. It is measured

at z = 0 and is obtained by performing a time average in the steady-state domain

t/[cs/R0] = [25 − 150]. Fig. 15 reveals that χ, which peaks as the nonlinear drive

at kyρs ∼ 0.2, is zero (α = 0) if energetic particles are neglected. However, consis-

tently with the linear results shown in Fig. 2, it increases significantly for the case

Tf = 24Te. In particular, each scale undergoes a different dephasing, consistently

with the linear results on Fig. 4.
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VIII. QUASI-LINEAR ENERGETIC ION HEAT FLUX

DECOMPOSITION

The resonant interaction between energetic particles and ITG micro-instability is

not significantly affected by cross-scale coupling. Its main features can be qualitative

and quantitative captured even in the simplified single mode framework presented

previously. This observation allows for deriving a quasi-linear description - following

the analytic derivation of Ref. 30 and 31 - able to explain the temperature depen-

dences of the energetic particle steady-state heat flux. In the gyrokinetic formalism,

it is defined in the guiding center coordinate system (~x,~v) as

Q1,f =
m

2

∫
vxEv

2F1,f (~x,~v)d3v, (15)

where vxE represents the radial component of the E × B velocity, namely vxE =

c
B2

0

(
~B0 × ~∇φ̄1

)
x
. The gyrokinetic representation of Eq. (15) in the q-symplectic

(α = 0, β = 1) model of Ref. 32 is obtained by employing the so-called pullback op-

erator and removing any dependence on the gyro-angle. After an average in the per-

pendicular plane and a Fourier decomposition for the perturbed quantities, Eq. (15)

can be rewritten in the GENE field-aligned coordinate system as follows

(16)Q1,f = −<

{∑
k

πB0
c

C
iky

∫ (
v2q +

2B0µ

mf

)
J0φ

k
1F

k,∗
1 dvqdµ

}
.

Here, the field-aligned representation of the radial component of the E ×B velocity

vxE = − c
C∂yφ̄1 has been employed. The radial fast particle heat flux can be further

computed by means of the reduced Vlasov equation derived in Eq. (5), which in
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normalized units reads

(17)

Q1,f/QgB =
πB0nfTf
C2

∑
ky

k2y
∣∣φk1∣∣2 γkν ∫ J2

0

(
v2q

+ µB0

) [ R
Ln,f

+ R
LT,f

(
v2q + µB0 − 3

2

)]
FM(

ωr +
Tf
qf

(
µB0+2v2q

B0

)
kyKy

)2
+ γ2ν

dvqdµ.

Here, Eq. (17) is expressed in gyroBohm units. Following a similar approach as

in Refs. 30 and 31 for the particle flux, Eq. (17) can be written in a quasi-linear

framework as the sum of a off-diagonal diffusion Dn - proportional to the fast particle

density gradient - and a diagonal-diffusion DT - due to the presence of temperature

gradients, i.e.

Q1,f/(nfTfQgB) = Dn
R

Ln,f
+Dn

R

LT,f
. (18)

The quasi-linear decomposition of Eq. (18) can be easily identified in the reduced

expression for the energetic particle heat flux derived in Eq. (17). The diffusion

operators can hence be written as

(19)Dn =
πB0nfTf
C2

∑
ky

k2y
∣∣φk1∣∣2 γkν ∫ J2

0 (v2q + µB0)
R
Ln,f

F0,M(
ωr +

Tf
qf

(
µB0+2v2q

B0

)
kyKy

)2
+ γ2ν

dvqdµ.

DT

=
πB0nfTf
C2

∑
ky

k2y
∣∣φk1∣∣2 γkν ∫ J2

0

(
v2q + µB0

) R
LT,f

(
v2q + µB0 − 3

2

)
F0,M(

ωr +
Tf
qf

(
µB0+2v2q

B0

)
kyKy

)2
+ γ2ν

dvqdµ.

(20)

The above decomposition of the radial component of the fast particle heat flux re-

veals that the sign of the diffusion term depends on the sign of the density gradient.

For the parameters employed throughout this work it is always positively defined,

i.e. directed outward. Moreover, the sign of the diagonal-diffusion term depends
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on the energetic particle temperature gradient and on the velocity space quantity

v2q + µB0 − 3/2. Its structure is of the same form as Eq. (14). Therefore, the reso-

nance mechanism can affect the quasi-linear expression for Q1,f similarly as discussed

previously for the linear contribution of the energetic ions to the total growth rate

γf . Assuming positive values for the temperature gradient, a positive fast particle

heat flux is expected when the linear contribution of the most unstable mode in

the turbulence simulations (for these parameters kyρi ∼ 0.2) is destabilizing. Nega-

tive fluxes, on the other hand, are expected in cases where the resonance moves to

smaller energies in velocity space, therefore maximizing the negative contribution of

the energetic particle drive. These theoretical predictions are confirmed by GENE

nonlinear simulations for the three-species setup with fast helium. Fig. 16 shows in-

deed that the fast particle heat flux changes sign when the resonance position moves

in phase space through more favorable regions, as discussed in sections II, III, IV

for the linear growth rate analysis. In Fig. 16 the velocity space averaged growth

rate contribution, normalized to the thermal deuterium one, is included in the lower

right of each plots.

IX. CONCLUSIONS

Comprehensive numerical analyses have been performed and presented in the pa-

per at hand to fully exploit the significant electrostatic stabilizing effects of energetic

particles on plasma micro-turbulence. In particular, the description of the resonance

mechanism proposed in Ref. 13 is here significantly extended. The mechanism by

which energetic particles can strongly impact ion-dominated-turbulence scenarios

when the fast ion magnetic drift frequency approaches the linear ITG frequency is

further elucidated. The magnitude of this interaction, however, depends strongly on

the particular scale considered. Linear gyrokinetic simulations were performed with
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FIG. 16. Converged fast particle γf velocity space structure obtained from GENE at z = 0

for the kyρs more relevant in turbulence simulations, i.e. kyρs = 0.2. The energetic particle

temperature is taken as a) Tf = 6.9Te and b) Tf = 24Te. The black contour lines indicate

the resonance positions according to the reduced Vlasov model. Moreover, the velocity

space averaged growth rate contribution, normalized to the thermal deuterium one, is

included in the lower right of each plots.

the gyrokinetic code GENE to assess possible improvements. By employing realis-

tic JET-like parameters, the effects of the magnetic shear and fast ion properties -

mass and charge - have been studied. All the numerical results have been compared

with the reduced theoretical expression of Ref. 13, which is here derived in details

and allows to locate the phase-space (vq, µ) positions where the interaction between

fast ion and ITG micro-instability becomes more effective. The consequences of

such mechanisms on the overall system free energy has also been modelled with a

simplified expression for the energetic particle field and kinetic energy terms. The

capabilities of such models to capture the modifications of the resonant interaction

due to changes in the fast particle charge, mass and magnetic shear are shown.

More precisely, negative values of the magnetic shear are found to further locate
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the phase-space resonance position to smaller values of the field-align coordinate

z, i.e. the ITG instability peaks, with a consequent enhancement of the resonance

effects. Moreover, the mass and charge are shown to impact the wave-fast ion in-

teraction in opposite ways. Contrary to the mass, an increase in the charge results

in an enhancement of micro-turbulence suppression. Finally, the study of the res-

onant mechanism described in this paper is further extended to nonlinear regimes,

i.e. including cross-scale coupling terms. The nonlinear features of the fast ion heat

fluxes are also investigated and reproduced with a quasi-linear model, based on the

simplified theory of Ref. 13, 30, and 31. It is shown that the resonance mechanism

can affect the energetic particle heat flux, similarly as linear ITG growth rates. In

particular, inward fluxes are observed in correspondence of the strongest fast ion

stabilization. These results are perfectly captured with the quasi-linear model based

on the reduced theoretical expression for the fast particle Vlasov equation. It may

be used to give rough estimates on the relevance of electrostatic resonance effects of

energetic particles on ITG-dominated turbulence.
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