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We experimentally study many-body localization (MBL) with ultracold atoms in a weak one-
dimensional quasiperiodic potential, which in the noninteracting limit exhibits an intermediate phase
that is characterized by a mobility edge. We measure the time evolution of an initial charge density
wave after a quench and analyze the corresponding relaxation exponents. We find clear signatures
of MBL, when the corresponding noninteracting model is deep in the localized phase. We also
critically compare and contrast our results with those from a tight-binding Aubry-André model,
which does not exhibit a single-particle intermediate phase, in order to identify signatures of a
potential many-body intermediate phase.

Introduction.— In the past decade, it has been es-
tablished that an isolated one-dimensional (1D) quantum
system with strong quenched disorder can be localized,
even if finite interactions are present [1–19]. Such a phe-
nomenon, now known as many-body localization (MBL),
represents a generic example of ergodicity breaking in
isolated quantum systems. In particular, the eigenstate
thermalization hypothesis (ETH) [20, 21] is strongly vi-
olated in such systems, leading to the inapplicability of
textbook quantum statistical mechanics. Recently, ex-
periments have found strong evidence for the existence
of an MBL phase in interacting 1D systems with random
disorder [22–24] and in models with quasiperiodic disor-
der [25, 26] captured by the Aubry-André (AA) tight-
binding lattice model [7, 27, 28]. One hallmark of the
noninteracting AA model is that the localization transi-
tion occurs sharply at a single disorder strength. As a
result, across the transition, all single-particle eigenstates
in the spectrum suddenly become exponentially localized
without mobility edges.

In contrast, there are many other 1D models which ex-
hibit a single-particle mobility edge [29–37], i.e., a critical
energy separating extended and localized eigenstates in
the spectrum. As a result, a single-particle intermediate
phase (SPIP) characterized by a coexistence of localized
and extended eigenstates in the energy spectrum appears
in the phase diagram (Fig. 1). Experimental signatures of
such an intermediate phase have been recently observed
using ultracold atomic gases in a 1D quasiperiodic optical
lattice described by a generalized Aubry-André (GAA)
model including next-nearest neighbor tunneling [38, 39],
as well as in a momentum-space lattice [40]. In the pres-
ence of interactions two natural questions arise: (i) Does
an MBL phase exist in a model, which in the limit of van-
ishing interactions exhibits an SPIP? This question has
been addressed in several numerical studies, predicting
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FIG. 1. Heuristic phase diagram of the generalized
Aubry-André (GAA) model: The noninteracting GAA
model exhibits three phases (single-particle extended, single-
particle intermediate (SPIP), and single-particle localized),
with the phase boundary denoted by A and B. Here ∆ is
the strength of the detuning lattice [Eq. (2)], while U is the
strength of the Hubbard on-site interactions [Eq. (4)]. The sit-
uation with finite interactions is unknown in theory, although
a full many-body localized (MBL) phase is believed to exist in
the regime, where the corresponding noninteracting system is
single-particle localized. Below the single-particle localization
transition point A interactions will lead to at thermal phase,
where the eigenstate thermalization hypothesis (ETH) holds.
The existence of a many-body intermediate phase (MBIP,
marked in gray) is highly debated.

MBL in some cases, but not in others [13, 41]. Definite
conclusions, however, are often challenged by finite-size
effects. (ii) Does the SPIP survive finite interactions to
become a many-body intermediate phase (MBIP)? This
would suggest the existence of an intermediate phase,
where extended and localized many-body states coexist
in the energy spectrum [15, 16, 42, 43]. Note that this
does not necessarily require the existence of a many-body
mobility edge, instead a coexistence of localized and ex-
tended many-body states at fixed energy density has been
predicted in certain models [43]. The existence of an
MBIP is highly debated in theory [44, 45] and there have
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been extensive numerical simulations in the literature as-
serting the existence of an MBIP in various different sys-
tems [9–17, 42, 43, 46–49]. Given the direct observa-
tion of the SPIP in recent experiments [39, 40], this issue
takes on immediate experimental significance regarding
the fate of this noninteracting intermediate phase as in-
teractions are added.

In this work, we address the two questions raised above
by studying quench dynamics from an initial charge-
density wave [25] with ultracold fermionic atoms in a
quasiperiodic optical lattice in a large system with more
than 100 lattice sites. We investigate the relaxation dy-
namics in the interacting GAA model and contrast them
with the interacting AA model, which has been studied in
previous works [25, 50]. The GAA model takes the con-
tinuum limit of the AA tight-binding lattice model and
contains next-nearest-neighbor tunnel couplings. This
breaks the self-duality of the AA model and therefore
leads to the appearance of an intermediate phase in the
noninteracting regime [39]. In the presence of interac-
tions the nature of the phase diagram of the GAA model
is unknown (Fig.1). Although MBL is believed to exist
in this system, it has not been varified in experiments.
We obtain two main results: (i) We establish the ex-
istence of MBL in a new model, i.e., the GAA model,
in a regime where its noninteracting counterpart is fully
localized. (ii) We find no discernible difference in the re-
laxation dynamics between the interacting GAA and AA
model for all system parameters within the experimen-
tally accessible timescales.

Experiment.— Our experimental system consists
of a primary lattice with a wavelength of λp = 532 nm
and two deep orthogonal lattices at a wavelength of
738 nm, which divide the atomic cloud into an array of
1D tubes with lattice spacing d = λp/2. The full-width-
half-maximum size of the cloud is about 150 lattice sites
with an average filling of ∼ 0.5 atoms per lattice site.
A detuning lattice (λd = 738 nm) incommensurate with
the primary lattice introduces quasi-periodicity and en-
ables the realization of both the AA and the GAA model,
depending on the primary lattice depth. In the noninter-
acting limit such a system is described by the following
continuum Hamiltonian (incommensurate lattice model)

Ĥ = − ~2

2m

d2

dx2
+
Vp
2

cos
(
2kpx

)
+
Vd
2

cos (2kdx+ φ) , (1)

where ki = 2π/λi (i = p, d) is the wavevector of the
corresponding lattice, m is the mass of the atoms, Vi
(i = p, d) is the respective lattice depth, and φ is the
relative phase between the primary and detuning lattice.
We will use the recoil energy of the primary lattice Epr =
~2k2p/(2m) with the reduced Planck constant ~ as the
energy unit throughout this work.

In the tight-binding limit (i.e., when the primary lat-
tice potential Vp is deep) the continuum Hamiltonian in

Eq. (1) maps onto the tight-binding 1D AA model,

ĤAA = −J0
∑
j,σ

(ĉ†j+1,σ ĉj,σ + h.c.)

+ ∆
∑
j,σ

cos(2παj + φ)n̂j,σ,
(2)

which describes our experiment sufficiently well at a pri-
mary lattice depth Vp & 8Epr [39]. In the above Hamil-
tonian, J0 is the nearest-neighbor hopping energy, and
∆ is the strength of the detuning lattice. The operator
ĉ†j,σ (ĉj,σ) denotes the creation (annihilation) operator for

spin σ =↑, ↓ on lattice site j, and n̂j,σ = ĉ†j,σ ĉj,σ is the
corresponding fermion number operator. The incommen-
surability α = λp/λd ' 532/738 is the ratio of primary
and detuning lattice wavelengths. The noninteracting
AA model [Eq. (2)] is well-known to have a localization
transition at ∆ = 2J0, when all energy eigenstates con-
vert from being extended to localized [7].

Beyond the tight-binding limit, corrections have to be
added to the AA model. These corrections can be derived
via a Wegner flow approach [38], leading to a GAA model
Hamiltonian ĤGAA = ĤAA + Ĥ ′, with

Ĥ ′ = J1
∑
j,σ

cos

[
2πα

(
j +

1

2

)
+ φ

]
(ĉ†j+1,σ ĉj,σ + h.c.)

− J2
∑
j,σ

(ĉ†j+2,σ ĉj,σ + h.c.)

+ ∆′
∑
j,σ

cos(4παj + 2φ)n̂j,σ. (3)

For a detailed description of the parameters see [51].
Note that the GAA model of Eq. (3) is by definition
non-nearest-neighbor and therefore cannot be character-
ized by a single dimensionless parameter ∆/J0 as in the
AA model.

Experimentally, the GAA model is realized with a shal-
lower primary lattice with Vp = 4Epr [38, 39]. We employ
an atom cloud of about 5×104 fermionic 40K atoms at a
temperature of 0.15(2)TF , where TF is the Fermi temper-
ature in the dipole trap, and load it into the 3D optical
lattice. The gas consists of an equal spin mixture of the
states |↑〉 ≡ |mF = −7/2〉 and |↓〉 ≡ |mF = −9/2〉 of the
F = 9/2 ground state hyperfine manifold. On-site inter-
actions can be controlled via a magnetic Feshbach res-
onance at 202.1 G, resulting in tunable Fermi-Hubbard-
type interactions, described by

ĤU = U
∑
j

n̂j,↑n̂j,↓. (4)

Using a superlattice with wavelength 2λp, an initial
CDW is created in the primary lattice, where only even
sites are occupied and the spin states are randomly dis-
tributed [25]. The formation of doubly-occupied sites is



3

10 20 40 100

Evolution time (τ)

0.05

0.10

0.20

0.50
Im

b
al

an
ce

 I

∆ =2.1J0 , GAA

∆ =3.1J0 , GAA

∆ =2.1J0 , AA

∆ =3.1J0 , AA

FIG. 2. Time evolution of the imbalance: Measured im-
balance time traces in the AA model [Vp = 8.0(1)Ep

r ] and the
GAA model [Vp = 4.0(1)Ep

r ] at a fixed interaction strength
U/J0 = 1. Every data point is averaged over six different de-
tuning phases φ, and error bars denote the standard error of
the mean. The dashed lines are power-law fits to the experi-
mental data. The solid lines are numerical simulations of the
time traces in a system of L = 16 sites [51] and the shaded
regions indicate numerical uncertainties.

suppressed by strong repulsive interactions during lat-
tice loading such that the fraction of doublons is below
our detection limit [25]. Time evolution is initiated by
quenching the primary lattice to a variable depth Vp and
simultaneously superimposing the detuning lattice with
a strength Vd and phase φ relative to the primary lattice.
To detect the localization properties of the system, we
measure the density imbalance between atoms on even
(Ne) and odd (No) sites I = (Ne − No)/(Ne + No).
This quantity is extracted using a bandmapping tech-
nique [52, 53]. Due to the CDW initial state, a finite
steady-state imbalance I directly signals the presence of
localized states through the retention of the initial state
memory following the quench.

Time evolution of the imbalance.— Many the-
oretical studies have focused on the regime of weak in-
teractions U/J0 ≤ 1 searching for an MBL phase as well
as an MBIP [10, 13, 15, 16, 35, 38, 46, 49]. In this work,
we measure the imbalance as a function of time for a
fixed interaction strength U/J0 = 1 and various detun-
ing lattice strengths Vd in the AA and GAA model. The
imbalance is monitored between 10τ and 100τ for the
GAA model, or between 10τ and 40τ for the AA model,
where τ = ~/J0 is the tunneling time in the respective
model. The different measurement times are due to the
different values of τ in the two models since they differ
in the primary lattice depth (see [51]). Note that the ac-
tual measurement time of about 10 ms is approximately
identical for both models, as it is limited by the pres-
ence of residual external baths acting independently of

the studied model [54, 55]. We omit the initial dynamics
of the imbalance at t < 10τ showing damped oscillations
accompanied by a rapid decay from the starting value
I(t = 0) = 0.90(2) [25, 50].

In Fig. 2 we present a comparison of the time traces for
both models for two different detuning lattice strengths
on a doubly logarithmic scale. The single-particle local-
ization transition of the AA model and the extended-to-
SPIP transition in the GAA model are both located at
roughly ∆/J0 = 2 [27, 38, 51]. Below the transition the
imbalance decays to zero quickly within few tunneling
times due to the absence of localized states. Therefore,
we focus on detuning lattice strengths larger than the
critical detuning ∆/J0 = 2. In the weakly-interacting
regime (U/J0 = 1) we find that the time traces at weak
detuning strength (∆/J0 = 2.1), just above the single-
particle localization transition [51], exhibit a consider-
able imbalance decay over the observation time, irrespec-
tive of the underlying model. The second set of traces
(∆/J0 = 3.1) in Fig. 2 is recorded deep in the local-
ized phase of both corresponding noninteracting models.
We find that the imbalance decay in the second set is
much slower compared to the first one, and the overall
imbalance values are distinctly larger at all measurement
times in the second set. This is again valid for the AA
as well as the GAA model. The experimental data is in
reasonable agreement with exact diagonalization simula-
tions with eight particles on 16 lattice sites, which were
averaged for random initial spin configurations [51]. The
offset is most likely caused by the harmonic trap present
in the experiment [25].

We attribute the different behaviors of the imbal-
ance dynamics of the AA model at different disorders
to a many-body localized and many-body extended (i.e.,
ETH) phase [7, 25], above and below an interaction-
dependent critical disorder strength respectively. Due to
the remarkably similar dynamics in the GAA model, we
infer that MBL exists in this model despite the presence
of an SPIP in the noninteracting limit. The data further
shows that we have a many-body extended phase at weak
detuning, while for strong detuning the interacting sys-
tem is likely many-body localized. Finally, we observe
that the imbalance time traces of the two models are
indistinguishable within our resolution, both above and
below the MBL transition.

Relaxation exponents.— To better quantify the
relaxation dynamics, we fit the imbalance time traces
using a power-law function I ∝ t−ξ (Fig. 2), and ex-
tract the resulting exponents ξ as shown in Fig. 3. Note
that a power-law description for a system with quasiperi-
odic potentials is not motivated by the standard Grif-
fiths description, which is presumably only applicable for
randomly disordered systems [18, 56–58]. Nonetheless,
we find our data to be well described by such power-
laws. For a detailed discussion of the applicability of
this picture see Ref. [50]. In the GAA model we ob-
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ETH

FIG. 3. Power-law exponents: Measured relaxation ex-
ponents as a function of the detuning strength for the GAA
model at U/J0 = 1. The error bars denote the uncertainty
of the fit. The blue shaded region shows the result of numer-
ical simulations including fit uncertainties, while the brown
shaded area indicates a regime of slow dynamics with finite
relaxation exponents reminiscent of the slow dynamics ob-
served in the interacting AA model [50]. The lower part of
the figure represents the situation in the noninteracting sys-
tem which exhibits an extended and a localized phase as well
as a single-particle intermediate phase whose numerically pre-
dicted width [51] is represented by the gray shaded region.

serve that the exponents reach a value of 0.33(5) just
above the single-particle localization transition point,
for larger detuning lattice strengths the exponents de-
crease and finally converge to a constant positive plateau
around ∆/J0 = 3.0(2), which is significantly larger than
the single-particle localization transition point ∆/J0 '
2.6 [51]. Although the relaxation exponent is expected
to be strictly zero (ξ = 0) in the MBL phase, we regard
our system to be many-body localized in this regime and
attribute the residual decay to the existence of exter-
nal baths. Off-resonant photon scattering [55, 59] and
couplings between different 1D tubes [54] give rise to a
finite imbalance lifetime even in the many-body localized
phase. Moreover, the experimental exponents are in rea-
sonably good agreement with numerical simulations in a
system with L = 16 sites [51]. This observation implies
that MBL indeed can occur in a system with an SPIP
at least in a regime, where the corresponding noninter-
acting model is fully localized (Fig. 3). A larger critical
disorder strength is expected, since interactions tend to
delocalize the system [25].

As pointed out above, below the single-particle local-
ization transition the imbalance decay is very fast, corre-
sponding to a thermal phase. For intermediate detuning
strengths between ETH and MBL we observe slow dy-
namics (brown shaded area in Fig. 3), which are charac-
terized by finite relaxation exponents. A similar interme-
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FIG. 4. Power-law exponents: Direct comparison of the re-
laxation exponents for both models and interaction strengths.
Error bars denote the uncertainty of the fit. Solid lines are
guides to the eye. The width of the corresponding SPIP for
various lattice depths can be found in Ref. [51].

diate phase of slow dynamics has been found previously
in the interacting AA model [50]. In this intermediate
phase of the GAA model one could expect that the pres-
ence of extended states gives rise to a faster relaxation
of the imbalance since the single-particle extended states
may act as a bath for the coexistent localized states, when
coupled by interactions. In order to investigate this as-
sumption, we compare the relaxation exponents of the
GAA model and the AA model (Fig. 4), where a simi-
lar mechanism is expected to be absent. The dynamics
turn out to be indistinguishable within the experimental
uncertainties across all investigated detuning strengths.
This fact provides an indication that the extended states
in the noninteracting spectrum do not act as an effec-
tive bath thermalizing the whole system, at least within
the time scales of our experiment. We also numerically
investigate longer evolution times, where we find hints
towards a faster relaxation in the intermediate regime in
the GAA model, although this observation is not fully
conclusive due to finite-size limitations [51].

It has been proposed that an MBIP may also exist at
large interactions due to symmetry-constrained dynam-
ics [11]. We perform measurements at stronger interac-
tions U/J0 = 4 again for both models as shown in Fig. 4
and [51]. The exponents at the same detuning strengths
are overall larger at stronger interactions, accompanied
by a shift of the critical disorder strength for MBL. Also
for the case of strong interactions we find that the expo-
nents are remarkably similar.

Outlook.— We have experimentally and numeri-
cally investigated the localization transition of the GAA
model in the presence of interactions. We find that for
large enough detuning lattice strengths, the system likely
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reaches the many-body localized phase, when all single-
particle states in the corresponding noninteracting limit
have been localized. Furthermore, we compare the ex-
perimental relaxation exponents in the AA model and
the GAA model for multiple detuning and interaction
strengths, and find that they are similar on short time
scales in agreement with numerical simulations, indicat-
ing that the coexistent extended states do not serve as an
efficient bath within the experimentally accessible time
scales for the initial states probed in this work. Generally,
our results do not rule out the existence of an MBIP, since
the experiment is limited to finite times due to the pres-
ence of external baths and the imbalance measurement
alone may not be a reliable diagnostic to decisively detect
it. Note, however, that these considerations are based on
the assumption that no intermediate phase exists in in-
teracting AA model, however, the intermediate phase of
slow dynamics [50] is not yet fully understood [60] and
requires further investigations. A possible explanation of
the qualitatively similar relaxation dynamics observed in
this work could be that the mechanism responsible for
the slow dynamics in both models is indeed of similar
physical origin. In the future, it is worthwhile to extend
the experimental measurements to much longer times in
order to investigate the stability of MBL and reveal po-
tential delocalization mechanisms introduced by the spin
degree of freedom [61–66]. In addition, it is desirable
to find a definitive experimental diagnostic for the pos-
sible many-body intermediate phase, which is currently
lacking.
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[4] M. Žnidarič, T. Prosen, and P. Prelovšek, “Many-body
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Supplemental Material

EXPERIMENTAL DETAILS

Data evaluation

To record the time traces as shown in Figs. 2 and S2
we take measurements at ten different evolution times,
which are evenly spaced on a logarithmic time scale ei-
ther between 10 and 100τ in the GAA model or 10τ and
40τ in the AA model. One tunneling time in the AA
model is τ ' 0.29 ms and in the GAA model τ ' 0.11 ms
respectively. Each data point is averaged over six differ-
ent detuning phases φ [see Eq. (1)] and error bars denote
the standard error of the mean.

To determine the relaxation exponents ξ of the power-
law I ∝ t−ξ, we fit a linear function to log(I) versus
log(t). The error bars in Figs. 3, 4 and S3 denote the
fit uncertainty of the slope of the linear function which
directly corresponds to the relaxation exponent ξ.

Averaging over a 2D array of 1D systems

Our experiment is carried out in a three-dimensional
optical lattice. The system is split into individual one-
dimensional tubes along the x-direction via deep orthog-
onal lattices along the y- and z-direction with a depth of
40Epr each. The corresponding tunneling rate J⊥ along
these axes is reduced by a factor J⊥/J0 = 6 × 10−4 in
the GAA model and J⊥/J0 = 2×10−3 in the AA model.
Due to the Gaussian-shaped intensity profile of the laser
beams (beam waist ∼ 150 µm), inner and outer tubes
have slightly different values of Vp and Vd. In our detec-
tion sequence, the bandmapping procedure [52, 53] prac-
tically averages over all 1D systems such that our mea-
sured imbalance reveals the average dynamics of tubes
with different lattice depths, weighted by the respective
atom numbers. In this section we present a detailed anal-
ysis of the impact of tube-averaging on the total system
itself and on our main experimental observable, the im-
balance.

From in-situ images the cloud size (FWHM) was deter-
mined to be 42 µm in the horizontal x-y-plane and 12 µm
in the vertical x-z-plane. This information is used to de-
rive the atom number distribution as a function of the
relative lattice depths Vp and Vd as well as the detuning
strength ∆/J0 given in Eq. (S01). The result is shown in
Fig. S1. Evidently, outer tubes with shallower primary
and detuning lattice exhibit a weaker detuning strength
because both smaller Vd and Vp (and thus larger J0) re-
duce the relative detuning strength. This effect depends
on the primary lattice depth and is enhanced upon going
to deeper primary lattices. In the noninteracting limit
this results in a situation, where the central 1D systems
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FIG. S1. Impact of tube averaging: Distribution of de-
tuning strengths ∆/J0 in a tube-averaged system when the
central tube is set to ∆/J0 = 3. The tube averaging effect is
stronger for deeper primary lattice depth. The black dashed
line shows the relative weight of the tubes, corresponding to
the atom number.

are fully localized while the ones at the edge of the sys-
tem are in the delocalized regime. At the same time the
contribution of the different 1D systems to the overall
signal is weighted by the respective atom number.

The main question in this context is how the tube aver-
aging affects the imbalance measurement in the presence
of interactions on our experimental timescales up to 100
tunneling times. From Fig. 3 in the main text we see
that a weaker detuning results in a larger relaxation ex-
ponent in the regime of slow dynamics (brown shaded
area). Consequently, tube averaging will result in larger
relaxation exponents ξ as compared to a homogeneous
system. This effect is enhanced for deep primary lattices
(Fig. S1), hence having a larger effect on the dynamics
in the AA model, with Vp = 8Epr , as compared to the
GAA model, where Vp = 4Epr . Using a weighted aver-
age of the numerical relaxation exponents from Fig. 3
we estimate this difference to be on the order of 0.04
for 2.0 < ∆/J0 < 3.0. Indeed we observe a small off-
set in the relaxation exponents of both models (Fig. 4),
which is likely explained by this effect. However, our
conclusion that the presence of extended states in the
intermediate regime does not lead to a faster relaxation
in the GAA model remains valid and is not affected by
tube-averaging.

Model parameters

In this paper, we investigated two lattice models, which
are valid in different regimes. The AA model is the tight-
binding approximation of the continuum Hamiltonian in
Eq. (1) and implemented in the experiment by a deep
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(Vp = 8Epr ) primary lattice such that next-nearest neigh-
bor hopping can be neglected. Relevant parameters in
this model are the nearest-neighbor tunneling amplitude
J0 and the detuning strength ∆. In the GAA model, the
tight-binding description is no longer valid and correc-
tions have to be added to the terms of the AA model,
which lead to the appearance of an SPIP. Up to first
order, these are the correction to the nearest-neighbor
tunneling amplitude in the primary lattice due to the de-
tuning lattice J1, the next-nearest-neighbor hopping am-
plitude in the primary lattice J2 and a correction to the
detuning strength and thus to the on-site potential ∆′.
We employ two methods to calculate these parameters,
an analytical calculation based on the first band Wan-
nier functions of the primary lattice and the numerical
Wegner flow approach.

The tight-binding parameters of the AA-model as well
as the next-nearest neighbor tunneling amplitude can
be computed analytically via the unperturbed Wannier
functions wj of the primary lattice at site j:

J0 = −〈w0| Ĥ0 |w1〉 ≡ −
∫ ∞
−∞

dxw∗0(x)Ĥ0w1(x),

∆ =
Vdα

2

2Epr
〈w0| cos(2αkpx) |w0〉 ,

J2 = −〈w0| Ĥ0 |w2〉 ,

(S01)

where Ĥ0 = − ~2

2m
d2

dx2 +
Vp

2 cos(2kpx). Note that the
parameter J2 is independent of the detuning strength
Vd. When the experimental lattice depths Vp and Vd are
known, the parameters in Eq. (S01) can be computed
directly.

The remaining parameters J1 and ∆′, however, require
the Wannier functions of the detuned primary lattice and
cannot be computed in that manner. Instead, the Weg-
ner flow method [38] is required to generate the full set of
parameters. Starting from the continuum model [Eq.(1)]
with lattice depth Vp and Vd the GAA Hamiltonian in
Eq. (3)] with the parameters J0, J1, J2, ∆ and ∆′ is gen-
erated. Up to the restriction of the analytical method
mentioned above both methods are equivalent and yield
the same values for the parameters summarized in Ta-
ble S1.

Additionally, we would like to specify how the con-
nection between the GAA and AA model is established.
In the experiment we choose the model via the primary
lattice depth Vp and set the desired detuning strength
via the depth of the incommensurate lattice Vd. In the
simulation we fixed the primary lattice strength to be
Vp = 4Epr , and choose various different values for the de-
tuning strength Vd. For each (Vp, Vd) pair, we first gener-
ate the corresponding GAA model parameters using the
Wegner flow method [38] (see Table S2). These parame-
ters then enable us to simulate the temporal evolution of
the density imbalance in the GAA model. In order to ob-
tain the corresponding AA model results, we remove the

GAA model AA model
Vp = 4Ep

r Vp = 8Ep
r

J0/h (Hz) 1508 543
J2/J0 −0.072 −0.021

∆/J0 = 2.1 ∆/J0 = 3.1 ∆/J0 = 2.1 ∆/J0 = 3.1
Vd (Ep

r ) 0.52 0.77 0.16 0.24
−J1/J0 0.23 0.35 0.057 0.085
−∆′/J0 0.016 0.036 0.002 0.006

∆/J0 = 2.5 ∆/J0 = 4.0 ∆/J0 = 2.5 ∆/J0 = 4.0
Vd (Ep

r ) 0.62 1.00 0.19 0.31
−J1/J0 0.28 0.45 0.067 0.11
−∆′/J0 0.023 0.060 0.004 0.010

TABLE S1. Model parameters: The table summarizes the
relevant model parameters used in the experiment. While in
the AA model, higher order corrections are negligible, they
have to be accounted for in the GAA model. Note the the
sign of J1 and J2 is opposite to J0 due to our convention in
Eqs. (2) and (3).

Vd (Ep
r ) 0.50 0.57 0.62 0.70 0.77 0.83 0.90 1.00

∆/J0 2.01 2.27 2.49 2.81 3.08 3.34 3.61 4.01
−J1/J0 0.22 0.26 0.28 0.31 0.34 0.37 0.40 0.45
−∆′/J0 0.015 0.019 0.023 0.030 0.036 0.042 0.049 0.060

TABLE S2. Conversion from the continuum model
with Vp = 4Ep

r to the GAA model: These parameters
were derived via the Wegner flow approach. The other pa-
rameters from Eq. (3) only depend on the primary lattice
depth Vp and are listed in Table S1.

H ′ term in Eq. (3) from the GAA model Hamiltonian,
and calculate the dynamics accordingly. The conversion
from Vd to ∆/J0 is thus independent of the model. This
is unlike the experiment where due to the different pri-
mary lattice depths J0 has a different value and thus Vd
has to change in order to get the same detuning in units
of ∆/J0. This circumstance is visualized in Table S1 and
Fig. S3.

Time traces and exponents for U/J0 = 4

In the main text we focused on the case of weak inter-
actions (U/J0 = 1) and found that the imbalance can-
not resolve a difference in the relaxation dynamics of the
models, induced by a potential many-body intermediate
phase. For completeness we show the data for stronger
interactions (U/J0 = 4) here, in particular the corre-
sponding time traces (Fig. S2) and relaxation exponents
(Fig. S3). We basically observe the same behavior as for
weak interactions, namely, an indistinguishability of the
imbalance time traces accompanied by the same relax-
ation exponents within our experimental resolution.

Moreover, we observe, as expected from previous stud-
ies on the AA model [25, 50], an interaction-dependent
transition point from the extended to the localized phase.
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FIG. S2. Time evolution of the imbalance at strong
interactions: Measured imbalance time traces of both mod-
els at interaction strength U/J0 = 4. Error bars denote the
standard error of the mean. The dashed lines are power-law
fits to the experimental data. Solid lines are numerical sim-
ulations of the time traces in a system of L = 16 sites and
shaded regions indicate the numerical uncertainty.

The critical detuning is presumably the same in the AA
and the GAA model and extracted to be ∆/J0 = 4.0(4)
and thus significantly larger than for U/J0 = 1. Our
experimental results are also in good agreement with
the exact diagonalization simulations in a system with
L = 16 sites. The experimental and numerical expo-
nents in Fig. S3 deviate at large detuning strengths due
to residual decay mechanisms in the experiment. As men-
tioned in the main text these are mainly attributed to
off-resonant photon scattering [55, 59] and finite coupling
between neighboring 1D tubes [54].

The width of the single-particle intermediate phase

As explained in the main part as well as in refer-
ences [38, 39] the intermediate phase of the single-particle
GAA model depends on the primary lattice depth Vp.
This is due to the fact that the correction factors J1,
J2 and ∆′ increase for lower Vp and in particular the
next-nearest neighbor tunneling has the largest impact
on the SPIP. We present the numerically predicted lower
and upper bound of the SPIP of an ideal system derived
from the normalized (NPR) and inverse participation ra-
tio (IPR) for a system of L = 369 lattice sites (Fig. S4).
One observes that the onset of single-particle localization
is slightly below ∆/J0 < 2.0, for deeper primary lattice
depth, the localization transition point approaches the
well-known value of the AA model (∆/J0 ' 2.0) [7]. One
gets a broad intermediate phase up to ∆/J0 ' 3.0 for
Vp = 3Er, which consistently shrinks for deeper primary
lattice when approaching the tight binding AA model,
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FIG. S3. Power-law exponents: Measured relaxation ex-
ponents as a function of the detuning strength for the AA
model and the GAA model at U/J0 = 4. The error bars de-
note the uncertainty of the fit. The rectangles are the numer-
ically extracted exponents and the uncertainty is represented
by the shaded region. The gray region indicates the regime
of the single-particle intermediate phase (SPIP).

which is known to not exhibit an SPIP.
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FIG. S4. Numerically predicted phase diagram of the
noninteracting GAA model: The gray shaded area de-
notes the intermediate phase, where single-particle localized
and extended states coexist. Its boundaries were derived from
the IPR and NPR on a system with 369 sites. The width of
this phase shrinks upon approaching the tight-binding limit
where the continuum Hamiltonian in Eq. (1) is well approx-
imated by the AA model [Eq. (2)]. Experimental data was
taken at primary lattice depths 3, 4 and 8Er.

Finally, it is worth mentioning that it is not favorable
to go to even shallower primary lattice depths because
this requires the detuning lattice to be deeper in order
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to generate the same relative detuning strength in units
of ∆/J0. For Vp ≤ 2Er and ∆/J0 ≥ 2 the primary and
detuning lattices have similar strengths and a distinction
between them becomes meaningless. Moreover, the de-
scription according to Hamiltonian (3) becomes invalid
as second and higher order corrections have to be taken
into account.

Additional data for Vp = 3Er

In the analysis of the data taken at Vp = 4Er and
Vp = 8Er no direct evidence for the existence of an
MBIP could be seen in the relaxation dynamics. We
therefore present additional data taken at Vp = 3Er in
order to increase the difference between the two models
as compared to the results presented in the main text.
For fixed interaction strength U/J0 = 1 we record im-
balance time traces for different detuning strengths and
analyze the relaxation dynamics by fitting a power-law to
the traces and extracting the decay exponent. Exemplary
time traces between 10 τ and 100 τ for the same detun-
ing strengths as in the main text (∆/J0 = 2.1 within the
SPIP and ∆/J0 = 3.1 within the single-particle local-
ized phase) are shown in Fig. S5 on a doubly logarithmic
scale. One tunneling time is approximately 81 µs such
that the total time is still comparable to the parameters
used for the data presented in the main text.

10 20 40 100

Evolution time (τ)

0.05

0.10

0.20

0.50

Im
b

al
an

ce
 I

∆ =2.1J0 , Vp =3E p
r

∆ =3.1J0 , Vp =3E p
r

∆ =2.1J0 , Vp =8E p
r

∆ =3.1J0 , Vp =8E p
r

FIG. S5. Time evolution of the imbalance: Much like
in Fig. 2 we present imbalance time traces for two different
detuning strengths ∆/J0 and fixed interactions U/J0 = 1.
Each data point is averaged over six detuning phases. The
dashed lines are power-law fits and the error bars denote the
standard error of the mean.

In Fig. S6 we compare the measured relaxation expo-
nents ξ for three different primary lattice depths as a
function of the detuning strength ∆/J0. In particular,

within the experimental resolution no difference is ob-
served between Vp = 3Er and Vp = 4Er such that a
broader intermediate phase does not express itself in a
different relaxation rate within the regime of the SPIP
in agreement with our main conclusions presented in the
main text.
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FIG. S6. Power-law exponents: Summary plot of the mea-
sured relaxation exponents for all investigated primary lattice
depths and interaction strength U/J0 = 1 derived from a
power-law fit to the respective imbalance time traces. Error
bars denote the fit uncertainty.

NUMERICAL SIMULATIONS

In this section we present details of our numerical sim-
ulations in a system with up to L = 16 sites. In partic-
ular, because we are dealing with an interacting system,
it is inconvenient to work with the continuum model in
Eq. (1). Instead, all simulations are based on lattice mod-
els, including both the AA model in Eq. (2) and the GAA
model in Eq. (3).

The quench dynamics of an initial CDW state

The temporal evolution of the density imbalance stud-
ied in our experiment can be simulated efficiently in a
system with L ≤ 16 sites. For L > 16, the finite size cal-
culation becomes prohibitively difficult in the presence
of interactions because of the exponential increase in the
Hilbert space size. Moreover, the system size has to be a
multiple of four in order to account for the charge-density
wave initial state and an equal spin mixture. As a result,
we choose to work with L = 8, 12, and 16 only. We take
open boundary conditions and fix α = 532/738 in the AA
and GAA model, in accordance with the experiment. All
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FIG. S7. Interacting (U = 4J0) imbalance time traces
in a system with L = 16 sites and Vp = 4Ep

r : The three
data sets are chosen when the noninteracting system is in
the intermediate phase (Vd = 0.50Ep

r ), above the interme-
diate phase (Vd = 0.77Ep

r ), and deep in the localized phase
(Vd = 1.10Ep

r ), respectively. The solid lines are power-law fits
between 20τ and 100τ .

other parameters in the GAA model are generated by
the Wegner flow method from the continuum model in
Eq. (1) for each pair of Vp and Vd. The initial CDW
state is chosen to have zero magnetization and quarter-
filling (L/4 up spin and L/4 down spin fermions). These
spins are randomly distributed throughout all even sites,
and no doublons are allowed in the initial states. The
resulting Hilbert space dimension is 784 for L = 8, 48400
for L = 12, and 3312400 for L = 16. Each density im-
balance result is obtained as an average over 8 random
initial state realizations and 10 random phases φ. Due
to the large Hilbert space dimension for L = 16, such a
calculation is most efficiently carried out using the kernel
polynomial method (KPM) [67].

Figure S7 shows exemplary time traces of the density
imbalance I for three typical values of Vd, from which we
can extract a power-law fit and obtain the correspond-
ing exponents ξ, which are used extensively in this work.
We can further perform an approximate finite-size scaling
analysis in the interacting system (U/J0 = 4). Specifi-
cally, we first calculate the time traces of I in a system
of L = 8, 12, and 16 sites, and then extrapolate the re-
sults to L = ∞ by plotting the exponent ξ at a given
Vd as a linear function of 1/L, as shown in Fig. S8. The
intercept on the vertical axis yields the extrapolated ex-
ponent, which we denote as ξ∞. Such a result is shown
as the L = ∞ curve in Fig. S9. From a comparison of
the data points and the linear extrapolation function we
can see that this analysis tends to overestimate ξ∞ for
smaller Vd, but works better when the system is more
localized.
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FIG. S8. Finite-size scaling of the interacting expo-
nents: The interacting exponent ξ in the L → ∞ limit is
estimated crudely by extrapolating the corresponding expo-
nent in a system with L = 8, 12, and 16, respectively.
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FIG. S9. Estimate of the localization transition point:
In this plot we again have U = 4J0, and Vp = 4Ep

r . The
results for L = 8, 12, and 16 are included in the plot, together
with a dataset (L = ∞) obtained by finite-size scaling. We
also reproduce the experimental exponent ξ from Fig. S3.

Numerical results at longer times

It is helpful to go beyond the current experimental
results by numerically calculating the quench dynamics
at much longer times (although in a small system). The
key question we want to answer is whether there is a
qualitative difference between the dynamics at short (<
100τ) and long (> 100τ) time scales. This question is
motivated by the possibility that the coupling between
extended and localized states might be small such that
differences in the dynamics only become visible at longer
times.
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FIG. S10. Numerical results for the density imbalance
in the GAA and AA models in the long time limit:
The interaction strength is U/J0 = 4. The AA model is shown
in green, the GAA model in blue and the brightness translates
to the corresponding detuning strength. The finite value in
the lower traces is due to finite-size errors.

We carry out numerical simulations to explore the re-
laxation dynamics at longer time scales between 100 and
500τ , a regime that cannot be reached in the present
experiment due to residual external baths. Hence, al-
though these numerical simulations are carried out in
a much smaller system (L = 16), they provide an im-
portant complementary perspective for our experimen-
tal results. Figure S10 shows the computed imbalance
time traces for three different detuning strengths. The
three curves are chosen such that the corresponding non-
interacting system is in the extended, intermediate, and
localized regime, respectively [38]. One can clearly iden-
tify a thermal regime (∆/J0 = 0.8) which is characterized
by a fast initial decay and a small stationary imbalance,
which we mostly attribute to finite-size effects in the sim-
ulations. Contrarily, the MBL regime (∆/J0 = 4.0) is
characterized by a large and almost non-decaying imbal-
ance. Finally, the third trace (∆/J0 = 2.2) taken below
the MBL transition exhibits slow dynamics [50] that can
be consistently fit to a power-law description I ∝ t−ξ

between 100τ and 500τ , which provides a good opportu-
nity for us to explore potential differences between short
and long-term dynamics. Specifically, we can extract the
relaxation exponent ξ within this time scale, and check
if there is an appreciable difference between the AA and
GAA model. The results are shown in Fig. S11.

The results in Fig. S11 suggest that for strong de-
tuning lattices (∆/J0 & 2.7) the relaxation exponents
ξ extracted from both models are very similar, and de-
crease towards zero, suggesting the existence of an MBL
phase at large detuning, which is consistent with our ex-
perimental results that were obtained at shorter time
scales. Within the single-particle intermediate phase
(2.0 < ∆/J0 < 2.6), however, the exponents of the GAA
model are slightly larger than those of the AA model,
indicating that the single-particle extended states might
possibly contribute to the relaxation of the system at this
longer time scale. However, due to finite-size limitations
of this calculation, these results are not fully conclusive.
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FIG. S11. Numerical relaxation exponents ξ: The ex-
ponents are extracted from power-law fits between 100τ and
500τ . The system size is L = 16, the primary lattice depth is
4Ep

r , and U/J0 = 4. Error bars denote the uncertainty of the
fit.
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