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#### Abstract

The under integration of the volume terms in the discontinuous Galerkin spectral element approximation introduces errors at non-conforming element faces that do not cancel and lead to freestream preservation errors. We derive volume and face conditions on the geometry under which a constant state is preserved. From those, we catalog eight constraints on the geometry that preserve a constant state. Numerical examples are presented to illustrate the results.


## 1 Introduction

The use of high order methods with naively computed geometry and metric terms can lead to undesired errors. One class of such errors often discussed in the literature are the so-called free-stream preservation errors, where a uniform flow without external forces changes in time due solely to errors in the metric terms. The importance of satisfying free-stream preservation by a numerical approximation method has been emphasized many times e.g. [38, 40, 39, 33, 35, 16]. Failure to satisfy the condition can induce artificial sources that can generate spurious waves and affect numerical and flow stability.

In the absence of external forces, inviscid and viscous flows, for instance, are free-stream preserving. On a fixed three-dimensional domain $\Omega(\vec{x})$, the Euler equations of gas dynamics and the compressible Navier-Stokes equations can be written in conservation form as

$$
\begin{equation*}
\mathbf{u}_{t}+\nabla \cdot \overleftrightarrow{\mathbf{f}}=0 \tag{1}
\end{equation*}
$$

[^0]where $\mathbf{u}$ is the five dimensional state vector and
\[

$$
\begin{equation*}
\overleftrightarrow{\mathbf{f}}=\sum_{n=1}^{3} \mathbf{f}_{n} \hat{x}_{n} \tag{2}
\end{equation*}
$$

\]

is the (covariant) flux vector, whose components are state vectors. We denote the solution and flux vectors here by bold face and spatial vectors by arrows. Double arrows represent space vectors of state vectors. The viscous terms for a constant flow vanish because the gradients are zero. The remaining Euler fluxes are homogeneous functions of degree one, i.e, $\mathbf{f}_{n}=\underline{A}_{n}(\mathbf{u}) \mathbf{u}$. When $\mathbf{u}=\mathbf{c}=$ const then $\mathbf{f}_{n}=\underline{\mathrm{A}}_{n}(\mathbf{c}) \mathbf{c}=$ const. Then the divergence of the constant flux is zero, which leads to the statement that a uniform flow stays uniform for all time.

Equations of the type ((1)) can be accurately and efficiently approximated by spectral element methods, especially discontinuous Galerkin versions (DGSEM) [4],[9],[13],[19]. The physical domain is subdivided into elements and on those elements the solution and fluxes are approximated by high order polynomials. The high order of the methods enables them to use curved elements to accurately approximate curved physical boundaries [23],[27],[2]. If curved elements are used not just at the physical boundaries but also in the neighboring volume, then thinner and longer (anisotropic) elements can be used without physical boundaries crossing interior element boundaries [11]. The importance of accurately curving boundaries is discussed in [11] and [32]. Curved element mesh generation is currently a topic of research [36],[12],[41],[31],[5].

Hexahedral or quadrilateral versions of spectral element methods have a number of computational advantages [24]. Most notable is the available tensor product basis, which makes the computation of spatial derivatives very efficient. They are also well suited for computing thin layers like boundary layers. But hexahedral or quadrilateral spectral element methods also have disadvantages: They are not easily generated and they are not easy to refine locally.

Geometrically, the easiest way to refine a quadrilateral or hexahedral mesh is to make the mesh non-conforming [37]. A mesh is conforming when neighboring elements share a corner point, an entire edge, or an entire face. In geometrically non-conforming meshes, two elements might share a partial edge or face. Geometrically non-conforming elements require a modification of the usual method to couple them. A conservative approach was introduced in [15] and [18] where the surface fluxes were computed on a separate mortar space and then projected back onto the element surfaces. Stability for straight-sided elements in case of linear hyperbolic systems was shown in [3],[26]. Entropy stability for non-linear hyperbolic systems is more delicate and needs a different approach [28]. Other examples include static mesh application of the mortar methods [14] and sliding mesh applications in [42].

Curved elements with non-conforming faces, however, can introduce geometrically induced errors, including free-stream preservation errors, that are not seen with straight-sided elements. Such geometrically induced errors do not have to be small. Fig. 1 shows a simple mesh on which the pressure errors are $0.2 \%$ using a fourth order interpolation polynomial to approximate both the solution and the geometry.

In this paper we show that free-stream preservation errors are generally introduced in the DGSEM approximation on non-conforming curved elements, as depicted in Fig. 1. We then derive sufficient conditions to ensure free-stream preservation on non-conforming meshes where the elements are nonconforming due to subdivision of a parent element, e.g., Fig. 2. Since the conditions are purely geometrical, it is likely that other high order methods share the same issues, e.g. high order flux reconstruction (FR) methods are similar to DG [1],[29].


Fig. 1 Cutaway of the absolute value of pressure fluctuations with geometrically induced free-stream errors. Solution of the Euler equations at $t=4.0$ in a fully periodic domain, initialized with free-stream $\left(\rho, v_{1}, v_{2}, v_{3}, p\right)=$ (0.7, 0.2, 0.3, -0.4, 1.0).


Fig. 2 Schematics of conforming elements (a) and geometrically non-conforming elements (b) where the left element $e^{L}$ is subdivided into eight child elements $c_{k}$. In general, the element faces will be curved.

## 2 The Spectral Element Mesh

The mesh is an unstructured subdivision of a domain $\Omega$ into non-overlapping hexahedral elements. If all elements in a mesh share an entire edge, face, or only a corner, then the mesh is geometrically conforming (Fig. 2a). Unstructured hexahedral element meshes are difficult to construct, but have desirable properties [24]. However, local refinement in a hexahedral mesh is most easily accomplished by introducing non-conforming elements (Fig. 2b), where two elements might share only part of a face or edge. For our purposes here, it is sufficient to consider when a neighboring element $e^{L}$ is subdivided into eight child elements, $c_{i}, i=1,2, \ldots, 8$.

To be used in the approximation, each element is mapped to a reference element $E=[-1,1]^{3}$. Precisely, one maps from the reference coordinates

$$
\begin{equation*}
\vec{\xi}=\sum_{i=1}^{3} \xi^{i} \hat{\xi}^{i}=\left(\xi^{1}, \xi^{2}, \xi^{3}\right)=(\xi, \eta, \zeta)=\xi \hat{\xi}+\eta \hat{\eta}+\zeta \hat{\zeta} \in[-1,1]^{3} \tag{3}
\end{equation*}
$$

to the element by a transformation $\vec{x}=\vec{X}(\vec{\xi})$, where $\vec{x}=(x, y, z)=\left(x_{1}, x_{2}, x_{3}\right)=\sum_{n=1}^{3} x_{n} \hat{x}_{n}=$ $x \hat{x}+y \hat{y}+z \hat{z}$. Fig. 3 shows the geometry of the reference element and the mapping to an element.


Fig. 3 The reference element with its face orientation and its mapping to an element in the mesh.

For accurate approximation of physical boundaries, the mappings will generally not be tri-linear. Instead, the faces of $e$ along physical boundaries will be curved surfaces. Furthermore, to handle highly anisotropic meshes like those in boundary layer computations, curved elements will extend into the domain $[36],[11]$. Thus, $\vec{X}$ will, in general, not be a linear function in each of its arguments. Typically, the boundaries are approximated by high order polynomial interpolants [34]. From those boundary interpolants, the mapping $\vec{X}$ is often a linear transfinite map [8] that matches the element faces, although other types of maps might be useful [2],[27].

To describe curved elements bounded by faces that are defined by polynomial interpolants, we introduce the polynomial interpolation operator. Let $\mathbb{P}^{N}=\mathbb{P}_{\xi}^{N} \times \mathbb{P}_{\eta}^{N} \times \mathbb{P}_{\zeta}^{N}$ be the tensor product space of polynomials of degree less than or equal to $N$ in each space direction. For some function $\mathbf{v}(\vec{\xi})$ defined on the reference element, the interpolant of $\mathbf{v}$ through the tensor product of a onedimensional distribution of nodes is

$$
\begin{equation*}
\mathbb{I}^{N}(\mathbf{v}(\vec{\xi}))=\sum_{j, k, l=0}^{N} \mathbf{v}_{j k l} \ell_{j}(\xi) \ell_{k}(\eta) \ell_{l}(\zeta) \in \mathbb{P}^{N} \tag{4}
\end{equation*}
$$

where the $\ell_{j}$ is the Lagrange interpolating polynomial and $\mathbf{v}_{j k l}$ is the value of $\mathbf{v}$ at those nodes. The nodes will generally be the same as those used in the approximation of the solution described below in Sec. 4, namely the Legendre Gauss or Gauss-Lobatto points.

We then assume that the transformation for element $e^{m}$ is $\vec{X}^{m} \in \mathbb{P}^{N_{g}} \subset \mathbb{P}^{N}$, defined so that it matches the six faces $, \vec{\Gamma}_{s} \in \mathbb{P}^{N_{g}}, s=1,2, \ldots, 6$, i.e. $\vec{X}(-1, \eta, \zeta)=\vec{\Gamma}_{6}(\eta, \zeta)$, etc. It is important to


Fig. 4 Schematic representation of the coincident faces of the element $e^{L}$ and $e^{R}$ as shown in Fig. 2b. We call the face on the right the parent face and the faces on the left the child faces.
remember that since $\mathbb{P}^{N_{g}} \subset \mathbb{P}^{N}$ for $N_{g} \leq N$, the $\vec{\Gamma}_{s}$ can be of different polynomial orders $\left(N_{g}\right)_{s} \leq N$ and still $\vec{X} \in \mathbb{P}^{N}$.

The transformations from the reference element to physical space must create a mesh that is watertight, meaning that there are no gaps. The watertight condition constrains the mapping functions at faces of adjacent elements. For geometrically conforming meshes, the condition simply requires that the transformation along a face from the left and right elements be the same.

Enforcing the watertight condition for non-conforming elements requires care. If a single analytic representation of the element faces is used, and if the transformation used in the interior matches that representation then the faces will match. However, since element faces will more likely be represented by high order polynomials, it is necessary to ensure that the faces represent the same polynomial.

As an example of how the face mappings must be defined, we consider the faces of a four-to-one subdivision as represented in Fig. 4. The square on the right represents one of the six faces of an element. The left represents a matching face from a neighbor element that has been subdivided into eight child elements. For the mesh to be watertight, each child element face must match its portion on the right face.

The face on the right of Fig. 4 is described by a single polynomial space, $\vec{\Gamma}(\xi, \eta) \in \mathbb{P}^{N_{g}}$. The four patches on the left describe a piecewise polynomial space. The piecewise space is the bigger space since one can represent the polynomial $\vec{\Gamma}(\xi, \eta)$ exactly by the four polynomials on the left, but not vice-versa. The piecewise polynomial space includes patches that have slope discontinuities at the intersections, which the global polynomial, $\vec{\Gamma}(\xi, \eta)$, cannot have.

Since the full polynomial space is a subspace of the piecewise space, the four face patches on the left of Fig. 4 must be computed from the face on the right to ensure that the mesh is watertight:

$$
\begin{equation*}
{ }^{2} \vec{\Gamma}(r, s)=\sum_{i, j=0}^{N_{g}}{ }^{2} \vec{\Gamma}_{i j} \ell_{i}(r) \ell_{j}(s) \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
{ }^{2} \vec{\Gamma}_{i j}=\vec{\Gamma}\left(\frac{r_{i}+1}{2}, \frac{s_{j}-1}{2}\right) \tag{6}
\end{equation*}
$$

so that

$$
\begin{equation*}
{ }^{2} \vec{\Gamma}(r, s)=\vec{\Gamma}\left(\frac{r+1}{2}, \frac{s-1}{2}\right) \tag{7}
\end{equation*}
$$

etc. for ${ }^{k} \vec{\Gamma}, k=1,3,4$.
It is important to note that to represent the full space on the piecewise space exactly as a polynomial of degree $N_{g}$, the transformations of ${ }^{k} \vec{\Gamma}, k=1,2,3,4$ onto their portions of $\vec{\Gamma}$, e.g. as seen in 7 , must be affine to ensure that the polynomial order does not increase. Therefore, we will assume in what follows that, $\partial r / \partial \xi=$ const and $\partial s / \partial \eta=$ const. From a practical point of view, this is the simplest way to subdivide elements anyway. (The constant does not have to be one half or the same for each coordinate direction.)

For a watertight mesh:

- Subdivide an element into children so that the transformation of each child to the parent is affine.
- The child faces shared with their neighbor face must represent the same polynomial as on the neighbor face.
- A three-dimensional mesh must also take the edge connectivity into account, so that edges on a finer level inherit the mapping of the lowest level on that edge.


## 3 Coordinate Transformations, Metric Identities and Constant State Preservation

We next review the geometric conditions that are satisfied by the transformations and how they are related to free-stream preservation. From the transformation we can define two coordinate bases. The covariant basis

$$
\begin{equation*}
\vec{a}_{i}=\frac{\partial \vec{X}}{\partial \xi^{i}}=X_{\xi^{i}} \hat{x}+Y_{\xi^{i}} \hat{y}+Z_{\xi^{i}} \hat{z} \quad i=1,2,3 \tag{8}
\end{equation*}
$$

points along coordinate lines and can be derived directly from the transformation. The contravariant basis is normal to the coordinate lines,

$$
\begin{equation*}
\vec{a}^{i}=\nabla \xi^{i}=\sum_{n=1}^{3} a_{n}^{i} \hat{x}_{n}=\frac{1}{\mathcal{J}} \vec{a}_{j} \times \vec{a}_{k} \quad i=1,2,3 \quad(i, j, k) \text { cyclic }, \tag{9}
\end{equation*}
$$

where $\mathcal{J}=\vec{a}_{1} \cdot\left(\vec{a}_{2} \times \vec{a}_{3}\right)$ is the Jacobian of the transformation. It was shown in [16] that

$$
\begin{align*}
\mathcal{J} a_{n}^{i} & =-\hat{x}_{i} \cdot \nabla_{\xi} \times\left(X_{l} \nabla_{\xi} X_{m}\right) \\
& =+\hat{x}_{i} \cdot \nabla_{\xi} \times\left(X_{m} \nabla_{\xi} X_{l}\right)  \tag{10}\\
& =\frac{1}{2} \hat{x}_{i} \cdot \nabla_{\xi} \times\left[X_{m} \nabla_{\xi} X_{l}-X_{l} \nabla_{\xi} X_{m}\right] \quad i=1,2,3 ; n=1,2,3 ;(n, m, l) \text { cyclic. }
\end{align*}
$$

Written out explicitly in the first curl form, the metric terms are

$$
\begin{align*}
\mathcal{J} \vec{a}^{1} & =\left[\left(Y_{\eta} Z\right)_{\zeta}-\left(Y_{\zeta} Z\right)_{\eta}\right] \hat{x}+\left[\left(Z_{\eta} X\right)_{\zeta}-\left(Z_{\zeta} X\right)_{\eta}\right] \hat{y}+\left[\left(X_{\eta} Y\right)_{\zeta}-\left(X_{\zeta} Y\right)_{\eta}\right] \hat{z} \\
\mathcal{J} \vec{a}^{2} & =\left[\left(Y_{\zeta} Z\right)_{\xi}-\left(Y_{\xi} Z\right)_{\zeta}\right] \hat{x}+\left[\left(Z_{\zeta} X\right)_{\xi}-\left(Z_{\xi} X\right)_{\zeta}\right] \hat{y}+\left[\left(X_{\zeta} Y\right)_{\xi}-\left(X_{\xi} Y\right)_{\zeta}\right] \hat{z}  \tag{11}\\
\mathcal{J} \vec{a}^{3} & =\left[\left(Y_{\xi} Z\right)_{\eta}-\left(Y_{\eta} Z\right)_{\xi}\right] \hat{x}+\left[\left(Z_{\xi} X\right)_{\eta}-\left(Z_{\eta} X\right)_{\xi}\right] \hat{y}+\left[\left(X_{\xi} Y\right)_{\eta}-\left(X_{\eta} Y\right)_{\xi}\right] \hat{z}
\end{align*}
$$

Therefore, it follows that

$$
\begin{align*}
\sum_{i=1}^{3} \frac{\partial\left(\mathcal{J} a_{n}^{i}\right)}{\partial \xi^{i}} & =-\sum_{i=1}^{3} \frac{\partial\left(\hat{x}_{i} \cdot \nabla_{\xi} \times\left(X_{l} \nabla_{\xi} X_{m}\right)\right)}{\partial \xi^{i}}  \tag{12}\\
& =-\nabla_{\xi} \cdot\left(\nabla_{\xi} \times\left(X_{l} \nabla_{\xi} X_{m}\right)\right)=0, \quad n=1,2,3 ; \quad(n, m, l) \text { cyclic }
\end{align*}
$$

giving us the so-called metric identities in vector form

$$
\begin{equation*}
\nabla_{\xi} \cdot\left(\mathcal{J} \vec{a}^{i}\right)=0 \tag{13}
\end{equation*}
$$

Remark 1. We note four important observations about the contravariant basis vectors:

- Eq. (9) says that at the element faces $\mathcal{J} \vec{a}^{i}$ is in the face normal direction.
- Eq. (11) makes it easy to see that the derivatives that define the normal directions are in the face tangential directions.
- Since the transformation $\vec{X}$ must match the element faces at the faces of the reference element, it follows that at the faces the metric terms are computed solely from the derivatives of the parent face functions, $\vec{\Gamma}_{s}$.
- With the affine relationship between the local coordinate on the child faces, $\vec{\xi}$, and the local coordinate on the full neighbor face, $\vec{r}$, the $\mathcal{J} \vec{a}^{i}$ computed on the child faces and the full neighbor face differ by a constant factor, $\beta$, i.e.

$$
\begin{equation*}
\left.\mathcal{J} \vec{a}^{i}\right|_{\text {child face }}=\frac{\partial \vec{X}}{\partial r^{j}} \times \frac{\partial \vec{X}}{\partial r^{k}}=\left(\frac{\partial \xi^{j}}{\partial r^{j}} \frac{\partial \xi^{k}}{\partial r^{k}}\right) \frac{\partial \vec{X}}{\partial r^{j}} \times \frac{\partial \vec{X}}{\partial r^{k}} \equiv \beta \cdot \frac{\partial \vec{X}}{\partial \xi^{j}} \times\left.\frac{\partial \vec{X}}{\partial \xi^{k}}\right|_{\text {parent face }} \tag{14}
\end{equation*}
$$

The conservation law remains a conservation law in the reference domain coordinates,

$$
\begin{equation*}
\frac{\partial(\mathcal{J} \mathbf{u})}{\partial t}+\nabla_{\xi} \cdot \stackrel{\leftrightarrow}{\mathbf{f}}=0 \tag{15}
\end{equation*}
$$

where $\overleftrightarrow{\widetilde{\mathbf{f}}}$ is the contravariant flux with components

$$
\begin{equation*}
\tilde{\mathbf{f}}^{i}=\mathcal{J} \vec{a}^{i} \cdot \overleftrightarrow{\mathbf{f}}=\sum_{n=1}^{3} \mathcal{J} a_{n}^{i} \mathbf{f}_{n} \hat{x}_{n} \tag{16}
\end{equation*}
$$

Then if the covariant flux of a constant is constant, i.e., $\overleftrightarrow{\mathbf{f}}(\mathbf{c})=\overleftrightarrow{\mathbf{C}}$,

$$
\begin{equation*}
\nabla_{\xi} \cdot \overleftrightarrow{\tilde{\mathbf{f}}}=\nabla_{\xi} \cdot \overleftrightarrow{\tilde{\mathbf{C}}}=\sum_{i=1}^{3} \frac{\partial\left(\mathcal{J} \vec{a}^{i} \cdot \overleftrightarrow{\mathbf{C}}\right)}{\partial \xi^{i}}=\sum_{i=1}^{3} \frac{\partial\left(\mathcal{J} \vec{a}^{i}\right)}{\partial \xi^{i}} \cdot \overleftrightarrow{\mathbf{C}}=0 \tag{17}
\end{equation*}
$$

Similarly, assuming the divergence of the flux of the constant state is zero implies the metric identities. In other words, it is both necessary and sufficient that the metric identities be satisfied for the transformed equations to also be constant state preserving.

## 4 Discontinuous Galerkin Spectral Element Approximations

We now review the construction of discontinuous Galerkin spectral element methods (DGSEM) for conforming and non-conforming hexahedral elements. Details of the approximation can be found in [19] for the standard approximation. The non-conforming approximation is described in [18].

### 4.1 The Spatial Approximation within an Element

The DGSEM approximates a weak form of the equations (15) on each element. The conservation law is multiplied by a test function $\phi \in \mathbb{L}^{2}(E)$, where

$$
\begin{equation*}
\mathbb{L}^{2}(E)=\left\{\mathbf{u}:\langle\mathbf{u}, \mathbf{u}\rangle=\int_{E} \mathbf{u}^{T} \mathbf{u} d \vec{\xi}=\|\mathbf{u}\|^{2}<\infty\right\} \tag{18}
\end{equation*}
$$

and integrated over the reference domain. In inner product notation, the weak form is

$$
\begin{equation*}
\left\langle\mathcal{J} \mathbf{u}_{t}, \phi\right\rangle+\left\langle\nabla_{\xi} \cdot \stackrel{\leftrightarrow}{\mathbf{f}}, \phi\right\rangle=0 \tag{19}
\end{equation*}
$$

We then integrate the second inner product by parts to separate the volume from surface contributions and get the weak form to be approximated

$$
\begin{equation*}
\left\langle\mathcal{J} \mathbf{u}_{t}, \phi\right\rangle+\left.\overleftrightarrow{\widetilde{\mathbf{f}}}^{T} \phi\right|_{\partial E}-\left\langle\overleftrightarrow{\tilde{\mathbf{f}}}, \nabla_{\xi} \phi\right\rangle=0 \tag{20}
\end{equation*}
$$

Here we have introduced the shorthand notation

$$
\begin{equation*}
\left.\ddot{\tilde{\mathbf{f}}}^{T} \phi\right|_{\partial E} \equiv \sum_{s=1}^{6}\left\{\int_{\text {face }^{s}}\left(\ddot{\overrightarrow{\mathbf{f}}} \cdot \hat{n}_{\xi}^{s}\right)^{T} \phi \mathrm{dS}^{s}\right\} \tag{21}
\end{equation*}
$$

where $\hat{n}_{\xi}^{s}$ is the outward normal in the reference space on face $s$. The normal component of the contravariant flux, $\stackrel{\leftrightarrow}{\mathbf{f}} \cdot \hat{n}_{\xi}^{s}$, is proportional to the normal flux

$$
\begin{equation*}
\stackrel{\overleftrightarrow{\mathbf{f}}}{ } \cdot \hat{n}_{\xi}^{s}=\sum_{n=1}^{3} J a_{n}^{s} \mathbf{f}_{n}=\left|\nabla \xi^{s}\right| \overleftrightarrow{\mathbf{f}} \cdot \hat{n}_{x} \tag{22}
\end{equation*}
$$

where $|\cdot|$ is the Euclidean magnitude of the vector.
The discontinuous Galerkin SEM approximates the solutions and fluxes in (20) by polynomials of degree $N$ written in Lagrange form with nodes at the quadrature points, takes $\phi$ to be a polynomial of degree $N$, replaces integrals by Gauss or Gauss-Lobatto quadratures and replaces the boundary flux in (21) by a numerical flux (Riemann solver) that couples neighboring elements. We therefore approximate

$$
\begin{align*}
& \mathbf{u} \approx \mathbf{U}=\sum_{j, k, l=0}^{N} \mathbf{U}_{j k l} \ell_{j}(\xi) \ell_{k}(\eta) \ell_{l}(\zeta) \in \mathbb{P}^{N} \\
& \mathcal{J} \approx J=\sum_{j, k, l=0}^{N} J_{j k l} \ell_{j}(\xi) \ell_{k}(\eta) \ell_{l}(\zeta) \in \mathbb{P}^{N}  \tag{23}\\
& \tilde{\mathbf{f}}^{i} \approx \tilde{\mathbf{F}}^{i}=\sum_{j, k, l=0}^{N} \tilde{\mathbf{f}}_{j k l}^{i} \ell_{j}(\xi) \ell_{k}(\eta) \ell_{l}(\zeta) \in \mathbb{P}^{N}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{\mathbf{f}}_{j k l}^{i}=\sum_{n=0}^{3} \mathbf{f}_{n}\left(\mathbf{U}_{j k l}\right)\left(J \vec{a}_{n}^{i}\right)_{j k l}=\overleftrightarrow{\mathbf{f}}_{j k l} \cdot\left(J \vec{a}^{i}\right)_{j k l} \tag{24}
\end{equation*}
$$

Note that the interpolant of the contravariant flux is equivalently written as $\tilde{\mathbf{F}}^{i}=\mathbb{I}^{N}\left(\mathbb{I}^{N}(\overleftrightarrow{\mathbf{f}}) \cdot \mathbb{I}^{N}\left(J \vec{a}^{i}\right)\right)$.
We also define the discrete inner product of two polynomials, $\mathbf{V}, \mathbf{W} \in \mathbb{P}^{N}$ as

$$
\begin{equation*}
\langle\mathbf{V}, \mathbf{W}\rangle_{N}=\sum_{j, k, l=0}^{N} \mathbf{V}_{j k l}^{T} \mathbf{W}_{j k l} \omega_{j} \omega_{k} \omega_{l} \equiv \sum_{j, k, l=0}^{N} \mathbf{V}_{j k l}^{T} \mathbf{W}_{j k l} \omega_{j k l} \tag{25}
\end{equation*}
$$

where the singly subscripted $\omega$ 's are the one-dimensional Legendre-Gauss(-Lobatto) quadrature weights and the triply subscripted is the product of the three. We use a similar notation for integrals, where we add a subscript $N$ to denote quadrature, e.g.

$$
\begin{equation*}
\int_{E, N} V \mathrm{~d} \vec{\xi} \equiv \sum_{j, k, l=0}^{N} V_{j k l} \omega_{j k l} \tag{26}
\end{equation*}
$$

With this notation, the formal statement of the DGSEM semi-discrete approximation on an element becomes

$$
\begin{equation*}
\left\langle J \mathbf{U}_{t}, \phi\right\rangle_{N}+\tilde{\mathbf{F}}^{*},\left.T \quad \phi\right|_{\partial E, N}-\left\langle\stackrel{\ddot{\mathbf{F}}}{ }, \nabla_{\xi} \phi\right\rangle_{N}=0 \tag{27}
\end{equation*}
$$

with the contravariant numerical flux

$$
\begin{equation*}
\tilde{\mathbf{F}}^{*}=\mathbf{F}^{*}\left(\mathbf{U}^{L}, \mathbf{U}^{R} ; J \vec{a}^{s}\right) \tag{28}
\end{equation*}
$$

derived from the usual normal Riemann flux, $\mathbf{F}^{*}\left(\mathbf{U}^{L}, \mathbf{U}^{R} ; \hat{n}_{x}\right)$. If one replaces the volume and surface flux quadratures with $M>N$, typically called "overintegration", one provides the chance to increase the precision of the quadrature to eliminate or reduce aliasing errors associated with the representation of the contravariant flux as a polynomial of degree $N$.

The discrete weak form (27) can be written in an alternate penalty form. The use of Gauss-type quadratures leads to a summation by parts formula [17], precisely,

$$
\begin{equation*}
\left\langle\overleftrightarrow{\widetilde{\mathbf{F}}}, \nabla_{\xi} \phi\right\rangle_{N}=\left.(\overleftrightarrow{\widetilde{\mathbf{F}}} \cdot \hat{n})^{T} \phi\right|_{\partial E, N}-\left\langle\nabla_{\xi} \cdot \overleftrightarrow{\widetilde{\mathbf{F}}}, \boldsymbol{\phi}\right\rangle_{N} \tag{29}
\end{equation*}
$$

Therefore, we can also write the algebraically equivalent form

$$
\begin{equation*}
\left\langle J \mathbf{U}_{t}, \phi\right\rangle_{N}+\left.\left\{\tilde{\mathbf{F}}^{*}-\stackrel{\leftrightarrow}{\mathbf{F}} \cdot \hat{n}\right\}^{T} \phi\right|_{\partial E, N}+\left\langle\nabla_{\xi} \cdot \stackrel{\leftrightarrow}{\mathbf{F}}, \phi\right\rangle_{N}=0 \tag{30}
\end{equation*}
$$

The equivalent forms (27) and (30) are not necessarily stable [20], even for conforming approximations. For a linear system of equations where the flux components are of the form $\mathbf{F}_{i}=\underline{A}_{i} \mathbf{U}$, $\underline{\mathrm{A}}_{i}=$ const, a strong form skew-symmetric approximation that is stable for conforming approximations is [22]

$$
\begin{align*}
\left\langle J \mathbf{U}_{t}, \phi\right\rangle_{N} & +\frac{1}{2}\left\{\langle\nabla \cdot \stackrel{\leftrightarrow}{\mathbf{F}}(\mathbf{U}), \phi\rangle_{N}+\left\langle\mathbb{I}^{N}(\underline{\tilde{\tilde{A}}}) \cdot \nabla \mathbf{U}, \phi\right\rangle_{N}+\left\langle\nabla \cdot\left(\mathbb{I}^{N}(\underline{\tilde{A}})\right) \mathbf{U}, \phi\right\rangle_{N}\right\} \\
& +\int_{\partial E, N}\left\{\tilde{\mathbf{F}}^{*}-\stackrel{\widetilde{\mathbf{F}}}{ } \cdot \hat{n}\right\}^{T} \phi \mathrm{dS}=0 . \tag{31}
\end{align*}
$$

Alternatively, overintegration of the linear problem leads to a stable approximation [21],[30] on conforming meshes.

For the nonlinear Euler equations, discontinuous Galerkin approximation that is entropy stable for conforming approximations is [6]

$$
\begin{equation*}
\left\langle J \mathbf{U}_{t}, \phi\right\rangle_{N}+\left\langle\overrightarrow{\mathbb{D}}(\overleftrightarrow{\tilde{\mathbf{F}}})^{\mathrm{ec}}, \phi\right\rangle_{N}+\int_{\partial E, N} \phi^{T}\left(\tilde{\mathbf{F}}^{\mathrm{ec}, *}-\stackrel{\overleftrightarrow{\tilde{F}}}{ } \cdot \hat{n}\right) \mathrm{dS}=0 \tag{32}
\end{equation*}
$$

The $\tilde{\mathbf{F}}^{\text {ec,* }}$ is an entropy conservative numerical flux. Using the definition

$$
\begin{equation*}
\left\{\left\{J \vec{a}^{1}\right\}\right\}_{(i, m) j k} \equiv \frac{1}{2}\left\{J \vec{a}_{i j k}^{1}+J \vec{a}_{m j k}^{1}\right\}, \tag{33}
\end{equation*}
$$

etc.,

$$
\begin{align*}
\overrightarrow{\mathbb{D}}(\stackrel{\leftrightarrow}{\mathbf{F}})_{i j k}^{\mathrm{ec}} \equiv & 2 \sum_{m=0}^{N} D_{i m}\left(\overleftrightarrow{\mathbf{F}}^{\mathrm{ec}}\left(\mathbf{U}_{i j k}, \mathbf{U}_{m j k}\right) \cdot\left\{\left\{J \vec{a}^{1}\right\}\right\}_{(i, m) j k}\right) \\
& +2 \sum_{m=0}^{N} D_{j m}\left(\stackrel{\leftrightarrow}{\mathbf{F}}^{\mathrm{ec}}\left(\mathbf{U}_{i j k}, \mathbf{U}_{i m k}\right) \cdot\left\{\left\{J \vec{a}^{2}\right\}\right\}_{i(j, m) k}\right)  \tag{34}\\
& +2 \sum_{m=0}^{N} D_{k m}\left(\overleftrightarrow{\mathbf{F}}^{\mathrm{ec}}\left(\mathbf{U}_{i j k}, \mathbf{U}_{i j m}\right) \cdot\left\{\left\{J \vec{a}^{3}\right\}\right\}_{i j(k, m)}\right)
\end{align*}
$$

where $\overleftrightarrow{\mathbf{F}}^{\text {ec }}\left(\mathbf{U}_{i j k}, \mathbf{U}_{m j k}\right)$ is a two-point entropy conserving flux. For the purposes of this paper, the entropy conservative numerical flux and the two-point numerical flux are consistent. They are defined so that $\tilde{\mathbf{F}}^{\mathrm{ec}, *}(\mathbf{U}, \mathbf{U})=\overleftrightarrow{\mathbf{f}}(\mathbf{U}) \cdot \hat{n}$ and $\overleftrightarrow{\mathbf{F}}^{\mathrm{ec}}(\mathbf{U}, \mathbf{U})=\overleftrightarrow{\mathbf{f}}(\mathbf{U})$. For further properties, see $[6],[7]$

## 5 The Discrete Metric Identities and Free-Stream Preservation

We are concerned with what happens when the solution is constant, i.e., $\mathbf{U}=\mathbf{c}$ so that the flux $\overleftrightarrow{\mathbf{f}}=\overleftrightarrow{\mathbf{C}}$ is constant. The approximation should imply that $\mathbf{U}_{t}=0$.

To derive the conditions needed for the approximate solution to also remain constant, we first expand the divergence in the volume term of the second form of the approximation, (30)

$$
\begin{equation*}
\nabla_{\xi} \cdot \overleftrightarrow{\widetilde{\mathbf{F}}}=\sum_{i=1}^{3} \frac{\partial \tilde{\mathbf{F}}^{i}}{\partial \xi^{i}}=\sum_{n=1}^{3} \sum_{i=1}^{3} \frac{\partial}{\partial \xi^{i}}\left\{\mathbb{I}^{N}\left(\mathbb{I}^{N}\left(\mathbf{f}_{n}\right) \mathbb{I}^{N}\left(J a_{n}^{i}\right)\right)\right\} \tag{35}
\end{equation*}
$$

With $\mathbf{f}_{n}=\mathbf{C}_{n}=$ const

$$
\begin{equation*}
\nabla_{\xi} \cdot \overleftrightarrow{\tilde{\mathbf{F}}}(\mathbf{c})=\sum_{n=1}^{3} \mathbf{C}_{n} \sum_{i=1}^{3} \frac{\partial}{\partial \xi^{i}}\left\{\mathbb{I}^{N}\left(J a_{n}^{i}\right)\right\} \tag{36}
\end{equation*}
$$

In the linear problem, (31),

$$
\nabla_{\xi} \cdot \mathbb{I}^{N}(\underline{\tilde{\mathrm{~A}}}) \mathbf{c}=\sum_{n=1}^{3} \sum_{i=1}^{3} \frac{\partial}{\partial \xi^{i}}\left\{\mathbb{I}^{N}\left(\underline{\mathrm{~A}}_{n} J a_{n}^{i}\right)\right\} \mathbf{c}=\sum_{n=1}^{3} \mathbf{C}_{n} \sum_{i=1}^{3} \frac{\partial}{\partial \xi^{i}}\left\{\mathbb{I}^{N}\left(J a_{n}^{i}\right)\right\}
$$

SO

$$
\frac{1}{2}\left\{(\nabla \cdot \stackrel{\overleftrightarrow{\mathbf{F}}}{ }(\mathbf{c}), \phi)_{N}+\left(\mathbb{I}^{N}(\underline{\tilde{\mathrm{~A}}}) \cdot \nabla \mathbf{c}, \phi\right)_{N}+\left(\nabla \cdot\left(\mathbb{I}^{N}(\underline{\tilde{\mathrm{~A}}})\right) \mathbf{c}, \phi\right)_{N}\right\}=\sum_{n=1}^{3} \mathbf{C}_{n} \sum_{i=1}^{3} \frac{\partial}{\partial \xi^{i}}\left\{\mathbb{I}^{N}\left(J a_{n}^{i}\right)\right\}
$$

Finally, since the discrete derivative of a constant is zero, and the two point flux is consistent with the original Euler flux,

$$
\begin{align*}
\overrightarrow{\mathbb{D}}(\stackrel{\leftrightarrow}{\mathbf{F}})_{i j k}^{\mathrm{ec}} \equiv & 2 \sum_{m=0}^{N} D_{i m}\left(\overleftrightarrow{\mathbf{F}}^{\mathrm{ec}}(\mathbf{c}, \mathbf{c}) \cdot\left\{\left\{J \vec{a}^{1}\right\}\right\}_{(i, m) j k}\right) \\
& +2 \sum_{m=0}^{N} D_{j m}\left(\overleftrightarrow{\mathbf{F}}^{\mathrm{ec}}(\mathbf{c}, \mathbf{c}) \cdot\left\{\left\{J \vec{a}^{2}\right\}\right\}_{i(j, m) k}\right)  \tag{37}\\
& +2 \sum_{m=0}^{N} D_{k m}\left(\overleftrightarrow{\mathbf{F}}^{\mathrm{ec}}(\mathbf{c}, \mathbf{c}) \cdot\left\{\left\{J \vec{a}^{3}\right\}\right\}_{i j(k, m)}\right) \\
& =\sum_{n=1}^{3} \mathbf{C}_{n} \sum_{l=1}^{3} \frac{\partial}{\partial \xi^{l}}\left\{\mathbb{I}^{N}\left(J a_{n}^{l}\right)\right\}_{i j k} .
\end{align*}
$$

The surface terms for all three approximations become

$$
\begin{equation*}
\left.\left\{\tilde{\mathbf{F}}^{*}(\mathbf{c})-\stackrel{\overleftrightarrow{\tilde{F}}}{ }(\mathbf{c}) \cdot \hat{n}\right\}^{T} \phi\right|_{\partial E, N}=\sum_{s=1}^{6}\left\{\int_{\mathrm{face}^{s}, N} \sum_{n=1}^{3} \mathbf{C}_{n}^{T} \phi \sum_{i=1}^{3} \hat{\xi}^{i}\left[\left(\mathbb{I}^{N}\left(J a_{n}^{i}\right)\right)^{*}-\left(\mathbb{I}^{N}\left(J a_{n}^{i}\right)\right)\right] \cdot \hat{n}^{s} \mathrm{dS}^{s}\right\} \tag{38}
\end{equation*}
$$

where the ${ }^{*}$ indicates the metric terms as represented on the face.
Since the vector $\overleftrightarrow{\mathbf{C}}$ is arbitrary, it follows that for any of the approximations (30), (31), or (32), a constant state is preserved if and only if the metric terms satisfy the Discrete Metric Identities

$$
\begin{equation*}
\sum_{s=1}^{6}\left\{\int_{\mathrm{face}^{s}, N}\left(\sum_{i=1}^{3} \hat{\xi}^{i}\left[\mathbb{I}^{N}\left(\left(J \vec{a}^{i}\right)^{*}\right)-\left(\mathbb{I}^{N}\left(J \vec{a}^{i}\right)\right)\right]\right) \cdot \hat{n}^{s} \phi \mathrm{~d}^{s}\right\}-\left(\sum_{i=1}^{3} \frac{\partial \mathbb{I}^{N}\left(J \vec{a}^{i}\right)}{\partial \xi^{i}}, \phi\right)_{N}=0 \tag{39}
\end{equation*}
$$

Remark 2. To get the metric identities for an overintegrated approximation, the quadrature $N$ is replaced by $M>N$.
Remark 3. Note that (39) is a purely geometric condition, independent of the original PDE being solved and the form (30), (31), or (32) of the approximation. The numerical flux must be computed in such a way that (39) is satisfied for a free stream to be preserved. It is a consistency condition. Coupling the numerical fluxes in a stable manner is still an open problem for curved interfaces, especially for nonlinear problems, Cf. [26,28]. Nevertheless, a stable numerical flux procedure will not be free-stream preserving unless (39) is satisfied. Conversely, satisfying (39) does not guarantee stability.

From a practical point of view, a constant state is preserved if the volume and surface terms vanish independently, that is, if

$$
\begin{equation*}
\text { Condition (V) : }\left(\sum_{i=1}^{3} \frac{\partial \mathbb{I}^{N}\left(J \vec{a}^{i}\right)}{\partial \xi^{i}}, \phi\right)_{N}=0 \tag{40}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\text {face }^{s}, N}\left(\sum_{i=1}^{3} \hat{\xi}^{i}\left[\mathbb{I}^{N}\left(\left(J \vec{a}^{i}\right)^{*}\right)-\left(\mathbb{I}^{N}\left(J \vec{a}^{i}\right)\right)\right]\right) \cdot \hat{n}^{s} \phi \mathrm{dS}^{s}=0 \quad s=1,2, \ldots, 6 \tag{41}
\end{equation*}
$$

hold.
Condition (V) determines how the metric terms $J \vec{a}^{i}$ must be computed within the volume of an element [16]. It states that the divergence of the interpolant of the metric terms must vanish. The condition can be enforced by using any one of the curl forms in (10). For instance, the metric terms can be approximated as

$$
\begin{equation*}
J a_{n}^{i}=-\hat{x}_{i} \cdot \nabla_{\xi} \times\left(\mathbb{I}^{N}\left(X_{l} \nabla_{\xi} X_{m}\right)\right) \in \mathbb{P}^{N} \tag{42}
\end{equation*}
$$

e.g.

$$
\begin{align*}
J \vec{a}^{3} & =\left[\left(\mathbb{I}^{N}\left(Y_{\xi} Z\right)\right)_{\eta}-\left(\mathbb{I}^{N}\left(Y_{\eta} Z\right)\right)_{\xi}\right] \hat{x} \\
& +\left[\left(\mathbb{I}^{N}\left(Z_{\xi} X\right)\right)_{\eta}-\left(\mathbb{I}^{N}\left(Z_{\eta} X\right)\right)_{\xi}\right] \hat{y}  \tag{43}\\
& +\left[\left(\mathbb{I}^{N}\left(X_{\xi} Y\right)\right)_{\eta}-\left(\mathbb{I}^{N}\left(X_{\eta} Y\right)\right)_{\xi}\right] \hat{z} .
\end{align*}
$$

Condition (V) is then satisfied because the $J \vec{a}^{i}$ are already polynomials of degree $N$ when computed this way, the interpolation in (40) has no effect, and the divergence is explicitly zero.

Using one of the curl forms (10) is the most general way to enforce the Condition (V), (40). Special cases for other approximate forms are discussed in [16]. Note that since $\vec{X} \in \mathbb{P}^{N_{g}}$, there is an aliasing error associated with the interpolation of the products in (42) if $N_{g}=N$. Also note that the choice of the approximation in the volume fixes the surface values of $\mathbb{I}^{N}\left(J \vec{a}^{i}\right)$ in (41).

The surface integrals along a face $s$, whose normal is in the $\pm \hat{\xi}^{i}$ local coordinate direction, reduce to

$$
\begin{equation*}
\text { Condition }(\mathbf{F}): \quad \int_{\text {face }, N}\left[\left(\mathbb{I}^{N}\left(J \vec{a}^{i}\right)\right)^{*}-\left(\mathbb{I}^{N}\left(J \vec{a}^{i}\right)\right)\right] \phi \mathrm{dS}=0 \tag{44}
\end{equation*}
$$

Therefore, the surface term vanishes if either the interpolant of the metric terms evaluated at the boundary matches those used to compute the numerical flux, or the difference is always orthogonal to the polynomial space on the element face.

We can then state: The approximation is free-stream preserving if Condition ( $V$ ) and Condition ( $F$ ) hold.

### 5.1 Element Coupling: Enforcing Condition (F)

The elements are coupled through the numerical flux, $\tilde{\mathbf{F}}^{*}$, created from the states on either side of the face. For conforming faces the nodes at which the solutions are represented are co-located so that the two states and face normal are unique, allowing one to compute a unique numerical flux at each point on a face. Recalling Rem. 1 , the fact that conforming faces match means that the $\mathbb{I}^{N}\left(J \vec{a}^{i}\right)$ match from
either side. It then makes sense to choose $\mathbb{I}^{N}\left(\left(J \vec{a}^{i}\right)^{*}\right)=\mathbb{I}^{N}\left(J \vec{a}^{i}\right)$ and Condition (F) is automatically satisfied.

When the faces are non-conforming as in Fig. 2b then the nodes are not co-located, the solutions lie in different spaces, and a choice for $\mathbb{I}^{N}\left(\left(J \vec{a}^{i}\right)^{*}\right)$ must be made to ensure that Condition (F) is satisfied simultaneously on both elements that share the face.

A procedure is therefore needed to define the metric terms on the faces. One can either use the metric terms computed from $\vec{\Gamma}$ or from the subdivided child faces, ${ }^{s} \vec{\Gamma}$. Again, the faces can represent a polynomial approximation from $\vec{\Gamma}$ but not vice-versa. For that reason, we choose $\left(J \vec{a}^{i}\right)^{*}$, like the face polynomial itself, to be the value computed from $\Gamma$, that is, we use the interpolation in the large element $e^{R}$

$$
\begin{equation*}
\left(J a_{n}^{i}\right)^{*}=-\hat{x}_{i} \cdot \nabla_{\xi} \times\left.\left(\mathbb{I}_{e^{R}}^{N}\left(\Gamma_{l} \nabla_{\xi} \Gamma_{m}\right)\right)\right|_{\text {face }} \in \mathbb{P}^{N} \tag{45}
\end{equation*}
$$

to minimize the number of errors being introduced. The other curl forms of the metric terms can also be used, with appropriate modifications in what follows.

In general, Condition (F) will not hold for geometrically non-conforming elements. Using (45) from which to compute the face value, the quadrature vanishes for the face $\Gamma$ because the projection from the faces preserves the polynomials. It does not vanish, for the faces ${ }^{i} \Gamma$, however, unless

$$
\begin{equation*}
\left(J a_{n}^{i}\right)^{*}=-\hat{x}_{i} \cdot \nabla_{\xi} \times\left.\left(\mathbb{I}_{e^{R}}^{N}\left(\Gamma_{l} \nabla_{\xi} \Gamma_{m}\right)\right)\right|_{\mathrm{face}}=-\frac{1}{\beta} \hat{x}_{i} \cdot \nabla_{\xi} \times\left.\left(\mathbb{I}_{c_{k}}^{N}\left({ }^{k} \Gamma_{l} \nabla_{\xi}^{k} \Gamma_{m}\right)\right)\right|_{\mathrm{face}} \tag{46}
\end{equation*}
$$

for the appropriate face ${ }^{i} \Gamma$ associated with child element $c_{k}$ that are neighbors to $e^{R}$. Therefore, we have

Condition ( $F$ ) holds if the tangential components satisfy

$$
\begin{equation*}
\mathbb{I}_{c_{k}}^{N}\left({ }^{k} \Gamma_{l} \nabla_{\xi}^{k} \Gamma_{m}\right)=\beta \cdot \mathbb{I}_{e^{R}}^{N}\left(\Gamma_{l} \nabla_{\xi} \Gamma_{m}\right) \tag{47}
\end{equation*}
$$

at all faces shared by two elements.
In general (47) will not hold if the metric terms are computed using the local interpolation $\mathbb{I}_{c_{k}}^{N}$ even if the faces match because the interpolation of the product of two polynomials onto elements of different size will differ (see the Appendix) unless, as noted above, the product $\Gamma_{l} \nabla_{\xi} \Gamma_{m}$ is already a polynomial of degree $N$.
Remark 4. As noted in Sec. 4.1, overintegration replaces the volume and surface integrals for the spatial terms with quadratures with $M>N$. With overintegration, Condition (V) still holds with $M \geq N$ for any interpolation of $X_{l} \nabla_{\xi} X_{m}$ in (42). Furthermore, one has the flexibility to choose a sufficient number of interpolation points so that with $N_{g} \leq N$,

$$
\begin{equation*}
\mathbb{I}_{c_{k}}^{M}\left({ }^{k} \Gamma_{l} \nabla_{\xi}^{k} \Gamma_{m}\right)=\beta \cdot \mathbb{I}_{e^{R}}^{M}\left(\Gamma_{l} \nabla_{\xi} \Gamma_{m}\right)=\beta \cdot\left(\Gamma_{l} \nabla_{\xi} \Gamma_{m}\right) \tag{48}
\end{equation*}
$$

The sufficient condition is therefore $M \geq 2 N_{g}$.

## 6 Geometry Definitions for which a Free-Stream is Preserved

In this section we catalog element geometry definitions for which (47) and Condition (F) are satisfied. We assume that the metric terms are computed so that Condition (V) is satisfied, e.g. with (42). Then a constant state is preserved for:

1. Conforming Elements

If two neighboring elements are conforming, the elements are watertight and the same order polynomial is used in each, then $\beta=1, \mathbb{I}_{c_{1}}^{N} \equiv \mathbb{I}_{e^{L}}^{N}=\mathbb{I}_{e^{R}}^{N}$. Therefore, the interpolation projections on the left and right elements are the same so (47) holds. This was the situation demonstrated in [16].
2. Elements with Bilinear Faces

As a corollary to the previous condition, if the element faces have straight edges, a bilinear mapping, and the polynomial order of the approximation is $N \geq 2$. Then (47) holds and the approximation is free-stream preserving.
3. Two-Dimensional Problems

In two space dimensions, the calculation of the metric terms reduces to

$$
\begin{aligned}
& J \vec{a}^{1}=Y_{\eta} \hat{x}-X_{\eta} \hat{y} \quad \in \mathbb{P}^{N} \\
& J \vec{a}^{2}=-Y_{\xi} \hat{x}+X_{\xi} \hat{y} \in \mathbb{P}^{N}
\end{aligned}
$$

When the element mappings are polynomials of degree $N$, the metric terms are, too, and can be represented exactly on all faces (edges in 2D).
4. Two-Dimensional Extrusions

For two dimensional geometries extruded in the $z$ direction, $Z=\zeta \in \mathbb{P}_{\zeta}^{1}$. The other two components are tensor products of two one dimensional polynomials with $X=X(\xi, \eta) \in \mathbb{P}_{\xi}^{N} \times \mathbb{P}_{\eta}^{N}$ and $Y=$ $Y(\xi, \eta) \in \mathbb{P}_{\xi}^{N} \times \mathbb{P}_{\eta}^{N}$. Then $X_{l} \nabla_{\xi} X_{m} \in \mathbb{P}^{N}$ and (47) holds. Therefore, approximations like those seen in [42] should be free-stream preserving.
5. Parent element metrics

For those meshes where refinement is made by subdividing an originally conforming mesh, the conforming mesh satisfies (47) and hence Condition (F). If the polynomials used to approximate the metrics on the parent element are used within its children, Condition ( F ) also holds on the children. Clearly, the inherited metrics will differ from those computed directly from the element. This situation is natural in adaptive mesh refinement (AMR) where a conforming mesh is subdivided locally to enhance solution accuracy.
6. Half Order Elements

If $\vec{X} \in \mathbb{P}^{N / 2}$ then the product $X_{l} \nabla_{\xi} X_{m} \in \mathbb{P}^{N}$ and the interpolations are exact on both the child and large elements. Thus, if the geometry is approximated at half the order of the solution (or less) everywhere, then the DGSEM is free-stream preserving. This approach is flexible in that one can generate a grid with a geometry half the order of the target solution order. Alternatively, given the geometry and mesh, the solution order can be chosen to be twice the order of the geometry.
7. Overintegration

Freestream preservation on a watertight non-conforming mesh with an mapping degree $N_{g}>N / 2$ would be achieved if the numerical integration of the volume and surface terms are over-integrated [30],[21] with a quadrature rule that exactly integrates both the basis of degree $N$ and the metrics of degree $2 \mathrm{Ng}_{\mathrm{g}}$.
8. Transfer $\Gamma_{l} \nabla_{\xi} \Gamma_{m}$

In a recent approach presented in [25], the condition (47) is enforced by a specific projection of the
product $\Gamma_{l} \nabla_{\xi} \Gamma_{m}$ onto a finite element space of mixed degree $N-1$ and $N$ that is made continuous across non-conforming edges and surfaces. The metric terms are then computed via the discrete curl (42). If Gauss-Lobatto points are used for the approximation, then the surface differentiations will agree, modulo the scaling factor. Condition (V) will still hold via the curl relation.

Remark 5. The most general approaches for approximating the metric terms for non-conforming elements in three space dimension are numbers six through eight. The others are special cases.

## 7 Examples

In this section, we present numerical evidence for free-stream preservation techniques cataloged in Sec. 6. We simulate the Euler equations in three-dimensional fully periodic domains, and look at the errors against the free-stream solution. As shown in Fig. 1, we encounter pressure fluctuations if the same polynomial degree for the solution ansatz and the element mappings are used.

We investigate two choices of non-conforming meshes. One is extruded from a two-dimensional mesh, shown in Fig. 5, which we will call the 'cylinder' mesh, since the non-conforming interfaces form a cylinder shape. The non-conforming interfaces in the second mesh form a sphere shape, thus called the 'sphere' mesh which is three-dimensionally unstructured, as shown in Fig. 6.


Fig. 5 'Cylinder' mesh: Extruded from two-dimensional linear $\left(N_{g}=1\right)$ and curved mesh $\left(N_{g}=4\right)$, the domains inside and outside the cylinder are conforming (different greyscale) and are connected with non-conforming interfaces.

All meshes were generated with the open-source tool HOPR ${ }^{1}$ (high order preprocessor) [10]. In HOPR, the mesh is built from straight-sided block definitions, with high order Gauss-Lobatto nodes in each element. Each interpolation point is then mapped via a smooth global mapping function to a curved geometry. Blocks can have non-conforming $2-1$ or $4-1$ interfaces. Here the 'watertight

[^1]

Fig. 6 'Sphere' mesh: Linear $\left(N_{g}=1\right)$ and curved mesh $\left(N_{g}=4\right)$, the domains inside and outside the sphere are conforming (different greyscale) and are connected with non-conforming interfaces.


Fig. 7 Error of freestream preservation (density), for non-conforming cylinder extruded mesh and sphere mesh, for different degrees of the element mapping $\left(N_{g}\right)$ over the polynomial degree of the solution $(N)$.
condition' is enforced, which guarantees that at a non-conforming interface, the child face mappings are interpolations of the parent face mapping.

We present the results of the freestream preservation tests on the non-conforming extruded cylinder mesh and the sphere mesh in Fig. 7. The simulations are run with Gauss nodes and the Lax-Friedrichs
numerical surface flux. We initialize with the constant freestream $\left(\rho, v_{1}, v_{2}, v_{3}, p\right)=(0.7,0.2,0.3,-0.4,1.0)$ and run with periodic boundary conditions until a final simulated time of $T=1.0$.

In Fig. 7 we plot the maximum error norm of the density as a measure for freestream preservation, for increasing polynomial degree of the element mapping $N_{g}=1, \ldots 4$ over the polynomial degree of the solution $N=1, \ldots, 8$. The results demonstrate the observations of Sec. 6 that the freestream is preserved to machine rounding error on non-conforming meshes under the following conditions: For three-dimensional but extruded meshes, the polynomial degree of the solution must be at least equal to the degree of the element mapping $\left(N \geq N_{g}\right)$, whereas in general three-dimensional geometry, we need the solution approximation order must be at least twice the degree of the element mapping $\left(N \geq 2 N_{g}\right)$. Note that if the conditions are not met, the freestream error is not negligible, irrespective of its spectral convergence seen in Fig. 7. It was also observed that these errors are not advected away but rather are constantly produced at the non-conforming interfaces.

We found that the same conditions hold if we run the simulations with Gauss-Lobatto nodes instead of Gauss nodes. We also found that the scheme with Gauss-Lobatto nodes was unstable for $1<N<N_{g}$, though this choice is not relevant in practice since the watertight condition on the mesh cannot be met.

## 8 Summary

The under-integration of the surface terms [30],[21], in the discontinuous Galerkin approximation introduces errors at the element faces that do not cancel and lead to free-stream preservation errors. These errors are not necessarily small, though the spectral polynomial approximation will at least ensure that the error decays exponentially fast. The general condition for free-stream preservation requires both volume (Condition V, eq. (40)) and face (Condition F, eq. (44)) conditions. Condition V must hold for both conforming [16] and non-conforming meshes. Condition F, which is easily satisfied for conforming meshes, requires that the difference between the metric terms over the faces be orthogonal to the approximation space. We have cataloged eight sufficient conditions on the geometry that do not require the solution of a least squares (projection) solution to ensure Condition F. The most general are to approximate the geometry to no more than half the order of the solution, overintegration of quadratures, or by transferring the product $\Gamma_{l} \nabla_{\xi} \Gamma_{m}$ from the parent to the child faces.
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## A Appendix

For ensuring the watertight condition, we require the geometry interpolants of the large face and the child faces, shown in Fig. 8, to match. The interpolation of the interpolant from the large face to the child faces is exact. The interpolation of the product of two interpolants is not. For completeness, we present a proof here, though only for edges in a two dimensional mesh. The proof for two dimensional faces in a three dimensional mesh will follow the same approach due to the tensor product approximation.


Fig. 8 Subdivision of interpolants. The polynomials $U^{L}$ and $U^{R}$ will be constructed to match $U$ on their respective intervals.

Define the polynomial of degree $N$ over the interval $[-1,1]$ to be

$$
\begin{equation*}
U(s)=\sum_{j=0}^{N} U_{j} \ell_{j}(s) . \quad s \in[-1,1] \tag{49}
\end{equation*}
$$

Next subdivide the interval into two pieces $\xi \in[-1,1]$ and $\eta \in[-1,1]$ and two mappings

$$
s= \begin{cases}\frac{\xi-1}{2} & \xi \in[-1,1]  \tag{50}\\ \frac{\eta+1}{2} & \eta \in[-1,1]\end{cases}
$$

Define the two polynomials that take on the values of $U$ at the interpolation points on the left and right intervals, i.e

$$
\begin{equation*}
U_{L}(\xi)=\sum_{n=0}^{N} U\left(\frac{\xi_{n}-1}{2}\right) \ell_{n}(\xi), \quad U_{R}(\eta)=\sum_{n=0}^{N} U\left(\frac{\eta_{n}+1}{2}\right) \ell_{n}(\eta) \tag{51}
\end{equation*}
$$

Now we assume that we have two polynomials that match on the short and the long intervals. That is,

$$
\begin{equation*}
U(s)=\sum_{j=0}^{N} U_{j} \ell_{j}(s) \quad U \neq 0, \quad V(s)=\sum_{j=0}^{N} V_{j} \ell_{j}(s) \quad V \neq 0 \tag{52}
\end{equation*}
$$

We then project the product of the two onto the polynomial space

$$
\begin{equation*}
W(s)=\mathbb{I}^{N}(U V)=\sum_{j=0}^{N} U_{j} V_{j} \ell_{j}(s) \tag{53}
\end{equation*}
$$

and break the interval into two, as in (51), and define interpolants on each half

$$
\begin{align*}
& W_{L}(\xi)=\mathbb{I}_{L}^{N}(U V)=\sum_{j=0}^{N} U\left(\frac{\xi_{j}-1}{2}\right) V\left(\frac{\xi_{j}-1}{2}\right) \ell_{j}(\xi)  \tag{54}\\
& W_{R}(\xi)=\mathbb{I}_{R}^{N}(U V)=\sum_{j=0}^{N} U\left(\frac{\eta_{j}+1}{2}\right) V\left(\frac{h_{j}+1}{2}\right) \ell_{j}(\eta) .
\end{align*}
$$

Then we prove that

$$
\begin{equation*}
W\left(\frac{\xi-1}{2}\right) \neq W_{L}(\xi), \quad W\left(\frac{\eta+1}{2}\right) \neq W_{R}(\eta) \tag{55}
\end{equation*}
$$

that is, the interpolation of the product onto the polynomials of degree $N$ on each half does not equal the interpolant of the product over the whole interval.

To prove this, we examine the error of the interpolants. We know from basic numerical analysis that

$$
\begin{equation*}
E(s)=U V-W(s)=\frac{1}{(N+1)!} \frac{\partial^{N+1}(U V)}{\partial s^{N+1}} \prod_{i=0}^{N}\left(s-s_{i}\right) \tag{56}
\end{equation*}
$$

and that $E(s)=0$ at precisely the $N+1$ interpolation points, $s_{i}, i=0,1, \ldots, N$. Similarly for the interpolant on the left,

$$
\begin{equation*}
E_{L}(\xi)=U\left(\frac{\xi-1}{2}\right) V\left(\frac{\xi-1}{2}\right)-W_{L}(\xi)=\frac{1}{(N+1)!} \frac{\partial^{N+1}(U V)}{\partial \xi^{N+1}} \prod_{i=0}^{N}\left(\xi-\xi_{i}\right) \tag{57}
\end{equation*}
$$

That interpolant vanishes at precisely $N+1$ points $\xi_{i}$ and nowhere else unless the derivative of the product vanishes.
The Gauss and Gauss-Lobatto points are symmetric and distinct about the middle of the interval and so there are twice as many (distinct) points $\xi_{i}$ on the interval $s \in[-1,0]$ as there are nodes $s_{i}$. Therefore, there exist nodes $\xi_{i}$ that are not equal to any node $s_{i}$. Let us choose, then, one such $\xi_{i}$ such that $s=\left(\xi_{i}-1\right) / 2$ is not a node of the interpolation on $s$. Then $E_{L}\left(\xi_{i}\right)=0$, i.e., $U\left(\left(\xi_{i}-1\right) / 2\right) V\left(\left(\xi_{i}-1\right) / 2\right)=W_{L}\left(\xi_{i}\right)$, but $E\left(\left(\xi_{i}-1\right) / 2\right) \neq 0$ so that $U\left(\left(\xi_{i}-1\right) / 2\right) V\left(\left(\xi_{i}-1\right) / 2\right) \neq W\left(\left(\xi_{i}-1\right) / 2\right)$ and the result follows.
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