epl draft

Dynamical quantum phase transitions: a brief survey
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PACS 03.65.Vf — Phases: geometric; dynamic or topological

Abstract — Nonequilibrium states of closed quantum many-body systems defy a thermodynamic
description. As a consequence, constraints such as the principle of equal a priori probabilities in the
microcanonical ensemble can be relaxed, which can lead to quantum states with novel properties
of genuine nonequilibrium nature. In turn, for the theoretical description it is in general not
sufficient to understand nonequilibrium dynamics on the basis of the properties of the involved
Hamiltonians. Instead it becomes important to characterize time-evolution operators which adds
time as an additional scale to the problem. In these Perspectives we summarize recent progress
in the field of dynamical quantum phase transitions, which are phase transitions in time with
temporal nonanalyticities in matrix elements of the time-evolution operator. These transitions
are not driven by an external control parameter, but rather occur due to sharp internal changes
generated solely by unitary real-time dynamics. We discuss the obtained insights on general
properties of dynamical quantum phase transitions, their physical interpretation, potential future
research directions, as well as recent experimental observations.
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Introduction. — We encounter phase transitions un-
() der various incarnations in every-day life, such as in the
=——=tase of boiling water or the melting of ice. From a thermo-
dynamic perspective, these processes manifest as a nonan-
alytic behavior upon tuning an externally-controlled pa-
LO) rameter [113], such as the temperature. In the case of
boiling water for instance the free energy F(T') exhibits a
nonanalytic structure upon increasing the temperature 7,
as illustrated in Fig. [[B. However, all these processes take
= their time. Suppose that we monitor the temperature T’
during the actual heating process in real time, then we
chvould observe the behavior displayed in Fig. [[IC. After an
< initial growth, T levels off to the boiling temperature 7.
A further increase can only occur, when the heating mech-
. —= anism has provided the latent heat necessary to cross this
><ﬁrst-0rder phase transition. And since a realistic heating
machine can only provide a finite power, this takes time.
Importantly, monitoring the temporal heating process of
crossing the transition is now smooth in contrast to the
characteristic nonanalytic behavior as a function of the
control parameter.

)

In the quantum world, remarkably, this can be different:
a quantum many-body system can undergo a dynamical
quantum phase transition (DQPT) with physical quanti-
ties becoming nonanalytic as a function of real time [45],

see Fig. [2] for some recently obtained experimental mea-
surements. At such a DQPT a system can therefore show
nonsmooth properties caused solely by drastic internal
changes and not imposed by the exterior. In this arti-
cle we give an overview over this phenomenon including
both a summary of the theoretical and experimental de-
velopments as well as a discussion on open challenges and
future prospects.

These DQPTs occur in closed quantum many-body sys-
tems during unitary real-time evolution, so that the in-
fluence of an environment can be neglected. In addi-
tion to fundamental theoretical aspects [7H11] the mo-
tivation to study such nonequilibrium unitary dynamics
originates to a large extent in experimental advances in
so-called quantum simulators over the last years [12}{15].
In platforms such as ultra-cold atoms or trapped ions
among many others it has become possible to experimen-
tally realize and probe such scenarios with a high degree
of control and precision, which has lead to the observa-
tion of inherent dynamical phenomena without equilib-
rium counterparts. This includes the observation of many-
body localization |16H18], prethermalization [19-21], par-
ticle production in lattice gauge theories [22], discrete
time crystals [23,24], or dynamical quantum phase tran-
sitions [6,/25130].
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Fig. 1: A Schematic illustration of the first-order boiling tran-
sition of water. B The free energy F(T') exhibits nonanalytic
behavior as a function of the external control parameter T at
the boiling temperature Ts. C When monitored as a function
of real time the temperature 7" changes smoothly upon heating
up the liquid.

The theoretical description and understanding of such
nonequilibrium quantum states is, however, facing major
challenges. On a fundamental level, these states don’t
exhibit a description in terms of a free energy and are
therefore beyond thermodynamics. This, however, might
not only be seen as an obstacle but rather as an opportu-
nity to generate new quantum states beyond equilibrium
constraints such as the principle of equal a priori probabili-
ties in the microcanonical ensemble. As a consequence the
field of nonequilibrium quantum physics admits a frame-
work to generate many-body states with novel properties
impossible to realize within conventional thermodynam-
ics. A prominent example in this direction constitutes the
celebrated time crystal [11}31},/32], which cannot exist in
equilibrium states [33}[34].

From an alternative point of view the main challenge
in the understanding of nonequilibrium quantum states is
that now it is not sufficient to understand the properties
of Hamiltonians. Instead, we have to characterize time-
evolution operators:

t ’ ’
U(t) = Teiifo dt H(t) (1)
Here, T denotes the time-ordering prescription and H (t)
the, in general, time-dependent Hamiltonian. Crucially,
the propagator U(t) contains one additional scale, which
is time itself. As we will discuss in the remainder of these
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Fig. 2: At a dynamical quantum phase transition physi-

cal quantities can become nonanalytic as a function of time.
Here, the data from a trapped ion experiment shows that the
Loschmidt echo rate function A(¢) for a long-range transverse-
field Ising model can exhibit kinks as a function of a rescaled
dimensionless time 7 [6].

Perspectives, this additional scale can lead to new physics.
However, it remains a central question how to extract gen-
eral principles in time-evolution operators, i.e., quantum
dynamics, and to which extent we can describe nonequi-
librium quantum many-body states in a unified manner.
It is one of the main purpose of this article to summarize
how the theory of DQPTSs can contribute to this field.

Dynamical quantum phase transitions. — A
DQPT is a phase transition in time driven by sharp in-
ternal changes in the properties of a quantum many-body
state and not driven by an external control parameter such
as temperature or pressure. The central object for the the-
ory of DQPTs is the so-called Loschmidt amplitude

G(t) = (Yoltho(t)) = (tholU(t)[4bo) , (2)
denoting the overlap between the initial state |¢)p) and the
time-evolved one |1y(t)). Alternatively, one can interpret
G(t) as a matrix element of the time-evolution operator
U(t). In this way, the study of G(¢) serves the purpose
of characterizing U(t) instead of Hamiltonians and their
respective thermal states, as is done in equilibrium. In
the following we will consider for convenience a specific
nonequilibrium protocol, a so-called quantum quench. For
a quantum quench the initial condition |¢g) is chosen as
the ground state of an initial Hamiltonian Hy and the
Hamiltonian driving the time evolution as H(t) = H.
Such a scenario results from a sudden switching of a sys-
tem parameter at time ¢ = 0. The Loschmidt amplitude
G(t) then acquires the following form

G(t) = (gole™"" o) . (3)
While we will restrict the discussion to such quantum
quenches, the theory of DQPTs is formulated in a much
more general context [5], as one can already see from
Eq. , which does not rely on a specific nonequilibrium
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protocol. Although we will focus here on the case of initial
pure states, extensions to mixed states have been discussed
in the literature recently [35H39]. While real-time nonan-
alyticities in the Loschmidt echo have been first found in
Ref. [40], the interpretation as a DQPT and the connec-
tion to conventional phase transitions has been formulated
in Ref. [4].

It is one of the most important insights that Loschmidt
amplitudes on a formal level resemble partition functions
in conventional statistical physics [4]. While this might
appear already evident from, e.g. the defining equation
of the partition function Z of the canonical ensemble
Z = Tre PH there is an even stronger formal analogy
to so-called boundary partition functions Zg which have
the structure Zp = (Wale fH|pg) [41]. This class of
partition functions describes systems subject to bound-
ary conditions on two ends, which are encoded in the
boundary states [1)4,). The spatial distance between the
two boundaries is proportional to R and H denotes the
bulk Hamiltonian. In this context one can interpret the
Loschmidt amplitude G(¢) as a boundary partition func-
tion in time with |¢)g) implementing the respective tem-
poral boundary conditions.

As the free energy corresponding to an equilibrium par-
tition function becomes nonanalytic at a phase transition,
so can therefore

1

9(t) =~ Tog [9(1)] (4
which can be viewed as a dynamical counterpart to a free
energy density up to a differently chosen normalization
with N denoting the number of degrees of freedom. A
point in time ¢*, where such a nonanalyticity occurs, we
define in the following as a DQPT. It will be useful to also
consider the quantity

At =~ los[£(] L) =|g0)*, ()
which is the analog of g(t) for the probability L£(t) asso-
ciated with G(t). Evidently, \(t) = 2Re[g(t)] such that a
nonanalytic behavior in g(t) directly translates into a non-
analytic behavior in A(t). In Fig. [2| one can see a DQPT
in A(t) for the paradigmatic Ising model upon quenching
a transverse field.

In the meantime DQPTs have been observed in a variety
of different platforms addressing diverse aspects and phys-
ical phenomena. This includes experiments in ultra-cold
atoms in optical lattices [25], trapped ions [6], quantum
walks [29,[30], nanomechanical oscillators [28], and super-
conducting qubits [27].

It will be the goal of the remainder of this article to
discuss the physical meaning of these real-time nonana-
lyticities and to explore their implications for the under-

standing of the dynamics in quantum many-body systems.

General implications. — While the real-time non-
analyticities themselves might be regarded already as an

intriguing phenomenon, it remains a central question to
understand the physical implications of DQPTs. On a
more general note, let us emphasize that the dynamical
analog ¢(t) to the free energy density is not a thermo-
dynamic potential. In particular, derivatives of g(t) are
not related to measurable quantities as compared to the
equilibrium case where, for example, the second deriva-
tive of the free energy with respect to temperature yields
the specific heat. As a consequence, the observation of a
temporal nonanalyticity in g(¢) does not immediately im-
ply a measurable signature in a physical observable. A
DQPT rather indicates a point in time where the time-
evolution operator U(t) exhibits a drastic change in its
properties without providing insights into the character of
this changes, which requires a further analysis.

Let us take the chance at this point to draw an anal-
ogy to an equilibrium scenario sharing some similarities.
Quantum phase transitions for 1D systems can be de-
tected through those points in parameter space where
the area law of the entanglement entropy is violated [42].
This method for detection has found various applications
in recent years since it represents a system-independent
general-purpose tool that doesn’t require detailed knowl-
edge about the physical system. The study of the entan-
glement entropy alone, however, does not provide the full
physical picture, for which we still need to identify the re-
spective order parameters for instance. In a similar way,
a DQPT implies a point in time with a radical change
in the time-evolution operator and therefore represents an
analogous system-independent indicator. The nonanalytic
temporal behavior in g(t), however, does not specify the
physical origin of the DQPT, which requires further anal-
ysis. These considerations naturally lead to the question:
what do we learn from DQPTs then? Clearly, this field is
still developing and new facets are likely to explored in the
future. However, currently, two major aspects are worth-
while mentioning here: (i) it is, remarkably, possible for
some classes of models to obtain information about ground
state phase diagrams from the study of DQPTs although
being driven far away from equilibrium; (ii) the theory of
DQPT provides general principles of quantum dynamics,
which allow us to understand classes of nonequilibrium
scenarios instead of analyzing individual problems.

Relation to underlying equilibrium phase tran-
sitions. — In many cases it has been recognized that
DQPTs are directly connected to the underlying equilib-
rium phase transitions of the considered models. However,
it has turned out that this connection is, in general, not
to be understood as a one-to-one correspondence [43H46].
Therefore, DQPTs constitute a genuine nonequilibrium
phenomenon.

The relation between the appearance of DQPTs and
the underlying ground state properties of the Hamil-
tonian are most extensively understood for topological
two-band models [47H49]. A quantum quench across a
topological ground state phase transition in one dimen-
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sion (1D) always leads to a DQPT in real-time evolu-
tion, which is why these DQPTs are also termed topo-
logically protected [47,[49]. The reverse, however, is not
always true. It can happen that a system undergoes a
DQPT without crossing an underlying equilibrium tran-
sition. These DQPTs are therefore ’accidental’ and upon
smoothly changing the Hamiltonian parameters, they can
be made disappear without closing a gap along the way.
This strong connection between equilibrium critical points
and DQPTs can be used in 1D, remarkably, to map out
ground state phase diagrams based just on the study of
DQPTs . In this way, information about ground states
can be inferred via nonequilibrium dynamics, which neces-
sarily takes place at elevated energy densities. Specifically,
the dynamics of a dynamical topological order parame-
ter , which can be defined on general grounds for these
models, is capable to distinguish uniquely, whether an un-
derlying quantum phase transitions has been crossed or
not. This has, for example, be used in split-step quantum
walks to experimentally obtain information about phase
boundaries .

For systems other than the topological ones discussed
in the paragraph before, it is not possible to rigorously
connect, equilibrium and dynamical phase transitions on
general grounds. For many models, however, the appear-
ance of DQPTs is nevertheless directly related, so that
also here DQPTs can be utilized to map out equilibrium
ground state phase diagrams, by keeping in mind, how-
ever, that this might be subject to change upon continu-
ously deforming the Hamiltonian even without gap clos-
ing. Importantly, a weak symmetry-preserving perturba-
tion is, however, not sufficient to achieve this, see also the
discussion on the robustness of DQPTs below. Finally,
there are also models for which quantum quenches across
equilibrium transitions do not lead to DQPTs because of
kinetic constraints .

The discussion up to now has only considered the case
of ground state phase transitions. How transitions at
nonzero temperature reflect dynamically in DQPTs is cur-
rently much less known, in particular because such tran-
sitions require at least 2D, which is much more chal-
lenging to theoretically address with some notable excep-

tions @

Dynamical analogs to quantum critical regions.
— The identification of DQPTs as nonequilibrium phase
transitions has been argued initially on the basis of the
formal similarity of the Loschmidt amplitude with equi-
librium partition functions. However, it is important to
note again that g(t) does not represent a thermodynamic
potential despite of the formal similarities to free energy
densities. Derivatives of g(t) cannot be connected directly
to observables or correlation functions, leading immedi-
ately to the following open questions: (i) Is there an in-
direct connection to observables or correlation functions
then? (ii) What do these DQPTs mean when the quan-
tity g(t), which entails the defining real-time nonanalyt-
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Fig. 3: Dynamical counterpart to quantum critical regions in
the vicinity of DQPTs. A Schematic illustration of the energy
density-time plane, where energy is measured with respect to
the initial Hamiltonian and € = 0 corresponds to the ground
state energy density. A DQPT occurs along ¢ = 0 at a critical
time t*. The nonanalytic properties of the DQPT at t* can
extend to € > 0, schematically depicted here as the green area.
The average energy €ayv(t) is included as the dotted red line.
B Such dynamical analogs of quantum critical regions can, for
some specific cases, be measured experimentally @, see (c)
where the energy- and time-resolved magnetization M, (e, t) is
shown on a color scale. The dashed gray lines indicate the
locations of two subsequent DQPTSs, occurring in the unitary
dynamics of realized long-ranged transverse-field Ising chain,
see (a). In the vicinity of both of the two DQPTs an area,
which is controlled by the DQPT (white), extends to € > 0 and
intersects €,y (t), which allows to conclude that these DQPTs
control the nonequilibrium dynamics of the considered magne-
tization, as one can indeed observe as vanishing values for the
mean magnetization M, in (b).
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icities, does not function as a thermodynamic potential?
While many models and nonequilibrium protocols have
been identified, where temporal nonanalyticities occur, for
the understanding of DQPTs these two questions still re-
main as major challenges.

In the following, a physical interpretation of DQPTSs,
useful in many cases, will be summarized. This inter-
pretation is based on viewing the Loschmidt amplitude
and echo as measures to probe the time-evolved quan-
tum many-body state [¢(t)) in the ground state mani-
fold of the initial Hamiltonian Hy, since both G(t) and
L(t) project |1o(t)) back onto the ground state [ig) of
Hj. Along these lines, let us decompose |1o(t)) in the full
eigenbasis [1,) of the initial Hamiltonian:

Wo(t» = Zal/(t)|wu>’ a’l/(t) = <wu‘¢0(t)>7 (6)

where v = 0 corresponds to the initial ground state, i.e.,
a,—o(t) = G(t). From the perspective of this expansion
G(t) quantifies one of the exponentially many amplitudes
a,(t). Thus, how can this single overlap be important,
when most of the weights a, (t) are in v # 0? This can only
be the case when v = 0 does not represent a singular point,
but rather when the properties of G(t) = ag(t) extend to
other amplitudes v # 0.

An important example in equilibrium, where the prop-
erties of a single quantum many-body state extend to a
significant portion of Hilbert space, is that of a quan-
tum phase transition [3]. Although nonanalyticities as a
function of a control parameter can be found only in the
ground state, the zero-temperature critical point controls
the whole quantum critical region in the temperature-
control parameter plane. It is the goal of the following
discussion to argue that an analog to a quantum critical
region can also exist for DQPTSs, see also Fig. [3]

From an operational point of view, L£(t) = |ag(t)|? is
the result of a projective measurement of the energy F
with the initial Hamiltonian Hj, where as a measure-
ment outcome we have obtained £ = 0 upon choos-
ing the zero of energy accordingly. We might, however,
also consider other possible measurement outcomes and
probe the state’s properties also at excited energy densi-
ties e = E/N > 0. In case ag(t) does not represent a
singular point, the DQPT occurring at ¢t = t* along ¢ = 0
extends also to € > 0, as illustrated in Fig. BJA. Accord-
ingly, the temperature-control parameter plane is replaced
by an energy density-time plane with a potential dynami-
cal analog to a quantum critical region. Importantly, this
can be measured even experimentally [6], see also Fig.

Despite of the various suggestive analogies to equilib-
rium quantum critical regions, there remains one cen-
tral difference. In equilibrium the temperature can, at
least in principle, be chosen at will. In the dynamical
case discussed here this is not the case for the energy
density. Expectation values of local observables rather
get their dominant contributions only from a limited set
of states with energy densities close to the mean value

av(t) = [dee P(e;t) due to a central limit theorem [55],
where P(e;t) denotes the energy density distribution func-
tion at time ¢. In this way the energy density, at which
we probe our system with local observables, is fixed by
the nonequilibrium protocol itself via e,y (t). Whenever
€av(t) crosses the dynamical analog of the critical region,
the green area in Fig. [JA, one can expect that the under-
lying DQPT controls also the dynamics of local observ-
ables. It might, however, also occur that e,,(t) enters a
non-universal regime at elevated energy densities, where
an underlying DQPT might then not have a significant
influence on observables.

Importantly, such dynamical analogs of quantum criti-
cal regions can be computed [55] and even measured [6],
see also Fig. BB. However, these quantitative calculations
can only be done for fine-tuned models [55]. While the
picture from Fig. is not tied to these particular prob-
lems, it remains a significant challenge for the future to
develop a more general framework to quantitatively com-
pute such critical regions. Such a framework might be
also particularly important for exploring whether other
major properties of quantum critical regions take over to
the dynamical case, such as scaling, for example. For the
models, in which critical regions as in Fig. [3| can be com-
puted, the question of scaling cannot be unambiguously
addressed, since the exponents associated with the DQPT
are all integer-valued and therefore can only hardly be
distinguished from a trivial scaling.

General properties. — The real-time nonanalytic-
ities of DQPTs and the formal similarity of Loschmidt
amplitudes to complex partition functions have initially
motivated the notion of a dynamical quantum phase tran-
sition. However, it is important to emphasize that equi-
librium phase transitions are much more than just non-
analytic behavior. For example, a continuous equilibrium
transition separates two phases characterized by an order
parameter, and inherits the powerful concepts of scaling
and universality, which allow for a macroscopic descrip-
tion independent of microscopic details. In the following
we summarize the progress of the theory of DQPTs in
connecting to such important equilibrium concepts.

Dynamical order parameters.  Order parameters for
DQPTs have been reported for noninteracting topological
two-band models both in 1D and 2D [25][36,37]48}|56].
These dynamical order parameters are topological quan-
tum numbers detecting topological defects in phase pro-
files across the Brioullin zone. Importantly, these have
been measured in various different platforms [25,28-30],
one example is shown in Fig. @l Recently, a dynamical
order parameter in a momentum-time plane of Green’s
functions has been reported in the context of gauge the-
ories, which can be used for interacting and noninteract-
ing systems on equal footing [57]. All of these mentioned
examples constitute order parameters of nonlocal nature
associating a global topological quantum number to the
time-evolved nonequilibrium wave function. To which ex-
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Fig. 4: Observation of a dynamical order parameter in an
ultra-cold atom experiment [25]. (b) Subsequent snapshots of
a momentum-dependent phase profile across the 2D Brioullin
zone for increasing times from (i) to (ix). At some points in
time, here between (ii) and (iii), suddenly pairs of vortices ap-
pear enclosed by the red circles. At a later time between (vii)
and (viii), they recombine and annihilate. (e) The number of
dynamically generated vortices constitutes a dynamical order
parameter for DQPTs happening at those points in time where
the vortices a created and annihilated.

tent also local order parameters can exist is currently un-
known. However, it is clear from general principles that
certain scenarios are impossible due to constraints induced
by locality and causality. Since DQPTs occur at a fi-
nite time, long-ranged quantum correlations cannot de-
velop at a DQPT due to Lieb-Robinson bounds [58H60].
And therefore a conventional local order parameter associ-
ated to such long-range correlations cannot be formulated.
However, this leaves open the possibility still for order pa-
rameters which are non-local or global, as discussed for
the topological systems and gauge theories before. In this
context let us note that non-local order parameters can
also be identified for some quantum quenches in systems
with symmetry-broken phases in equilibrium [52H55] after
a non-local projection onto a suitable low-energy mani-
fold . Let us also take the chance at this point to

repeat the saying that ”choosing an order parameter is
an art” [61]. Having found a suitable one, implies a high
degree of understanding of the studied transition, which,
on general level, has not yet been achieved for DQPTs
as compared to the equilibrium case. This leaves open a
promising avenue for future developments in this field.

Scaling and universality. ~ Continuous phase transi-
tions in equilibrium are associated with a divergent corre-
lation length, as a consequence of which macroscopic prop-
erties become independent of microscopic details .
Whether such universal behavior can be found also for
DQPTs is not known on a general level. However, for
a transverse-field Ising chain it has been established rig-
orously that the DQPTs appearing in this model are as-
sociated with an unstable fixed point of an exact renor-
malization group transformation (RG) [51]. Thus, in the
very equilibrium sense, this DQPT results from a diver-
gent correlation length appearing in the Loschmidt am-
plitude. Note, that this should not be confused with a
divergent length scale in correlation functions, although
these also show indicative features of the DQPT in their
dynamics for these models [51,/62]. Further, for DQPTs
in a 2D transverse-field Ising model strong indications of
a divergent correlation length have been found. Specifi-
cally, the nonanalytic real-time behavior follows the same
scaling as for the equilibrium nonzero-temperature criti-
cal point of the 2D classical Ising model [51]. While this
suggests that scaling and universality also hold for this
case, it has up to now not been possible to settle this rig-
orously, for example, by identifying the corresponding RG
fixed point.

Landau and effective field theories. ~ The universal
properties at continuous equilibrium phase transitions are
determined solely by macroscopic properties such as sym-
metries or dimensionality. These are sufficient to con-
struct Landau or effective field theories, which describe
the universal properties in the vicinity of the transition.
Although for one particular model system a Landau theory
for DQPTs has been derived from microscopics , for a
general understanding of DQPTs it will be of central im-
portance to explore ways that can approach DQPTs from
a macroscopic perspective. As emphasized also before,
the theory of DQPTs is facing a major challenge in this
context, since it is the central property of the considered
nonequilibrium quantum states, that they defy a thermo-
dynamic description and therefore a description in terms
a free energy in an equilibrium sense. On the other hand,
this might not only be seen as an obstacle but rather as the
defining feature of these quantum states which grant them
potentially new properties, but might require a redefined
notion of free energies.

Robustness.  While DQPTs have been initially mostly
studied for exactly solvable models, it has been soon rec-
ognized as an important question to which extent they
are robust against perturbations [64H66], in particular,
those perturbations which break the exact solvability and
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make the models ergodic. From the study of individual
model systems, the phenomenology of equilibrium tran-
sitions has been recovered in the sense that DQPTs ap-
pear to be stable against weak symmetry-preserving per-
turbations [64-66] on the accessible transient time scales.
It is, however, not known how such perturbations can
influence DQPTs occurring on long time scales, where
weak perturbations can change significantly the dynam-
ics by making for instance a nonergodic system thermaliz-
ing [67]. For the previously discussed case of a transverse-
field Ising chain, where the DQPT is associated with scal-
ing and universality, such a robustness is the consequence
of an unstable RG fixed point [51]. Upon including a
symmetry-breaking perturbation, however, the character
of the fixed point can change and the DQPT can then
be transformed to a first-order transition without diver-
gent correlation length [63]. For some models it has been
reported that symmetry-breaking perturbations can even
lead to a smoothing of DQPTs [40], although this might
not be a general rule [63}/64].

Prospect. — Summarizing, the field of DQPTs has
advanced significantly in recent years. Nevertheless, it
still awaits challenges. While some have been already
pointed throughout the prior presentation, it will be the
purpose in the following to discuss further open questions
and prospects as well as potential future research direc-
tions.

As highlighted before, it is currently unclear to which
extent DQPTs can be captured from a macroscopic per-
spective. In different words: Is it possible to describe the
main properties in the vicinity of a DQPT by concepts
analogous to a Landau or effective field theory, which re-
quires as an input only a few macroscopic properties such
as symmetries or dimensionality? This might also be im-
portant for classifying DQPTs on a general level, thereby
extending previous approaches [47}/50].

A further intriguing prospect is to study DQPTs in 2D
and 3D beyond the 1D cases addressed mostly up to now,
where novel critical phenomena might appear. This expec-
tation is driven mainly from the equilibrium perspective,
where compared to 1D it is now possible to have, for ex-
ample, phase transitions at nonzero temperature or frac-
tional and irrational critical exponents. How these more
complex critical properties express themselves in the con-
text of DQPTs is largely unknown, which is mainly due to
a methodological challenge. Accessing quantum dynamics
in such higher dimensional systems by itself is already dif-
ficult. Further, on a technical level Loschmidt amplitudes
or echos share the complexity of full partition functions at
complex parameters, whose calculation is in addition much
more demanding in most cases than determining local ob-
servables or correlation functions. However, for example,
projected-entangled pair states (PEPS) promise to provide
access to 2D systems both in and out of equilibrium [68].
In this context it is important to emphasize a central ad-
vantage of DQPTs in that they occur at transient and in-

termediate time scales. For PEPS for instance this implies
that the entanglement production can be still limited to a
tractable extent. Another promising approach for study-
ing quantum dynamics in 2D and 3D is to use quantum
many-body state encodings on the basis of classical [62,69)
or artificial neural networks |70]. Here, however, it is not
known, in general, how to compute Loschmidt amplitudes
except for specific cases [62].

The theory of DQPTs exhibits also important open
questions in their physical interpretation. As discussed
already before in these Perspectives, DQPTs reflect a
drastic change in the properties of the time-evolution
operator without, however, being specific about what
that change implies on physical grounds. In equilib-
rium, phase transitions are characterized by order pa-
rameters marking the two phases separated by the tran-
sition. While dynamical order parameters of topological
nature have been formulated for some specific problems re-
cently [25,/36,/37,48,56,57], this might be rather seen as a
first step towards a more general understanding, since or-
der parameters are still missing for a multitude of observed
DQPTs. Thus, in the future it will be particularly impor-
tant to develop new approaches for characterizing the two
phases separated by a DQPT. One promising route might
be to utilize recent progress in applying machine learning
approaches to quantum many-body problems, i.e., quan-
tum phase recognition [71L72], which are not only limited
to equilibrium states.
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