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Zusammenfassung

Simulationen des Spiegelladungse�ekts in hochpräzisions Penning-Fallen

und des neuen IGISOL Ionen Pulsers

Penning-Fallen sind die vorläu�ge Spitze einer langen Entwicklung in der Massenspektro-
metrie, die um 1900 begonnen hat. Mit einer relativen Genauigkeit von bis zu 10−12 erlauben
Penning-Fallen durch Massenmessungen das Testen verschiedener physikalischer Theorien
wie zum Beispiel der Quantenelektrodynamik (QED), des CPT-Theorems (für englisch charge,
parity, time = Ladung, Parität, Zeit) und der speziellen Relativitätstheorie.
Um diese Genauigkeit zu erreichen, müssen viele Geräte aufeinander abgestimmt und Messun-
gen häu�g wiederholt werden. Diese Aufgabe wird durch Computer übernommen. Diese Arbeit
stellt die Grundstruktur eines neu entwickelten und auf Python basierendem Kontrollsystem
für das Experiment THe-Trap am Max-Planck-Institut für Kernphysik in Heidelberg, Deutsch-
land, vor. Bei der Entwicklung wurde der Fokus darauf gelegt, dass der Benutzer mit einem
Blick auf das Kontrollsystem erkennen kann, in welchem Zustand sich das Experiment be�ndet.
Zudem ist es möglich, mit externen, ebenfalls auf Python basierenden Skripts das Experiment
zu steuern und zu automatisieren.
Hochpräzisions Penning-Fallen Experimente weltweit mit der oben beschriebenen Genauigkeit
werden unter anderem durch den sogenannten Spiegelladungse�ekt limitiert. Dieser E�ekt
wird durch die Spiegelladungen hervorgerufen, welche das Ion in den umgebenden Elektroden
der Penning-Falle induziert. Diese Spiegelladungen erzeugen ein zusätzliches elektrisches Feld,
welches die Eigenfrequenz des Ions und dadurch das Messergebnis systematisch verschiebt.
Diese Arbeit stellt eine numerische Berechnung des Spiegelladungse�ekts für verschiedene
Experimente mit Hilfe der Finiten-Elemente-Methode unter Benutzung von COMSOL multi-
physics™ vor. Die Ergebnisse der Simulation haben eine Unsicherheit von 1 % und stimmen mit
den Messergebnissen, die eine Genauigkeit von ca. 5 % haben, überein.
Flugzeitmessungen zeigen ihre Stärke bei der Massenbestimmung von kurzlebigen Nukliden mit
einer Halbwertszeit von unter 100 ms. Dabei werden Ionen mehrfach re�ektiert, um die Flugstre-
cke zu verlängern, was den Geräten den englischen Namen multi-re�ection time-of-�ight mass
spectrometer (MR-ToF MS) eingebracht hat. Zudem dienen sie als schneller Massenseparator.
Jedoch benötigen MR-Tof MS Ionenpulse mit einer zeitlichen Ausdehnung von etwa 100 ns
oder kürzer. In dieser Arbeit wurde für das Experiment IGISOL in Jyväskylä, Finnland, ein
Ionenpulser unter Benutzung von SIMION entwickelt, gebaut und getestet. Beim Test konnte
eine Pulsbreite von 107 ns erreicht werden.
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Abstract

Simulations of the image charge e�ect in high-precision Penning traps and

the new IGISOL ion buncher

Penning traps are currently the most precise mass measurement devices resulting from a
long development, which started around 1900. With a relative precision of up to 10−12, Penning
traps allow testing of various physical theories by means of mass measurements, such as
quantum electrodynamics (QED), the CPT (charge, parity and time) theorem and theory of
special relativity.
In order to achieve this precision, many devices have to be coordinated and measurements
have to be performed repeatedly. This work presents the basic structure of a newly-developed
Python based control system for the THe-Trap experiment at the Max-Planck-Institute for
Nuclear Physics in Heidelberg, Germany. During the development the focus was placed on
enabling the user to recognize the state of the experiment at just one glance. It is also possible
to control and automate the experiment with external scripts based on Python as well.
High-precision Penning trap experiments worldwide with the above-mentioned precision are
limited among other things by the so-called image charge e�ect. This e�ect is caused by the
image charges induced by the ion in the surrounding electrodes of the Penning trap. These
image charges generate an additional electric �eld, which systematically shifts the frequency
of the ion and thus the measurement result. This thesis presents a numerical calculation of
the image charge e�ect for various experiments using the �nite element method in COMSOL
multiphysics™. The results of the simulation have an uncertainty of 1 % and agree with the
measurement results, which have an uncertainty of about 5 %.
Time-of-�ight measurements show their strength in determining the mass of short-lived nuclides
with a half-life of less than 100 ms. Ions are re�ected several times to extend the �ight distance,
which has given the instruments the name multi-re�ection time-of-�ight mass spectrometer
(MR-ToF MS). They also serve as fast mass separators. However, MR-Tof MS require ion pulses
with a temporal width of about 100 ns or shorter. In this work, an ion buncher using SIMION
was developed, built, and tested for the IGISOL experiment in Jyväskylä, Finland. During the
test a pulse width of 107 ns could be achieved.
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1. Introduction

Physics is the best description of the basic phenomena of nature by using the language of
mathematics. It spans from the biggest objects in the Universe, like galaxies, black holes and
stars, to the smallest, like atoms, protons, neutrons, electrons, neutrinos etc. Physics also
investigates the question of our existence. From the moments after the Big Bang, when only
hydrogen, helium and a bit of lithium existed, it was a long way to create all the elements, we
consist of. In all approaches to describe the world surrounding us, it is essential to know the
mass of its constituents of matter. Mass measurements o�er the opportunity to test several
physical theories and help to explain the way our world looks like. They can test the equivalence
between mass and energy, between matter and anti-matter and contribute in the understanding
of nucleosynthesis. In the following a short historical development of mass measurements up to
the present is given. This is followed by various applications of mass measurements for stable
and unstable nuclides and their current limitations.

1.1. History of atomic mass measurements

In 1907 Thomson built a spectrograph with parallel magnetic and electric �elds. This spectro-
graph had a mass resolving power of R = 10 − 20, which is de�ned as

R =
m

∆m
, (1.1)

where m is the mass and ∆m is the full width at half maximum (FWHM) of the line in the
measured spectrum. In 1913 he discovered that neon exists with a mass number A of 20 and
22. This was the discovery of isotopes. In 1919, Thomson’s student Aston further improved
this device by being able to focus his apparatus on ions of the same species but with di�erent
velocities. He found that hydrogen has a mass of 1.008 u instead of 1 u [Ast20]. This led to
the discovery of the mass defect. The mass defect means, that the nucleus is lighter than the
summed masses of its constituents. At that time, the atomic mass unit u was de�ned as one
sixteenth of the mass of 16O, i.e. 1 u = 1/16 · m(16O

)
. The "missing" mass is transformed into the

nuclear binding energy. From this, the astronomer Eddington concluded the nuclear synthesis
and the mechanism how energy is produced in the sun [Edd20]. In 1937 Aston could improve the
mass resolving power with a second order focusing mass spectrograph to R = 2000 [Ast37]. The
improvement in mass resolving power also led to an increased precision in the determination
of atomic masses
Figure 1.1 shows the development of the the mass uncertainty of tritium over time. With the
second order focusing mass spectrograph even �ner deviations in nuclear masses from integers
of hydrogen mass could be observed, revealing the �rst nuclear shell structures and nuclear
magic numbers [Els33]. This device was developed further by improving the geometry of the
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Figure 1.1.: Showing the mass uncertainty of tritium from the atomic mass evaluation (AME)
over time. The increase of the mass uncertainty from 1995 to 2003 is probably based
on di�erent judgments by the evaluators of the AME. Data and explanation of the
increase are from Reference [Hua19].

device until the late 1950s and a mass resolution of up to 200,000 could be achieved [Nie55]. At
CERN in 1970 for the �rst time such a mass spectrometer was connected to an accelerator to
measure the mass of unstable nuclides [KPT+73]. In the same year, Dehmelt and co-workers
at the University of Washington had the idea to use a Penning trap for a measurement of the
magnetic moment anomaly [WED73, vDSD87]. Afterwards, Penning traps quickly established
themselves as high-precision mass spectrometers. In 1980 Kluge at the University of Mainz had
the idea to use Penning traps for the measurement of radioactive nuclides at ISOLDE/CERN and
could thus achieve a mass resolving power exceeding one million, which even allowed to resolve
excited nuclear states, so-called isomers [SBB+90]. The concept of the Penning trap was for the
�rst time used for mass measurements of stable nuclides, in this case for protons, by Van Dyck Jr.
at the University of Washington [vDMFS86]. The mass measurement of molecules at the
Massachusetts Intitute of Technology by Pritchard at an uncertainty level of 10−10 [CWB+89]
and the measurement of anti-protons at Harvard University by Gabrielse [GPQ+95] followed.
Dehmelt was awarded together with Paul and Ramsey the Nobel Prize in 1989. The �rst two
received it "for the development of the ion trap technique" [oS89]. The latter one "for the
invention of the separated oscillatory �elds method and its use in the hydrogen maser and other
atomic clocks" [oS89].

14



1.2. Today’s motivation for high-precision mass measurements

1.2. Today’s motivation for high-precision mass measurements

As already described in the previous section, precise mass measurements have led to signi�cant
discoveries in physics. In the following current research �elds of mass spectrometry are
presented.

1.2.1. Charge, parity, and time reversal symmetry

The charge, parity, and time (CPT) reversal symmetry theorem states that physics is invariant
under the simultaneous transformation of charge conjugation, parity transformation and time
reversal. Therefore, the charge-to-mass ratio for a particle and its antiparticle must be identical
except for the sign. This is con�rmed for the ratio between anti-protons and H− at a level
of 10−12 [USM+15]. Similarly, the magnetic moment of protons and anti-protons in a Penning
trap was compared and found to be equal [SSH+17, SMB+17] at a level of 8 · 10−7.

1.2.2. �antum electrodynamics

The previously mentioned magnetic moment, characterized by the so-called д-factor, opens up
the possibility to test another physical theory. The д-factor depends among other parameters
also on the mass of the investigated ion and the mass of the electron. The value of д can be
predicted by quantum electrodynamics (QED) for hydrogen-like ions with low nuclear charge
numbers such as oxygen or carbon at a level of 1 · 10−11 [PCJY05]. Measurements of the д-factor
in Penning traps can con�rm the value or are even more accurate [HBH+00, VDacS+04]. If
the QED theory is assumed to be correct, the mass of the electron can be determined from
the measurements, to be better than one part-per-billion [SKZ+14]. For ions with higher
nuclear charge numbers such as silicon, nuclear e�ects become larger. Here, the Penning-trap
experiments with an uncertainty of 5 · 10−11 are even an order of magnitude better than the
theoretical predictions [SWK+13].

1.2.3. Neutrino mass

The observed neutrino oscillations [FHI+98] indicate that at least two of the three neutrino eigen-
states have a mass. Additionally, a hierarchy of the masses can be concluded from experiments.
However, the determination of a single mass is not possible by the oscillation experiments as
they can only determine the di�erence of the masses squared. In a Penning trap the mass of a
neutrino also cannot be determined directly, but the trap can make a substantial contribution to
the mass determination e�orts as described in the following.
The decay of tritium 3T to helium-3 3He can be described by the process:

3T→ 3He+ + e− + ν̄e + E0 . (1.2)

The released energy E0 is distributed between the electron e−, the helium-3 and the anti-
electron neutrino ν̄e . The Karlsruhe-Tritium-Neutrino-Experiment (KATRIN) is a large electron
spectrometer [BBE+17]. The goal is to reduce the upper limit of the anti-electron neutrino mass
to 0.2 eV/c2. To achieve this the endpoint of the energy spectrum of the electron emitted in
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the decay has to be determined with a precision of 6 meV [Ott10]. The shape of the spectrum
depends, among other parameters, on the Q-value of the reaction. The Q-value in this case is:

Q = (m3T − m3He) c2 = E0 +mν̄e · c2 , (1.3)

wherem3T is the atomic mass of tritium,m3He the atomic mass of helium-3 andmν̄e the mass of
the anti-electron neutrino. KATRIN will measure the energy of the emitted electron near its
endpoint. The resulting spectrum will be �tted and among other parameters, e.g. the endpoint,
it will also return the Q-value for the decay of tritium from the shape of the spectrum.
The measurement of KATRIN is prone to systematic errors. Here, Penning-trap mass spectrom-
etry can help, by providing a Q-value from the mass-ratio measurement of tritium to helium-3.
The best Q-value measurement for this reaction has an uncertainty of 4 · 10−6, which required
a mass ratio measurement uncertainty at the level of 6 · 10−11 [Mye13]. Thus, it serves as a
model-independent test. The determination of the tritium decay Q-value was also the goal of
THe-Trap (short for tritium-helium-trap, see Section 4.2), where part of this thesis was carried
out.

1.2.4. Nuclear models

The genesis of matter in stars is one of the most important �elds of nuclear astrophysics. The
reliability of the astrophysical models for the processes that create matter is based on the
knowledge of the properties of the involved, short-lived nuclides. These include, for example,
their half-life, mass and various particle capture cross sections. The formation of heavier
elements is considered to be driven mostly by these processes:

1. the slow neutron capture, called s-process [LHL+03],

2. the rapid neutron capture, called r-process [AGT07, MSMA16],

3. the rapid proton capture, called rp-process [SAG+98].

Most of the heavier elements are formed when a star reaches its end of lifetime or in an
accretion disk around a black hole. In the r- and rp- processes nuclei are involved which
are either extremely neutron de�cient (rp-process) or neutron rich (r-process). Studying the
properties of the nuclei involved is thus quite challenging, because their production rate is low
and they decay quickly (half-life < 1 s). But especially knowing their mass is crucial to test
models of the nucleosynthesis in stars [WHW02].

1.3. Current limitations

The applications of Penning traps presented previously su�er from di�erent limitations which
make further progress di�cult. These limitations are presented separately for Penning traps
dedicated for stable and radioactive nuclides below.
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1.3. Current limitations

1.3.1. Mass measurement of stable isotopes

For stable mass doublets the greatest limitations are magnetic �eld and voltage �uctuations as
well as the reproducibility of the ion’s position in the trap as the magnetic and electric �eld
is highly position dependent at this level of precision. The magnetic �eld �uctuations can be
well compensated by simultaneous measurement of the cyclotron frequency of two ions, as it
is the case with Pentatrap [RBCLU+12, Ris18]. Voltage �uctuations can also be detected and
corrected by observing a third ion’s axial frequency. All systematic e�ects are thereby highly
suppressed.

For ion pairs with the same mass but di�erent charge positioning problems arise as di�erent
voltages are often required to store and detect the ions. This results in di�erent positions of the
ion within the magnetic �eld. In most cases this leads to a systematically di�erent magnetic
�eld for the two ions and thus to a systematic shift, which must be corrected. This problem
can be circumvented by two detection circuits matching for the ion’s frequencies at the same
voltage setting [HKLR+17].

For ion pairs with di�erent charge-to-mass ratios, there are many other shifts, such as the
dependency of frequency on ion motion amplitude, in�uence of detection system on frequency,
tilting and ellipticity of the trap. All these shifts can be tuned away leaving the image charge
shift (ICS) as the dominant one. This shift is caused by the image charges which are induced
by the ion in the trap on the surface of the electrodes. These charges generate an additional
electric �eld which systematically shifts the frequency of the ion and thus the �nal result. The
e�ect dominates all other systematic uncertainties by a factor of

• 30 for the д-factor of 28Si13+ [SWK+13].

• 120 for the mass of the electron [SKZ+14].

• 3 for the mass of the proton [HKLR+17].

This work presents a successful approach to calculate the ICS by using COMSOL multiphysics™.
The uncertainty in the prediction of the ICS is lowered to 1 % and can con�rm already existing
experimental results. See Section 2.2.1 for the theory of the ICS and Chapter 6 for its simulation.

Additionally, the technical complexity of the Penning-trap experiments increases constantly
and therefore a computer control system is essential. In Chapter 5 the new Python based
control system for the experiment THe-Trap (see Section 4.2) is presented. It shows the
user at a glance the current status of the experiment and o�ers the opportunity to write and
perform Python scripts during the run time of the control system. These scripts can control a
measurement campaign autonomously and the control system takes care automatically of most
of the documentation necessary for the analysis later on.

1.3.2. Mass measurement of radioactive isotopes

Penning traps dedicated for mass measurements of short-lived ions work on di�erent principles
than the traps for stable ions and face di�erent challenges. If stable nuclides are measured,
contamination by other nuclides is usually not a problem. Most of the radioactive isotopes
decay quickly and therefore they have to be produced continuously at the experiment during
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1. Introduction

the measurement campaign. In addition to the desired nuclide many unwanted nuclides are
produced, too. These other nuclides interfere with the measurement and therefore an e�cient
and fast cleaning process is necessary.
For the cleaning and for the mass measurements of nuclides with a half-life time below 100 ms
multi-re�ection time-of-�ight mass spectrometer (MR-ToF MS) became the tool of choice within
the last years. The MR-ToF MS can separate the ions of interest from the contamination in the
beam and send them either to other experiments, such as a Penning trap or perform the mass
determination itself. This work presents the development of an ion buncher for the IGISOL
experiment. This new buncher should create ion pulses with a time and energy spread below
100 ns and 40 eV, respectively. The buncher is designed using SIMION. These short bunches are
an essential requirement for the planned MR-ToF MS. The IGISOL experiment is introduced in
Section 4.1. The simulation and the successful experimental characterization of the ion buncher
is presented in Chapter 7.
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2. Theory of ion traps

This chapter introduces three types of traps for the storage and manipulation of ions. The �rst
Section 2.1 deals with Penning traps, where one or a few ions are stored in a superposition of a
static electric and a static magnetic �eld. A measurement of the ion’s characteristic oscillation
frequencies in the trap allows for many applications (see Section 1.2). In the ideal Penning trap,
several assumptions are made, for example in�nitely large electrodes, perfectly harmonic
�elds and ideal alignment, which cannot be guaranteed in reality. In a real Penning trap (see
Section 2.2) these deviations from the ideal case need to be quanti�ed in order to correct for
systematic shifts in the oscillation frequencies and to reach the highest precision (see Section 1).
Here, this thesis focuses on the image charge shift (ICS) (see Section 2.2.1), which is presently
the largest systematic uncertainty in many Penning-trap experiments worldwide.

In Section 2.3 the Paul trap is introduced. In contrast to the Penning trap, a Paul trap uses a
combination of a static and a high-frequency alternating electric �eld to con�ne ions. In recent
years, its application as a purely electrical ion cage has led to many scienti�c breakthroughs
especially in quantum information [SVWP14] and for fundamental studies like weak interaction
in nuclear physics [Her03]. Here, with respect to applications in nuclear physics, this thesis
distinguishes between a two-dimensional Paul trap (see Section 2.3.1) and its expansion to
three dimensions (see Section 2.3.2). Especially for the application in nuclear physics a cooling
of ions with up to 50 - 100 eV kinetic energy is essential. In order to be widely applicable, the
cooling process in a Paul trap should be largely independent of the ion’s mass and charge state.
This requirement is ful�lled by bu�er gas cooling (see Section 2.3.2).

The third trap introduced in this chapter is the electrostatic ion beam trap (EIBT) used as
multi-re�ection time-of-�ight mass spectrometer (MR-ToF MS) (see Section 2.4). It extends the
�ight path of ions by re�ecting them back and forth between electrostatic mirrors. It is a purely
electrostatic device, which separates a bunch of ions by making use of the concept that ions
with the same kinetic energy but di�erent masses separate due to their di�erent velocity after a
certain time. This device has recently started to massively contribute to the mass determination
of short lived nuclei [WWA+13, WBB+13, DPB+15].

2.1. Ideal Penning trap

A Penning trap is used to store one or many charged particles as electrons, protons, their
antiparticles and molecules in ultra-high vacuum for up to months [SMF+15] and to link the
particles’ oscillation frequencies in the con�ning potential to its charge-to-mass-ratio [BG86]. In
the following only the case of a single ion is investigated, which eliminates the need to analyze
ion-ion interaction [RMSM06]. The con�ning potential is a combination of a homogeneous
magnetic �eld ®B = B0®ez , usually generated by a superconducting magnet and an electrostatic
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2. Theory of ion traps
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(a) Sketch of an ideal hyperbolic Penning trap.
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(b) Sketch of an ideal cylindrical Penning trap.

Figure 2.1.: Sketch of two versions of an ideal Penning trap. Both consist of two end caps and
one ring electrode. The direction of the magnetic �eld B0 is indicated by the arrows.
The voltageU0 is applied between the end caps and the ring electrode. In both traps
the characteristic dimensions z0 and ρ0 are indicated. The vertical and horizontal
dashed line indicate the z- and radial axis, respectively.

quadrupole potential Φ2:

Φ2(z, ρ) = U0C2
2d2

(
z2 − ρ

2

2

)
. (2.1)

Here, ρ =
√
x2 + y2 and d is the characteristic trap parameter, related to the other characteristic

dimensions ρ0 and z0 (see Figure 2.1a and 2.1b) via

d =

√
1
2

(
z2

0 +
1
2ρ

2
0

)
. (2.2)

The dimensionless constant C2 is usually close to unity for hyperbolic Penning traps (see
Figure 2.1a). A value of C2 di�erent from unity indicates that the quadrupole potential Φ2 alone
does not describe the shape of the electrodes correctly as for the hyperbolic trap the surface of
the electrodes is an equipotential line for the quadrupole potential. The electrostatic potential
Φ2 is created by applying a voltage U0 between the ring and the two end cap electrodes (see
Figure 2.1a and 2.1b). However, the insertion of ions in hyperbolic traps is di�cult, because a
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2.1. Ideal Penning trap

hole in the end cap is necessary which then disturbs the electric potential. Therefore cylindrical
Penning traps (see Figure 2.1b) are more common today [BNW10, HKLR+17]. Both trap types
usually have additional electrodes between the ring and the end cap or for the seven pole
cylindrical trap even beyond the end cap electrodes to adjust the potential to get closer to the
ideal case.

An ion with charge q and velocity ®v stored in this electromagnetic �eld experiences the
Lorentz force

®FL = q
(
®E + ®v × ®B

)
, (2.3)

where the electric �eld ®E can be derived from the potential Φ2 de�ned in Equation (2.1) by

®E = −®∇Φ2 . (2.4)

Using Newtons second law on Equation (2.3) leads to the equation of motion

©«
Üx ′
Üy ′
Üz ′
ª®¬
=
qB0
m

©«
Ûy ′
− Ûx ′

0

ª®¬
+
qU0C2
2md2

©«
x ′

y ′

−2z ′
ª®¬
, (2.5)

where m is the ion’s mass. Primed variables are used to describe the ion position. The variables
are primed to distinguish them from the general coordinates (e.g. of the potential). Solving this
di�erential equation leads to three independent eigenmotions with the eigenfrequencies:

νz =
1

2π

√
qU0C2
md2 , (2.6)

ν± =
1
2

[
νc ±

√
ν2
c − 2ν2

z

]
, (2.7)

where νz is the axial-, ν− the magnetron and ν+ the modi�ed cyclotron frequency. The so-called
free-space cyclotron frequency is de�ned as

νc =
1

2π
q

m
B0 . (2.8)

The resulting three-dimensional motion of the charged particle is displayed in black in Figure 2.2.
There, implicitly, the corresponding amplitudes ẑ and ρ̂± of the oscillations are introduced. In
a Penning-trap only ν± and νz are directly measurable, but of physical interest is usually the
free-space cyclotron frequency, which can be obtained from the eigenfrequencies through

ν2
c = ν

2
z + ν

2
+ + ν

2
− , (2.9)

which is in the literature referred to the invariance theorem [BG86]. The hierarchy of the
frequencies is ν− � νz � ν+. Typcially, the frequencies range from a few kHz for ν− up to a
few tens of MHz for ν+. This makes it necessary to measure the high frequencies particularly
precise, as their uncertainty contributes most to that of the free cyclotron frequency.
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Figure 2.2.: Motion of a charged particle in a Penning trap. The green circle indicates the
magnetron-, the blue circle the axial- and the red circle the modi�ed cyclotron-
motion. The thick black line shows the combined motion of all three independent
eigen motions. The dashed black arrows de�ne the amplitudes.

2.2. Real Penning trap

The ideal model of the Penning trap contains some assumptions, which cannot be ful�lled
in reality. For example, the electrodes cannot be in�nitely long, the shape deviates from the
ideal case due to manufacturing tolerances and in hyperbolic traps a hole in the end cap is
necessary to inject ions or for a �eld emission point to create the ions in the trap [SEH+14]. All
these deviations from the ideal case do normally not break the cylindrical symmetry and so the
deviations can be quanti�ed by the following expansion [KEH+14b]:

Φ(r ,θ ) = U0
2

∞∑
i=2,4,6, ...

Ci
riPi (cos(θ ))

di
. (2.10)

Here, spherical coordinates r =
√
x2 + y2 + z2 and θ = arccos

( z
r

)
are used and Pi (cos(θ )) are

the Legendre polynomials. The terms with azimuth angle ϕ = arctan
(y
x

)
vanish due to the

rotational symmetry. Only even terms are listed, as odd terms are strongly suppressed by the
mirror symmetry in axial direction. The variable Ci gives the strength of i-th higher order
potential component. Only taking i = 2 into account, this expression reduces to the ideal case
shown in Equation (2.1). All terms for i larger than two are deviations from the ideal case and
lead to frequency shifts. Therefore, it is necessary to determine the deviations from the ideal
case and to calculate the frequency shifts in order to correct for them. How this is done for
higher order �eld deviations and other shifts as e.g. a tilt of the trap or an ellipticity can be
found in e.g. these references [KEH+14a, KEH+14b].
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2.2. Real Penning trap

2.2.1. Image charge shi�

This section introduces the image charge shift, which is unavoidable by the concept of the
ion frequency detection in the trap. The description is in large parts already presented in
the article M. Schuh et al. [SHE+18], in which the main results from this thesis have been
published. The oscillating trapped ion induces image charges on the surrounding trap electrodes.
While these induced image charges are essential for the detection of the ion’s oscillation
frequencies [WD75, Gab84, WVST06], they cause a systematic shift to the ion’s frequencies by
generating an undesired electrostatic �eld ®Eimage, which acts back on the ion and slightly shifts
the ion’s eigenfrequencies (see Figure 2.3). ®Eimage can be approximated by

®Eimage (x ′,y ′, z ′) = n
(Exx ′®ex + Eyy ′®ey + Ezz ′®ez ) , (2.11)

where the parameters Ei are the so called electrostatic linear �eld gradients (LFG) and n is
the charge state of the ion. Higher-order terms are present in reality as well, but they are
only relevant when the amplitude of the motion becomes comparable to the characteristic
trap parameters z0 and ρ0 which is usually not the case, as the ion is cooled to the smallest
amplitudes [SWSB11]. The term in parentheses represents the LFG induced by one positive
elementary charge. Due to the cylindrical symmetry of the Penning trap electrodes, the LFG of
the ICS should be the same in x- and y-direction:

Eρ ≡ Ex = Ey . (2.12)

In the following a derivation of the frequency shift due to the ICS is presented. This is only a
summary and the full derivation can be found in the Reference [Ket15].

The force ®F = q ®Eimage caused by the image charges of the ion leads to an additional term
in the radial equation of motion. It is assumed that the image charges cause a perturbation
ϵρ = n

eEρ
4π 2mν 2

z
to the ion motion. This changes the normal radial equation of motion (see

Equation (2.5)) to ( Üx ′
Üy ′
)
= 2πνc

( Ûy ′
− Ûx ′

)
+ 2π 2ν2

z

(
x ′

y ′

)
. (2.13)

The radial frequency shifts under the assumption ν− � ν+ are

∆ν± = ∓n
Eρ

2πB0
. (2.14)

It becomes evident from this equation, that the radial sideband frequency νc = ν++ν− is immune
to the ICS. The axial shift can be calculated as:

∆νz = −n2 q

m

Ez
8π 2νz

. (2.15)

The shift of the free-space cyclotron frequency, obtained by using the invariance theorem (see
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Figure 2.3.: Illustration of the image charge shift (ICS): In the upper part the cylindrical Pen-
ning trap of the Liontrap (see Section 6.2.2) experiment is shown with a single
positively charged ion shifted in x-direction to position x ′. On the surface of the
cylindrical electrodes the relative change of the induced image charges is shown,
which results from the displacement of the ion from the center position. Less in-
duced image charges result in a relative positive change and is sketched in red and
more image charges are sketched in blue. In the lower part the x-component of
the simulated electric �eld at the ion’s position is shown, which is generated by
the induced image charges when the ion is placed at position x ′. Error bars are
smaller than the point size. The red line indicates the linear approximation of the
induced electric �eld: Eimage,x (x ′) = Exx ′, where Ex is the linear �eld gradient in x
direction. Figure taken from [SHE+18].
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Equation (2.9)), is then1

∆νc ≈ n
2Eρ + Ez

4πB0
. (2.16)

The unperturbed free-space cyclotron frequency νc can be obtained from the measurement
frequency ν̃c by

νc = ν̃c + ∆νc . (2.17)

Focusing on cylindrical Penning traps (see Figure 2.1b), for a �rst order calculation of the ICS
the electrode surfaces can be approximated as an in�nitely long cylinder with radius ρ0. In this
case, an analytical solution of the ICS exists [HBD+03]:

ν± = ∓
q2

16π 3ϵ0mρ
3
0νc

, (2.18)

where ϵ0 is the vacuum permittivity. Consequently, the relative shift of the free-space cyclotron
frequency

∆νc/νc ≈m/(4πϵ0B
2
0ρ

3
0) (2.19)

shows, that the ICS is most relevant for measurements of heavy ions. Furthermore, it illustrates
the strong impact of the trap size: ∆νc ∝ 1/ρ3

0.
For realistic hyperbolic and cylindrical Penning-trap geometries Eρ and Ez cannot be deter-
mined analytically. Therefore, they are determined with the help of COMSOL multiphysics™
by using the �nite element method (see Section 3.1.1).

2.3. Paul trap

A Paul trap is a device that combines static and high-frequency alternating electric �elds to
con�ne and manipulate ions. In the following a basic introduction to Paul traps is given. This
section is deliberately kept short, because for this work it is only important to know that
Paul traps can store ions and eject them quickly. A more detailed introduction to Paul traps
including their common use as mass spectrometer can be found here: [vBP61, MD86, BT64,
ALB92, BGM+98, BGM+00]. First the linear Paul trap (Section 2.3.1) is introduced, which
con�nes ions only in two spatial directions. The linear trap can be used to store ions by adding
end cap electrodes. This device is called three-dimensional Paul trap (see Section 2.3.2). In the
same section the bu�er gas cooling is introduced which allows for slowing down ions with a
wide range of kinetic energy and mass.

1Note the change in sign convention here. While the shifts in the previous two Equations (2.14) and (2.15) need
to be added to the frequencies of the ideal trap - that is, without image charges - in order to yield the actual
frequencies in the presence of image charges, the shift in the following Equation (2.16) needs to be added to the
measured frequency in order to obtain the free-space cyclotron frequency in the absence of image charges.
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2. Theory of ion traps

2.3.1. Linear Paul trap

The storage of a charged particle in a purely electrostatic potential is impossible [Ear42]. But
instead of using a magnetic �eld as in the Penning trap, it is also possible to combine a static
and a high frequency alternating electric �eld. In an ideal Paul trap, these �elds are applied to
four in�nitely long hyperbolic rods (see Figure 2.4). Opposite electrodes have the same phase
and neighboring electrodes are 180◦ phase shifted in the oscillating potential. This results in
the following ideal undisturbed quadrupole potential:

−V

−V

+V+V

y

x

z

2r0

Figure 2.4.: Arrangement of the hyperbolic electrodes of the in�nitely long ideal Paul trap
extending in z-direction. The ions can pass this trap in z-direction. The trap
electrodes have a distance of 2r0 from each other. In addition, the electrodes are
marked with the oscillating voltage component at a certain time (see Equation (2.20)).
Figure modi�ed from [PRvZ58].

Φ(x ,y, t) = (U +V · cos(Ωt)) x
2 − y2

r 2
0

, (2.20)

whereU is the constant,V · cos(Ωt) the alternating voltage and Ω the oscillation frequency. The
electrodes are separated by 2r0 from each other. Taking again the negative gradient of Φ and
inserting the resulting electric �eld into the equation of the Lorentz force (see Equation (2.3))
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2.3. Paul trap

leads, in absence of a magnetic �eld, to the following equation of motion:

©«
Üx ′
Üy ′
Üz ′
ª®¬
=

2q
mr 2

0
(U +V · cos(Ωt)) ©«

Û−x ′
Ûy ′
0

ª®¬
. (2.21)

It should be noted, that the motion in z-direction is not con�ned. In order to solve these
di�erential equations, the following transformation parameters are introduced:

ax = −ay =
8qU

mr 2
0Ω

2 , qx = −qy =
4qV

mr 2
0Ω

2 , Ωt = 2ζ . (2.22)

Inserting these parameters Equation (2.21) yields two Mathieu di�erential equations [PRvZ58]:

d2x ′

dζ 2 + (ax + 2qx · cos(2ζ )) · x = 0 , (2.23)

d2y ′

dζ 2 −
(
ay + 2qy · cos(2ζ )) · y = 0 . (2.24)

This di�erential equation can be reduced to its normal form because both movements follow
the same equation :

d2u

dζ 2 + (au − 2qu · cos(2ζ )) · u = 0 for u = x ,y . (2.25)

The exact solution of this equation can be represented as the sum of two independent linear
combinations in Fourie form [MH66]. The solution can generally be divided into two types:

1. Stable motion: The ion oscillates with a limited amplitude in the x- and y- direction and
can cross the Paul trap in the z-direction without hitting the electrodes.

2. Unstable motion: The motion amplitude in the x- or y-direction increases exponentially,
so that the ion is lost in the collision with the electrodes.

Whether the solution is stable or unstable depends on the parameters U , V , Ω, m and q in
Equation (2.22). This can best be represented in a stability diagram (see Figure 2.5). If the
parameters a and q are in the gray area, the movement in the Paul trap is stable.

2.3.2. 3-dimensional Paul trap

The three-dimensional Paul trap can be realized either by segmenting the electrodes, as it is
done in Figure 2.6, or adding additional electrodes to the linear Paul trap. In the ideal case, the
radial and axial movements can be considered independent of each other. Thus, the equation of
motion in z-direction looks similar to that in a cylindrical Penning trap, because also only the
static electric �eld is necessary for the restriction in that direction [Gho95]. The restriction is
achieved with the Paul trap by applying an additional voltage Uend (see Figure 2.6) to the end
segments.
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2. Theory of ion traps

Figure 2.5.: Stability diagram for a linear Paul trap. Only (a, q)-parameters in the gray shaded
areas lead to a stable ion motion, i.e. limited oscillating amplitudes in the x- and
y-direction. Figure modi�ed from [BGM+98].

y
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+Φ0 +Uend

−Φ0 +Uend
+Φ0 +Uend

−Φ0 +Uend
+Φ0

−Φ0
+Φ0

−Φ0
+Φ0 +Uend

−Φ0 +Uend
+Φ0 +Uend

−Φ0 +Uend

Figure 2.6.: 3-dimensional Paul trap with four segmented cylindrical rods. The same voltage
settings as in Equation (2.20) and Figure 2.4 are applied to all twelve electrodes. In
addition, the outer eight electrodes have an additional voltage Uend to con�ne the
ion indicated in red in z-direction.
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2.4. Multi-re�ection time-of-�ight mass spectrometer

In addition, most real three-dimensional traps are build by round instead of hyperbolic rods, as
round rods allow easier access to the inside of the trap. These deviations from the ideal hyperbolic
trap add additional complexity in the mathematical description of the potential [vBP61]. The
resulting equations of motion are well described in Reference [BGM+98]. At this point it is only
relevant that the motion of the ions in the real cylindrical and segmented Paul trap cannot be
described analytically. Therefore, a simulation is necessary, when the motion of an ion inside of
a three-dimensional cylindrical Paul trap has to be calculated.

Bu�er gas cooling

Paul traps can be used, among others, for the selection, guiding and storage of short-lived ions.
The latter are often produced by shooting high energy beams onto targets (see Section 4.1).
Since their lifetime is short, they need to be accelerated strongly to reach the experiments
quickly, before they decay. Due to this production process, they have a kinetic energy of up
to several 10 eV [NHJ+01]. In order to cool the ions and send them to other experiments, an
e�cient cooling mechanism independent of charge and mass of the ion of interest is essential.
The idea of bu�er gas cooling was already proposed by Major and Dehmelt in 1968 [MD68].
The �rst direct suggestions for Paul traps was made by Douglas and French [DF92, Dou98].
Since then, the idea has been successfully realized in many installations worldwide [NHJ+01,
KKMV01, JLMP03, Her03, BSB+12].

When bu�er gas cooling is applied, the Paul trap is usually �lled with an atmosphere of 10−4

to 1 mbar of helium [LBM92, NHJ+01, Her03]. The nuclides release their energy via inelastic
scattering to the cooling gas. The transfer e�ciency of ions through a Paul trap with bu�er
gas cooling is about 50 % or better [NHJ+01, Her03]. The ions usually reach equilibrium with
the bu�er gas latest after a few milliseconds, often after a few microseconds depending on the
pressure [LBM92].

As already described above, the ion movement in a Paul trap with cylindrical rods is di�cult
to describe analytically. If cooling by bu�er gas is added to this movement, it becomes impossible.
The process of cooling itself can be simulated by scattering hard spheres [MD68]. However,
analyzing the behavior of ions in a Paul trap with cooling is important to �nd improvements
for the ion buncher (see Chapter 7). The �rst simulation of a bu�er gas cooled ion movement
was done by Lubman et al. [LH97] using SIMION in 1997.

2.4. Multi-reflection time-of-flight mass spectrometer

A multi-re�ection time-of-�ight mass spectrometer (MR-ToF MS) is a device which separates
ions with the same kinetic energy by their di�erent velocities. In an MR-ToF MS ions are
typically injected as a compact bunch which has been ejected before from a Paul trap. They
are re�ected back and forth in the MR-ToF device by electrostatic lenses up to a few thousand
times [DPB+15]. An example setup of such an MR-ToF MS is shown in Figure 2.7. A time-of-
�ight mass spectrometer with and without multiple re�ection requires that ions with charge
q and mass m are all accelerated by the same voltage U from rest. By that it is ensured that
they have a very similar kinetic energy. If the spectrometer has a length d and based on the
equation for the kinetic energy E = 1

2mv
2 and E = qU , where v is the velocity of the ion, it
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2. Theory of ion traps

Figure 2.7.: Illustration of an multi-re�ection time-of-�ight mass spectrometer (MR-ToF MS). On
the left a mixture of two ions is injected into the MR-ToF mass separator (sectional
view). The bunch shape is indicated by the brown �lled Gaussian. It is assumed
that the ions have similar kinetic energy. They are separated due to their di�erent
mass-to-charge ratios in multiple revolutions inside the MR-ToF MS. After ejection,
they pass the Bradbury-Nielsen gate where the contaminant species are de�ected.
Figure taken from [WBB+12].

needs the time

t =
d√
2U

√
m

q
, (2.26)

to pass it. Assuming that the ions enter the MR-ToF as an ion buch with a full width at half
maximum (FWHM) of ∆t in the time domain, the mass resolution without re�ection can be
described by [PDS13]:

m

∆m
=

t

2∆t . (2.27)

This means that the shorter the ion bunch is in the time domain and/or the longer the mass
spectrometer, the greater is the mass resolution. The temporal width of the ion bunch is often
limited by the trapping and ejection parameters of the Paul trap. Thus, in order to increase the
resolution, the length of the MR-ToF device needs to be extended. Since it is di�cult to build
a vacuum structure of a few kilometer in length, the ions are instead re�ected several times
(multi re�ection) by electrostatic mirrors. After n revolutions the resolution can be described
by [WEMS11]:

m

∆m
=

nT

2
√
∆t2 + n2∆T 2

, (2.28)

where ∆T is the time spread gained per re�ection. Defocusing e�ects of the electrostatic
lenses are neglected here, but they are well described in [WWA+13]. After a certain number of
re�ections the di�erent species have separated by more than their FWHM, which is needed
to distinguish them. Then the potential in the electrostatic lenses which traps the bunches is
lowered. The two separate bunches can �y towards the consecutive experiments. A Bradbury-
Nielsen gate is used to de�ect the unwanted ions and it transmits the desired bunch [BN36]. A
typical storage time is in the range of several 10 ms which corresponds to a few 100 or 1000
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Figure 2.8.: Comparison of the mass resolving power R (see Equation (1.1)) between a Penning-
trap mass spectrometer and an MR-ToF MS as a function of time. Figure modi�ed
from [WWA+13].

re�ections.
The advantage of an MR-ToF MS is shown in Figure 2.8. For a measurement time below 100 ms

the MR-ToF MS achieves a better mass-resolving power than a Penning-trap MS [ISW+13,
Wol13].
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3. Computer numerics and controlling

This thesis is based in all three parts on the intensive use of current computer technology:

1. To simulate a physical e�ect that limits many Penning-trap experiments worldwide: the
image charge shift. It is simulated with COMSOL multiphysics™ (see Section 3.1.2),
which uses the �nite element method (FEM).

2. To develop an ion buncher for IGISOL based on SIMION (see Section 3.1.3), which also
uses the FEM to simulate the electric �eld inside of the buncher. The ion trajectory is
calculated based on the electric �eld using the 4th order Runge-Kutta method.

3. To build a control system for THe-Trap based on Python (see Section 3.2).

A basic knowledge of the FEM is therefore essential to understand this work. Thus, a brief intro-
duction to this topic is given in the following section (see Section 3.1). In addition, the programs
based on FEM (COMSOL multiphysics™ and SIMION, see Section 3.1.2 respectively 3.1.3) are
brie�y presented. The last section (see Section 3.2) explains what kind of programming language
Python is and why it is well suited for the use in the control system of THe-Trap.

3.1. Solving PDE with FEM

In experimental physics, questions frequently arise where the underlying partial di�erential
equations (PDE) are known, but the complex geometries and associated boundary conditions
make �nding an analytical solution impossible. In this case an approximate solution has to be
found and for �nding this solution the �nite element method (FEM) is often used. This section
gives an introduction to FEM, which is strongly inspired by [Zoh17]. As FEM consists of several
steps, an overview is given in Figure 3.1. The individual steps of this �gure are explained in the
following sections.

3.1.1. Mathematical basics for FEM

The easiest way to explain the FEM is to use an example. Gauss’s law is taken as an example,
since Maxwell equations are of central relevance in this work.

Maxwell equation

Gauss’s law says [Max65]:

®∇ ®D = ρ , (3.1)
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PDE

choosing
basis for
approx.
solution

weak
formulation

Galerkin’s
method

discretization
solving large

equation
system

solution

Figure 3.1.: Flow chart of the FEM. First the partial di�erential equation or equations including
the boundary conditions must be known. Then an arbitrary base for the approximate
solution of the partial di�erential equation (PDE) is chosen. The same base in a
di�erent linear combination is used for the weak formulation, which reduces the
problem of discontinuities in the scope of the PDE. These non-continuous places
can occur, for example, due to sudden changes in the material type. Galerkin’s
method is used to determine the best approximate solution. The next step is to
de�ne the base which is still arbitrary up to this point. To make an ideal choice is
an optimization problem, which is not discussed here. The choice of the base is at
the same time the discretization or also called "mesh", since the base is de�ned only
section by section. Based on the now known base, the system of equations can be
created. Solving it results in the approximate solution of the PDE.

where ®D is the electric displacement �eld and ρ is the distribution of the electric charge. The
electric displacement �eld is linked to the electric �eld ®E as follows

®D = ϵ ®E , (3.2)

where ϵ is the permittivity. As the electric �eld ®E can be derived from the potential ϕ by

®E = −®∇ϕ , (3.3)

the following partial di�erential equation is obtained

®∇
(
ϵ ®∇ϕ

)
+ ρ = 0 , (3.4)

neglecting polarization. To simplify and clarify the formulas, the following description is limited
to the one dimensional case:

d
dx

(
ϵ

dϕ
dx

)
︸ ︷︷ ︸
σ (ϕ)

+ρ = 0 . (3.5)
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3.1. Solving PDE with FEM

In the following, the way to �nd ϕ for given ϵ , ρ and boundary conditions of ϕ is explained. For
a lower chance of confusion by multiple derivations, σ (ϕ) is introduced implicitly. It will be
resolved later.

Basis of approximation solution

First the basis of the approximate solution has to be set. At the moment it is not necessary to
put too much thought into how exactly the approximation should look like. But it is reasonable
to assume a set of basis functions γi . They get multiplied with prefactors ai , which have to be
determined later by solving a linear equation system (see Figure 3.1). Since one out of the set of
basis functions will not give a good approximation or the basis has to be very complex a linear
combination of the basis functions is chosen. This gives the N -th order approximation ϕN

ϕN (x) =
N∑
i=1

aiγi (x) , (3.6)

of the searched potential ϕ.

Weak formulation

Physical questions sometime show discontinuities in the form of internal boundary conditions,
e.g. ϵ will jump when the medium changes. To reduce this problem, a so-called "weak form" is
introduced now.
For this weak form a new function ν is de�ned. Be ν an arbitrary and smooth scalar function. It is
reasonable that ν can be expressed in the same base as the arbitrary solution (see Equation (3.6)),
but in a di�erent linear combination:

νN (x) =
N∑
i=1

biγi (x) . (3.7)

The arbitrary function which has the only requirement to be continuous and di�erentiable
should have the same order as the approximate solution de�ned in Equation (3.6). Multiplying
ν with Equation (3.5) and taking the integral form results in:∫

Ω

(
dσ
dx − ρ

)
νdx = 0 , (3.8)

where Ω is the volume or, in the one dimensional case, the length of the body. Applying the
product rule on

∫
(σν )dx leads to

∫
Ω

dν
dx σdx =

∫
Ω
ρνdx + σν |∂Ω . (3.9)
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Plugging the de�nition of σ (see Equation (3.5)) back in results in∫
Ω

dν
dx ϵ

dϕ
dx dx =

∫
Ω
ρνdx + σν |∂Ω . (3.10)

In Equation (3.5), ϵ must be di�erentiable, here this condition is weakened. This makes it clear
why it is called weak formulation.

Galerkin’s method

Next, a concept is needed to determine the prefactors ai from Equation (3.6). For this, it is
necessary to calculate the quality of the selected approximation. This section will show that
maximizing the quality is equivalent to solving a system of equations.
The quality of the introduced approximation ϕN can be estimated by plugin it into Equation (3.5).
In the ideal case it returns zero. The size of the deviation from zero is the so-called residual rN :

rN (x) = d
dx σ

(
ϕN (x)

)
+ ρ , (3.11)

which is a function of ϕN (x). Since it is the goal to optimize the averaged quality of the
approximation on the domain Ω, the distance must be positive semide�nite. The following
choice is possible for the quality Q on the full domain

Q ≡
∫
Ω

(
rN (x)

)2
dx . (3.12)

As mentioned above, the quality has to be maximized, which means in this case, that Q has
to be minimized. The approximation �ts best, if the residuals are minimal. In the widespread
„Least Square“ method, the global residual minimum would now be determined by setting the
individual derivatives to ai zero.
Here another method is taken. Only the residuals at certain positions (i = 1, 2, . . . N ) are
forced to be zero

rN (xi ) = 0 . (3.13)

This can be rewritten as an integral using the Dirac functional:∫
Ω
rN (x)δ (x − xi )dx = 0 . (3.14)

This approach is called "Method of weighted residuals". It generally has the form:∫
Ω
rN (x)ω(x)dx = 0 , (3.15)

where ω(x) is called "weight". This approach was also used to determine the image charge e�ect
according to Porto’s method (see Section 6.4).
Galerkin takes this method and expands it. Assuming the correct solution ϕ, the approximate
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approximation space

approximation solution ϕN

true solution ϕ error eN

Figure 3.2.: Galerkin’s method showing the relation between the true solution ϕ, the approxi-
mate solution ϕN and the error eN . Figure modi�ed from [Zoh17].

solution ϕN and the deviation eN between the two, can be represented by the following relation:

ϕ − ϕN = eN . (3.16)

It is helpful to imagine this connection as vectors (see Figure 3.2). The error eN is smallest if
it is orthogonal to ϕN . The problem is that the eN is not known. However, the residuals are
known (see Equation (3.11)) and here comes Galerkin’s idea. It forces ϕN to be orthogonal to
rN . This is the same as taking ϕN for the weights ω(x) in Equation (3.15):

∫
Ω
rN (x)ϕN (x)dx =

∫
Ω
rN (x)

N∑
i=1

aiγidx = 0 . (3.17)

But this only leads to a single equation, which is not enough to determine all ai . A system
of equations with N equations for N unknown results if every single basic function of the
approximation must result in the integral zero:∫

Ω
rN (x)aiγi (x)dx = 0⇒

∫
Ω
rN (x)γi (x)dx = 0 . (3.18)

That conclusion is not obvious but it would be beyond the scope of this thesis to reproduce
this mathematically here. Instead, the interested reader is referred to further literature on this
subject [Zoh17].
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FEM Approximation

Plugin in Equations (3.6), (3.7) and the de�nition of σ (see Equation (3.5)) into Equation (3.10)
results in the following system of equations:

∫
Ω

d
dx

(
N∑
i=1

biγi (x)
)
ϵ

d
dx

(
N∑
j=1

ajγj (x)
)

dx

=

∫
Ω

(
N∑
i=1

biγi (x)
)
ρdx +

((
N∑
i=1

biγi (x)
)
ϵ

d
dx

N∑
i=1

aiγi (x)
)�����
∂Ω

.

(3.19)

This must be valid for all bi , because the function ν (see Equation (3.7)) is an arbitrary function
and so it can be rewritten as:

0 =
N∑
i=1

bi

(∫
Ω

dγi
dx ϵ

d
dx

N∑
j=1

ajγjdx −
∫
Ω
γiρdx − γiϵ d

dx

N∑
i=1

aiγi

�����
∂Ω

)
(3.20)

⇒ 0 =
N∑
i=1

bi

(
N∑
j=1

Ki jaj − Ri
)

(3.21)

⇒ ®R = K®a , (3.22)

where the matrix K consists of the elements

Ki j ≡
∫
Ω

dγi
dx ϵ

dγj
dx dx , (3.23)

®a of the unkown variables and the vector ®R consists of

Ri ≡
∫
Ω
γiρdx + γi

d
dx

N∑
i=1

aiγi

�����
∂Ω

(3.24)

The system of equations (3.22) has to be solved in order to get the approximate solution of the
PDE (see Equation (3.5)).

Discretization

The only variables not yet de�ned in Equation (3.22) are the basis functions γi . It has to be
considered that the basis functions have to be calculated quickly on a computer, because they
occur in large numbers.
Polynomials can be calculated on the computer with little e�ort and are therefore preferred. It
has turned out that the attempt to introduce basis functions that describe the whole problem at
once is di�cult or impossible. Hence, the piecewise de�nition of basic functions is advantageous.
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x

γ

xi−1 xi xi+1

hi hi+1

γi

Figure 3.3.: Example of a one dimensional uniform mesh. The basis function γi is a linear
polynomial and de�ned only over one interval. Otherwise it is at zero. Figure
modi�ed from [Zoh17].

L = 1

Ω1 Ω2 Ω3

γ1 γ2 γ3 γ4

Figure 3.4.: Mesh of a �nite problem with length L = 1, three domains, four mesh nodes and
correspondingly four basis functions γi . Figure modi�ed from [Zoh17].

A good candidate for a simple base is:

γ (x)i = x − xi−1
hi

for xi−1 ≤ x ≤ xi , (3.25)

where hi = xi − xi−1 and

γ (x)i = 1 − x − xi
hi+1

for xi ≤ x ≤ xi+1 , (3.26)

and γ (x)i = 0 otherwise. This de�nition leads to the uniform mesh displayed in Figure 3.3.
This mesh o�ers the opportunity to evaluate Equation (3.22) piecewise over each subdomain
Ωe = xi − xi+1 individually. In the end, this is merged by Ki j =

∑
e K

e
i j and Ri =

∑
e R

e
i .

Application

Now that the basis has been introduced, an explicit example follows. The di�erential equation
(see Equation (3.5)) remains. The area is not longer in�nitely large, but should consist only of
four mesh elements and has a total length of L = 1 (see Figure 3.4). The weak form following
Equation (3.10) is now

∫ L=1

0

dν
dx ϵ(x)

du
dx dx =

∫ L=1

0
ρ(x)νdx +

(
ϵ(x)dudx ν

)����
L=1

0
. (3.27)
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Computing the �rst elements of Equation (3.22) over Ω1 results in
(∫ 1/3

0

dγ1
dx ϵ(x)

dγ1
dx dx

)
︸                       ︷︷                       ︸

Ke=1
11

a1+

(∫ 1/3

0

dγ1
dx ϵ(x)

dγ2
dx dx

)
︸                       ︷︷                       ︸

Ke=1
12

a2+

(∫ 1/3

0

dγ1
dx ϵ(x)

dγ3
dx dx

)
︸                       ︷︷                       ︸

Ke=1
13 =0

a3 + 0 etc
(3.28)

and

Re=1
1 =

∫ 1/3

0
γ1(x)ρ(x)dx + ϵ(x)γ1(x) d

dx

4∑
i=1

aiγi (x)
�����
x=0

. (3.29)

In total the system of equations looks like:



Ke=1
11 Ke=1

12 0 0
Ke=1

21 Ke=1
22 + K

e=2
11 Ke=2

12 0
0 Ke=2

21 Ke=2
22 + K

e=3
11 Ke=3

12
0 0 Ke=3

21 Ke=3
22





a1
a2
a3
a4


=



Re=1
1

Re=1
2 + Re=1

1
Re=2

2 + Re=3
1

Re=3
2


(3.30)

One might wonder why e.g. the element Ke=3
22 is not named Ke=3

44 as its position would indicate.
It is common to save memory in a computer to drop indices which have zero elements and the
elements Ke=3

11 and Ke=3
22 are zero. The next coming indices are then reduced by two. By this

renaming the memory allocation of this matrix drops from N × N to 3 × N . For large models or
models, which require a �ne mesh N can easily reach 100.000 and more. It would be impossible
to store this matrix without memory saving.
To solve this system of equations, only the charge distribution ρ(x), the permitivity ϵ(x) and
the boundary conditions of ϕ are necessary. As a result, the potential can be calculated at any
point.
The example shown here is very simple. In actual applications, higher order polynomials are
used and the mesh density is much higher. In three dimensional applications the size of the
matrix Ki j increases with the third power of the number of mesh elements. To solve this system
of equations, special iterative solvers are used that allow parallelization. Nevertheless, the basic
concept, as presented here, remains the same in the used tools COMSOL multiphysics™ and
SIMION.

3.1.2. COMSOL multiphysics™

COMSOL multiphysics™ is a commercial software that solves PDEs using FEM. Through a
graphical user interface (GUI), which is shown in Figure 3.5, the PDEs and boundary conditions,
such as the geometry of the problem, material properties or voltages and charge distribution
can be de�ned. COMSOL multiphysics™ o�ers software modules with pre-de�ned di�erential
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3.1. Solving PDE with FEM

Figure 3.5.: COMSOL multiphysics™ GUI. It is divided into three columns. The left column
shows the simulation tree, including the PDEs, the material properties, the geometry,
the mesh, the solver and the solution. The content of the middle column depends
on the element chosen in the left column. It gives further details to the currently
chosen option. The right column shows the current geometry and gives the ability
to select certain domains to apply properties to it. Here, a view of the simpli�ed
model of the THe-Trap precision trap is shown.
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equations, where it is directly obvious which physical boundary conditions have to be set.
One of them is the AC/DC module, which covers the �eld of electrostatics and is the only one
used for this work. The geometries of the simulated problems are directly modeled within the
software, even though they can be imported as CAD �les, too. In the next step the physics
parameters as, e.g., charge, which is assumed to be point-like and position of the charge in
the trap and the Dirichlet boundary conditions of perfectly conducting electrode surfaces
are set. Based on these pieces of information, the underlying di�erential equation, in this case
the static Maxwell equations, are solved as described above. For this, the geometry has to be
meshed. A �ner mesh improves the approximation and will give more reliable results before the
numerical precision starts to be the limiting factor. A minimum and maximum size of the mesh
element can be set for the algorithm which creates the mesh. COMSOL multiphysics™ o�ers
as mesh type tetrahedron, hexahedron, triangular prism, and pyramid. In all simulations the
default option of the tetrahedron is chosen. The algorithm chooses automatically the minimum
size for areas with detailed structures, as for example the edges of the electrodes. It increases
continuously the size of the mesh towards areas with less structure. In the software package
several mathematical tools are directly o�ered as surface integrals on the meshed geometry, so
the result of the simulated surface charge densities can be treated directly further.
In addition, the simulation can be setup and executed completely without using the GUI. All
simulations can �rst be created as a java �le, which is then translated by a build-in com-
piler. The software is currently being further developed and a new version is released about
every six months. More information can be found on the COMSOL multiphysics™ home-
page www.comsol.com.

3.1.3. SIMION

SIMION is also a tool that solves PDEs with the help of FEM. To be more precise, it solves the
PDEs by the �nite di�erence method (FDM) but both methods are equivalent for regular grids
and SIMION uses only cubes of constant size for the complete geometry in the simulation to
create the mesh. The size of the cubes is set manually by the user.
On the homepage www.simion.com [Sim] it states about its purpose:
„SIMION Version 8.1 is a software package primarily used to calculate electric �elds and the

trajectories of charged particles in those �elds when given a con�guration of electrodes with voltages

and particle initial conditions, including optional RF (quasistatic), magnetic �eld, and collisional

e�ects. In this, SIMION provides extensive supporting functionality in geometry de�nition, user

programming, data recording, and visualization. “
The simulation of the electric �eld is carried out by using the already introduced FEM. The
calculation of the trajectory of the ions is based on the simulated electric �eld and the use of
the 4th order Runge-Kutta algorithm. The GUI is shown in Figure 3.6. The geometry has to be
loaded ready meshed. In the GUI, the mentioned voltages and radio frequencies (RF) can be
adjusted and the mass as well as the location and velocity distribution of the ions can be set.
At the time of use, the last update was �ve years ago. Nevertheless, SIMION is widely used in
the mass spectrometry community. Therefore, many research groups already have experience
with this program, which makes it much easier to get started. In addition, other physical e�ects,
such as cooling by residual gas (see Section 2.3.2), can be loaded by external modules written by
the user. Also, SIMION o�ers the possibility to start simulations without the GUI.
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Figure 3.6.: SIMION GUI. It o�ers possibilities to set the start parameters, as voltages, RF and ion
start properties. Here, singly charged ions with a nuclear mass of 100 are created in
the last section of the RFQ cooler of the IGISOL experiment (see Section 4.1). After
switching a few voltages with appropriate timing the ions get shot out of the ion
buncher and �y to the right. The ions paths are indicated by black lines. Further
information about these simulations is given in Section 7.1.

43



3. Computer numerics and controlling

3.2. Python

For giving an introduction to Python it is worth it to have a look at its homepagewww.python.org.
There it is stated:
„Python is an interpreted, object-oriented, high-level programming language with dynamic seman-

tics. Its high-level built in data structures, combined with dynamic typing and dynamic binding,

make it very attractive for Rapid Application Development, as well as for use as a scripting or glue

language to connect existing components together. Python’s simple, easy to learn syntax emphasizes

readability and therefore reduces the cost of program maintenance. Python supports modules and

packages, which encourages program modularity and code reuse. “
All these properties are exploited in the control system for THe-Trap (see Chapter 5). In addition,
Python bene�ts from a large number of extensions and external programs, as, for example,
the development of the GUI for THe-Trap took place with the help of the Qt Designer [QtD].
For controlling external devices drivers are often needed. Many drivers are already provided
by the companies in Python or existing drivers in the programming language C [C-S] can be
directly addressed via interfaces in Python. Also, the number of well working development
environments (e.g. PyCharm [PyC] or Microsoft Visual Studio [Vis]) has made the work
much easier.
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The work for this thesis was carried out at two experimental facilities. One part was done during
two one-month research stays in the accelerator laboratory of the University of Jyväskylä,
Finland with the IGISOL setup (see Section 4.1). This facility is dedicated for studying the
properties of short-lived nuclides. In the following there is a short introduction of the whole
setup and a detailed description of the radio-frequency quadrupole (RFQ) ion beam cooler /
buncher for ion beam manipulation (see Section 4.1.1), which was modi�ed in the terms of this
thesis.

The rest, the majority of the time, was spent at the tritium-helium-3 Penning-trap experiment
(THe-Trap) at the Max-Planck-Institute for Nuclear Physics in Heidelberg, Germany (see
Section 4.2). It is dedicated to determine the Q-value of tritium (see Equation (1.3)) to a relative
precision of 10−6 in order to provide to the KATRIN experiment (see Section 1.2.3) a reference
Q-value for the determination of the anti-electron neutrino mass [SEH+14]. A description of
the experimental setup and the measurement procedure for determining the free cyclotron
frequency is provided (see Sections 4.2.1 and 4.2.2, respectively). In the third part of this section
the old control system is described (see Section 4.2.3), which at the same time provides the
motivation for the newly developed control system (see Chapter 5).

4.1. IGISOL

The Ion Guide Isotope Separator On-Line (IGISOL) facility is located at the Accelerator Labora-
tory of the Jyväskylä University, Finland. The facility is in operation since three decades [MDA14]
and has reached its current expansion stage in 2013 [MEG+13], when the move to the new
experimental hall was �nished. The facility layout is shown in Figure 4.1. It provides radioactive
ion beams, which are produced by nuclear reactions to di�erent experimental installations.
IGISOL is served by two cyclotrons: MCC30, which can provide up to 30 MeV proton and 18
MeV deuteron beams and K130, which can provide higher energy protons and deuterons in
addition to beams of heavier elements. The beam from the cyclotrons is impinged on a thin
target, for example 238U, to induce �ssion reaction (see 3 in Figure 4.1). The short-lived nuclides
produced in the reaction are stopped in helium gas. The products exit the gas cell through a
small nozzle to the high vacuum section, where they are accelerated with 30 kV voltage. Most of
the ions are singly charged, a small fraction also survives as doubly charged and are transported
further. The �rst mass selection is carried out with a 55◦ dipole magnet (see 7 in Figure 4.1).
The mass selection of the reaction products is essential because many unwanted nuclides are
generated during target bombardment. The resolving power of the dipole magnet is su�cient
to select the mass number of the ions of interest. These ions are transported further to the
radio-frequency quadrupole (RFQ) cooler / buncher (see 9 in Figure 4.1), which is placed at
a 30 keV high-voltage platform to electrostatically slow down the ions. In the RFQ cooler /
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Figure 4.1.: Illustration of the IGISOL hall and the experimental area beam lines. The number-
ing is as follows: 1 K130 cyclotron beam line, 2 MCC30 cyclotron beam line,
3 IGISOL target chamber, 4 beam dump, 5 electrostatic 15◦ bender, 6 elec-

trostatic 90◦ bender for joining beams from upstair’s o�ine ion source, 7 55◦
dipole magnet for mass number selection, 8 electrostatic switchyard, 9 RFQ
cooler/buncher, 10 collinear laser spectroscopy line, 11 RFQ-to-Penning-traps
low energy transfer beam line, 12 Penning traps. Figure taken from [KEG+13]

.

buncher the ions are cooled in a helium bu�er-gas environment and possibly bunched in order
to send them either to the collinear laser spectroscopy line or to the Jyfltrap Penning-trap
setup (see 10 and 11 in Figure 4.1, respectively).
The Jyfltrap Penning and the collinear laser spectroscopy line have been and are still used to
investigate the properties of short lived atoms. During the years of operation, atomic masses
of more than 200 short lived nuclei [NCE+19, MDA14, JEH+06, HDJ+04] and many of their
atomic transition lines [CTB+02, CBB+09, VVB+18] were measured. The Penning trap also
provides isobarically and isomerically clean samples of ions to decay spectroscopy experi-
ments [KEE+07, PEE+12, GAT+16, KPU+18]. For the direct mass measurement and the high-
resolution beam-puri�cation bunched beams are required. The collinear laser spectroscopy
experiment at IGISOL also needs a cooled and bunched beam for background suppression. Since
the RFQ cooler / buncher is modi�ed in the scope of this thesis, it will be presented in detail in
its original version.

4.1.1. RFQ cooler / buncher

The construction of the RFQ cooler / buncher was completed around the year 2000 [NHJ+01].
After its commissioning, no signi�cant changes were made until the modi�cation of the bunching
section during the work of this thesis. The RFQ cooler / buncher is marked in Figure 4.1 with 9 .
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Figure 4.2.: Geometry and electrode con�guration of the IGISOL RFQ cooler / buncher before
the modi�cations. 1 : ground electrode, 2 : �rst deceleration electrode, 3 : second
deceleration electrode, 4 : third deceleration electrode, 5 : RF quadrupole rod
segments, 6 : end plate, 7 : miniature quadrupole rods, 8 : extraction plate, 9 :
extraction electrode, 10 : isolator ring, 11 : high-voltage isolator. Figure taken
from [NHJ+01]. See text for more details.

Its internal structure is shown in Figure 4.2 (from [NHJ+01]). The ions enter the RFQ from
the left as indicated by the arrow. They are slowed down to a few ten eV by the high-voltage
platform �oated to 30 keV until they reach the electrode marked with 4 (see Figure 4.2). Then
the ions enter the main quadrupole structure, which works by the principles of a Paul trap
(see Section 2.3). The quadrupole structure extends between electrodes marked 4 and 6 .
The quadrupole electrodes are cylindrical and each divided into 16 segments with 0.5 mm gaps
between the segments. The total length of the quadrupole structure is 40 cm and the diameter of
the electrodes is 2.3 cm. The distance between opposite electrodes is 2r0 = 2 cm (see Figure 2.4).

Typical voltage amplitudes are V = 150 V for the main RF quadrupole and V = 3.4 V for the
miniature quadrupole, both at a frequency of Ω = 2π · 550 kHz (see Equation (2.20) for the
de�nition of V and Ω). A small DC gradient is applied to guide the ions towards the exit side of
the RFQ. After the main quadrupole structure follows the so-called mini RFQ marked with 7
in Figure 4.2. It has a length of 5 cm, out of which 6 mm extend inside the main quadrupole,
and an inner radius of r0 = 1.5 mm. The main quadrupole is enclosed inside a steel cylinder
and the ends are closed by the third deceleration electrode

(
4 in Figure 4.2

)
and the end plate
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(
6 in Figure 4.2

)
to keep the helium gas from escaping freely. The ions are stopped there by

the end plate marked by 6 . If its potential is changed from blocking (+50 V) to passing (-1.5 V),
the ions can be extracted towards downstream experiments.

The RFQ cooler / buncher combines the concept of the linear Paul trap with the bu�er gas
cooling (see Section 2.3.2). Typically, helium is used as bu�er gas and the optimal pressure is
about 0.1 mbar for the main RFQ. It is tested experimentally that the transmission e�ciency
of the RFQ does not change signi�cantly if the pressure is doubled or even tripled from this
value [NHJ+01]. Helium in other parts of the system originates from the main RFQ through any
gaps in the enclosure, mainly towards injection side and through the end plate towards the mini
RFQ. The apparatus is pumped continuously and due to the di�erent geometries within the RFQ
cooler / buncher di�erent pumping speeds are achieved. Therefore, there are di�erent pressures
in di�erent parts of the setup, but the exact pressure distribution is not known, because vacuum
sensors are not present in all parts of the RFQ cooler / buncher and �ow simulations have not
been carried out yet.

Extensive studies have shown that this device has a transmission e�ciency of about 60 %
[NHJ+01]. The ions can be ejected as a bunch or continuously. The energy spread of the
extracted ions is less than 1 eV with a temporal spread of about 11 µs. The energy spread is
excellent but the temporal spread is too much for the planned MR-ToF MS (see Section 2.4) as
the temporal width is crucial for its mass resolving power. The new buncher should create
bunches with a FWHM of about 100 ns. An even shorter width would be preferred but usually
comes with the trade-o� of a higher energy spread, which also limits the resolving power. Based
on experience the energy spread should stay below 40 eV. Chapter 7 describes modi�cations
applied to the mini RFQ in order to produce ion bunches with a FWHM of less than 100 ns and
40 eV.

4.2. THe-Trap

THe-Trap is an abbreviation for tritium-helium-trap. It is a Penning-trap setup dedicated for
measuring the β-decay Q-value of tritium (see Equation (1.3)). The aim is to determine the
tritium-helium-3 mass ratio with an uncertainty of 10−11, which yields the tritium β-decay
Q-value with a relative precision of 10−6. An independent Q-value with this uncertainty can be
used by the KATRIN experiment as an independent check for their systematic uncertainties (see
Section 1.2.3). THe-Trap was originally built at the University of Washington, USA, from where
it was shipped to Heidelberg in 2008. This section �rst introduces the setup (see Section 4.2.1),
including the ion detection system and the feedback system to keep the axial oscillation constant.
This is followed by an outline of the measurement procedure (see Section 4.2.2). In the last
section, the old computer control system is described to motivate the renewal of this system
(see Section 4.2.3). The new control system is then described in Chapter 5.

4.2.1. Setup

In the following the setup of THe-Trap is presented. First the traps itself are described, followed
by the ion detection system and the magnet.
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Trap geometry

THe-Trap consists of two Penning traps. They can be seen in Figure 4.3. The lower trap, called
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Figure 4.3.: THe-Trap electrode con�guration. The location of the traps within the experiment
can be seen in Figure 4.4. The abbreviations C and E stand for capture trap and
experiment trap, respectively, and t and b for top and bottom. The �eld emission
point is abbreviated by FEP. Figure modi�ed from [Str14].

experimental trap is the main trap where all mass-ratio measurements are performed. The
characteristic trap dimensions z0 and ρ0 (see Figure 2.1a) are 2.29 mm and 2.77 mm, respectively.
The upper trap, called capture trap is intended to store one ion species while the other one
is in the experimental trap. The capture trap should also catch ions, which are sent from the
external Penning ion source located roughly one meter above (see Figure 4.4). In between there
is the ion capture segment, which guides the ions from the Penning ion source to the capture
trap. This ion source was characterized and commissioned (see Reference [Sch14]), but the ion
transfer between the capture and the experimental trap never worked reliably.
For testing, a �eld-emission-point (FEP) located in the lower endcap of the experimental trap
was used to create ions directly in the trap. The feedthrough �ange below the experimental
trap allows to send electrical signals into and from the trap. Both is important, e.g. to set the
voltages to the electrodes but also to read out the ion signal.

Ion detection and frequency determination

All three eigenfrequencies (see Equations (2.6) and (2.7)) need to be measured to determine the
free-space cyclotron frequency through Equation (2.8). To do this, one of the endcap electrodes
is connected to a resonator circuit (see Figure 4.5). The axial oscillation of the ion induces an
image current to this electrode. The induced oscillating current between the endcaps is only a
few fA and not measurable with room temperature electronics. To detect the induced image
current, the endcap electrode is connected to an LCR circuit and an ampli�er that both are
kept at liquid helium temperature (see Figure 4.4 and 4.5). The ampli�ed signal is fed to room
temperature electronics, where the oscillation is detected as a few mV signal. This, however,
only gives access to the axial frequency. In order to measure the magnetron as well as the
reduced cyclotron frequency, additional steps are needed. An overview of the detection setup
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Figure 4.4.: THe-Trap setup [Pin07]. On the left the full setup is shown. It can be separated
into two parts. The part which is at room temperature is at the top. It consists of
the turbo molecular pump, the external Penning ion source, valves and gas inlet
for external gas supply followed by the header for electrical connections. The rest
of the setup is inserted through the bore stand o� (see Figure 4.9) into the vessel
of the magnet. The trap vacuum chamber is then placed at the level of the magnet
coils. The content of the trap chamber is enlarged on the right. The ion capture
segment to catch ions from the Penning ion source is located on top. Followed
by the capture trap and the experiment trap. The feedthrough �ange for electrical
connections is at the bottom of the trap chamber.
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Figure 4.5.: Axial frequency detection scheme at THe-Trap. The motion of the ion indicated
by a blue dot with a plus induces an image current between the endcap electrodes.
This image current is detected and converted by an LCR circuit and an ampli�er
to an oscillating voltage with a few mV amplitude. At THe-Trap, the resonance
frequency for the circuit is chosen to be 4 MHz.
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Figure 4.6.: Continuous axial drive at THe-Trap. The ion is driven via a sideband at 4.1 MHz.
The ion frequency is compared with the excitation and any deviation results in a
correction signal. The box labeled with LCR & Amp is enlarged in Figure 4.5. More
information in the text.
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Figure 4.7.: THe-Trap feedback system. It takes the feedback Uerr generated by the circuit in
Figure 4.6 and uses a PID to create a feedback voltage UFS. This feedback voltage is
divided down by 100,000 and applied to the ring electrode voltage to keep the ion
oscillating at 4 MHz. More information is given in the text.

is shown in Figure 4.6. First of all, the ring electrode voltage UR is chosen so that the ion’s
axial frequency is the same 4 MHz as the resonant circuit’s resonance frequency. Additionally,
the ring electrode voltage is modulated with a 100 kHz RF-voltage. This produces ±100 kHz
sidebands in the axial mode, allowing the axial mode to be driven on the 4.1 MHz sideband.
This is called "drive". The choice of 4.1 MHz prevents the 4 MHz resonant circuit (see Figure 4.5)
from being excited directly. Direct use of 4 MHz drive would mask the ion signal and also, in
the worst case, would destroy the cryogenic ampli�er circuit.

The ampli�ed ion signal of 4 MHz is �nally mixed down to a DC signal. Therefore, �rst
the ampli�ed signal is mixed with a signal originating from a 4.1 MHz frequency generator
called the local oscillator (marked LO in Figure 4.6). The mixer produces two signals: One at
8.1 MHz and one at 100 kHz. The 8.1 MHz signal is �ltered away with a band-pass �lter marked
as intermediate �lter (IF) in Figure 4.6. The passed 100 kHz signal is mixed with the same
frequency but di�erent phase (see Φ1 and Φ2 in Figure 4.6) than the ring electrode modulation
signal. Again two signals occur, where one is at 200 kHz and the other one is a signal at DC
or at least very close to DC with a frequency below 1 Hz. The 200 kHz component is again
�ltered out. When setting the phase di�erence of Φ1 and Φ2 of the modulation signal to 90◦,
the resulting signal Uerr is proportional to the deviation between the excitation and the actual
axial frequency, in a small frequency band near the ion’s axial frequency (4 MHz). The feedback
depends also on the drive strength, ion’s mass and the charge state. If the actual axial frequency
is lower than the ion’s axial frequency, Uerr is positive and vice versa. A good description of the
feedback shape can be found in Reference [Hö16].
The correction signal is integrated, then scaled and �nally fed into the feedback system (see
Figure 4.7). This feedback system continuously analyzes the correction signal. A PID con-
troller [Ath71] is used to adjust the small correction voltageUcorr, which is applied on top of the
ring electrode voltage UR so that the axial oscillation frequency stays at 4 MHz. This is called
axial frequency lock.

So far only the axial frequency is known (�xed by choice to 4 MHz as described above). To
determine the magnetron or cyclotron frequency, radial dipolar excitation is applied while
observing the axial frequency. The dipolar excitation is applied by sweeping the frequency
slowly (over several seconds or even minutes) over the expected ion’s resonance frequency.
The frequency sweep is started either below or above the expected resonance frequency. At
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Figure 4.8.: Observation of UFS (see Figure 4.7) while shining in a continuous dipole excitation.
For the blue line the excitation is started below the expected resonance frequency
and then increased. For the red line it is the opposite. The base line and the slope of
both is approximated by a �t, which is indicated as a black line. The crossing of the
black lines indicate the resonance frequency. Figure modi�ed from [Hö16].

the same time, the correction signal Ucorr is monitored for axial frequency changes. When the
resonance is hit, the increased amplitude in radial mode also change the axial frequency, due to
anharmonicities [KEH+14b]. The feedback system changes the ring electrode voltage in order
to keep the ion in lock. A record of Ucorr during such a sweep is shown in Figure 4.8. The base
line and the slope of both scans are �tted. The crossing of the �ts is assumed to indicate the
resonance frequency. However, it should be noted that there are major concerns that there
might be systematic shifts in this measurement procedure, which are not yet known [Hö16].

Magnet and stabilization system

The trap electrodes shown in Figure 4.3 and the tune circuit shown in Figure 4.5 are constituents
of the cryo part of the experiment (see Figure 4.4). This means that these parts are operated
at a temperature of 4 K. This low temperature has the advantage of noise reduction for the
detection system and a cryo pumped vacuum in the trap. The cryo part of the experiment
is inserted through the top �ange with a diameter of 100 mm into the cold bore of the 5.9 T
superconducting magnet (see Figure 4.9), which was built by Nalorac Cryogenic Corporation.
As mentioned in Section 1.3.1 the magnetic �eld stability is crucial to reach a measurement
precision of 10−11. Therefore, several measures are taken to reduce the impact of changes in
the environment on the magnet. The magnet is located at the 1st �oor of the Gentner building
at the Max-Planck-Institute for Nuclear Physics in a dedicated temperature-controlled room.
The experiment is controlled from a separate room located on top of the magnet room, where
almost all electronic devices are located.
The only device which is located in the magnet room is the precision voltage source to reduce
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Figure 4.9.: Schematic cross section of the THe-Trap superconducting magnet. It consists of
the cylindrical housing, which contains the tank for liquid nitrogen and the tank for
liquid helium. On top are the stacks for �lling the cryogenic liquids. Between the
stacks, the Penning traps are lowered after removing the top �ange into the liquid
helium reservoir until they hang at the level of the center of the main coils. Figure
taken from [Hö16].
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its temperature dependent voltage �uctuations, which is a current limitation in high-precision
Penning-trap experiments. In addition, the helium gas volume of the magnet is pressure
stabilized, as this can have a massive in�uence on the cyclotron frequency [SEH+14]. Further
measures, e.g. the compensation for external magnetic �uctuations, have been taken. The
environmental stabilization is described in detail in Reference [Str14].

4.2.2. Typical measurement run

In order to understand the necessity of a new computer control system, a rough sequence of a
measurement is outlined below. It is assumed that the Penning trap is placed in the charged
magnet and that all cryogenic liquids are �lled, so that there is a good vacuum of better than
10−12 mbar and that all other devices are connected and work within their speci�cations. It is
also assumed that an ion is already in the trap and in lock. The following steps are necessary to
record the data shown in Figure 4.8:

1. Prepare the frequency synthesizer for the sweep by setting the start and stop frequency
as well as the amplitude and the sweep time.

2. Start the frequency sweep and the recording of Ucorr at the same time 1.

3. Wait up to 250 seconds until the sweep has �nished.

4. Save the data and store the settings of this run.

5. Switch o� the constant axial drive of the ion and the ring modulation.

6. Perform a dipole excitation to couple the cyclotron mode with the axial mode in order to
cool the cyclotron mode.

7. Switch on the drive and the ring modulation.

8. Bring the ion back to lock by adjusting the PID regulation (see Figure 4.7). The ion is
back in lock, when Ucorr does not change and is not equal to one of its extreme values.

9. Repeat 1 - 8 with inverted start and stop frequencies.

This process determines the cyclotron frequency of the trapped ion. In addition, the trap must
be characterized after every reload of an ion to determine anharmonicities and deviations from
the ideal Penning trap. These processes are well described in Reference [Hö16]. They are
extensive and time consuming. It is repetitive, but must be well documented, because for the
analysis later the exact time, settings and data must be known.

1The internal timing of a Microsoft Windows 7 operating system is su�cient for this purpose.
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4.2.3. Old control system

The THe-Trap control system, called THe-Controller, is based on the C programming
language in the NI LabWindows™/CVI development environment. The main control is the
graphical user interface (GUI), from which all functions of the experiment (voltages, attenuators,
frequency generators, etc.) can be controlled. The basic functionality of this program is described
in the following References [Die11, SEH+14]. As already mentioned above, the measurement
processes are complex, time-consuming and repetitive. To transfer this task to a computer the
script language called THe-Script was developed [Str14]. This scripting language made the
work on the experiment much easier. It makes it possible to program the repetitive pressing of
buttons in the GUI and the setting of values as a �xed sequence. However, the functionality
was limited as only 23 commands were implemented. This limitation is based on the separate
interpreter that had to be written for the script language THe-Script. Mathematical instructions
cannot be written directly via "a = 3 + 5", which would assign the variable a the value "3 + 5",
but must be described via "Add(a, 3, 5)". Calculating more mathematical complex functions
as exponential function, roots or logarithms is not possible unless each of them would be
(manually) added as separate commands. The most needed and missed function was to start
scripts with several parameters. This was solved by variables, which were stored in the main
frame of the control program but leading to further problems if the variable name is used twice
or not initialized. After the main developer of the control system left in 2016, it became apparent
that the maintenance and expansion of the code is di�cult. The code has grown continuously
since 2007, without having been cleaned up in the meantime. This made it also di�cult to
implement new devices which replaced broken ones. Since the script functionality took over
the work on the experiment more and more and the programming language Python spread
within the group, it was decided to migrate the controller to a Python based version. The new
controller is described in the following chapter.

56



5. Python based control system for
THe-Trap

The experiment THe-Trap needs a control system in order to show the current status of
the experiment, the status of the tasks that are currently being performed and to control the
measurements as discussed in Section 4.2. It was decided to develop a new control system
in 2016 based on a proposal in the PhD thesis of Martin Höcker (see Reference [Hö16]), to
move from the sweep method (see also Section 4.2) to a pulse-and-phase (PnP) measurement
technique [SWSB11]. The main motivation was to improve the experiment’s performance and
remove systematic uncertainties due to the sweep method. However, this required fundamental
changes in the control system. The previous system was designed such that the experiment
was controlled by one computer only, because most of the devices were controlled via GPIB
and USB and located in the same room as the computer. This control system had the possibility
to write measurement scripts in a custom developed language called THe-Script˙
In the past, THe-Script was almost used exclusively to perform measurements and the GUI was
only used when problems occurred. The script language helped to take over repetitive tasks, but
functionality as well as the user-friendliness of the syntax were limited (see Section 4.2.3). The
following sections �rst de�ne the requirements (see Section 5.1.1) for the new control system
and then those for the programming language (see Section 5.1.2). Then the selected structure
in the control system is explained. Afterwards, in Section 5.3, the GUI is presented and as an
example one experimental application is discussed.

5.1. General requirements

This section de�nes the speci�cations for the new THe-Trap control system. A distinction is
made between the requirements for the programming language and for the control system itself.
First, the requirements for the control system are de�ned, as these also in�uence the choice of
the programming language.

5.1.1. Control system requirements

The new control system has to o�er an easy way to write measurement scripts and to change
or even create them while it is running. The control system should be as modular as possible.
One problem of the old control system was that the same functions were written several times
for di�erent devices. In case of errors, troubleshooting was di�cult because the entire source
code had to be searched for the speci�c kind of task and had to be �xed in multiple parts in the
source code.
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A graphical user interface (GUI) is also mandatory. On the one hand it simpli�es the manual
control of the experiment, which is often used independently of the measurement scripts, on the
other hand the GUI should show which script is currently running and which task this script is
performing. A GUI helps to �nd experimental problems, because di�erent parameters such as
network analyzer, voltages of the high-voltage supply or voltage of the correction signal (see
Figure 4.7) are read out and displayed simultaneously to the currently performed task. This
decreases the e�ort to link problems in the experiment to the executed procedures. Thus, the
GUI works as a "State Display" in order to immediately visualize the state of the experiment. The
control system should also do the tasks of the documentation by itself as much as possible. This
includes saving the current settings and data for each measurement, as well as documenting
and reporting problems.

5.1.2. Computer language requirements

The most important criterion for the programming language is that it must be a text-based
programming language to keep the readability of the source code in a large project like a control
system. The widely used "Laboratory Virtual Instrument Engineering Workbench" (LabVIEW)
o�ers the advantage that almost all hardware suppliers o�er drivers for their devices. Also,
the quick creation of small applications is easy to perform. However, due to its graphical
programming, LabVIEW quickly becomes confusing when many devices have to be controlled
and arranged in one program.

The next important criterion is that the language should allow for object-oriented program-
ming. This functionality is essential because only classes have the concept of inheritance which
signi�cantly simpli�es the required modular structure (see previous section). The concept of
decorators is also wanted. Decorators in programming make it possible to nest one function
into another by simple syntax. For example, before executing some functions A, B and C , it
should always be checked whether a certain �le exists on the computer. This can be done by an
"if" request in the code of A, B and C itself or by a decorator at the declaration of the functions,
which calls this "if" request. The advantage of the decorator is that if the request has to be
modi�ed, only the source code of the decorator has to be changed and not the code in every
function that has to perform the request. This allows to implement the Single Responsibility
Concept [Mar02], which states that only one function is responsible for one kind of task, even
though it is needed many times in the source code.

To prevent the GUI from freezing during a measurement, the measurement must run in a
di�erent thread than the GUI. Therefore, a rudimentary possibility of parallelization is necessary.
These criteria reduce the number of available languages to three popular ones:

1. PHP

2. Python

3. C/C++/C#

In addition, a language with a wide distribution in the scienti�c community and a large com-
munity among developers is preferred. This makes it easier to search for literature and look
up frequently asked questions in online forums. Since Python is becoming more and more
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popular and especially the module PyVisa o�ers the possibility to integrate LabVIEW drivers
directly, the choice was made in favor of Python.
The THe-Trap setup is compact and spreads over two rooms only (see Section 4.2.1), where
most of the devices to be controlled are in one room. Therefore, only one computer is needed
and instead of using EPICS1, which is becoming more and more popular at the moment, an own
control system concept is designed.

5.2. Concept

During the development, attention was paid to a strict hierarchy as well as to the single-
responsibility concept. The structure of the control system is shown schematically in Figure 5.1.
The goal of the design of the control system is to build a GUI which shows the current status of
the experiment at a glance. This is marked with "State Display" (see Figure 5.1). Scripts will
perform most of the measurement sequences automatically, as the tasks at the experiment are
very repetitive. Therefore, the scripts are closer to the measurements than the GUI (see arrow
in the Figure), but the scripts always report the current performed task to the GUI. Below the
GUI there has to be a structure, which handles all tasks, the GUI and the scripts initiate. Despite
running the control system in general, this structure should take care that all problems, which
may occur during execution, are logged and reported, but do not lead to a crash of the control
system. The way to achieve all this is described in detail in the following.

5.2.1. Internal process handling

The Basic classes are made for processes within the code and do not communicate to the
outside of the computer. The class GuiInteraction controls via a signal and slot concept2

that the GUI can be accessed from parallel running threads. It is possible to access directly the
memory space of GUI elements from another thread without the signal and slot concept. If
this is not controlled by a signal and slot concept, multiple accesses can occur simultaneously,
which will lead to random crashes. The multiple threads are necessary to readout data and
update the GUI, while a measurement is running. The class ThreadManagement takes care of
the individual threads. It prevents that one thread is used twice at the same time and takes care
of the process of killing a thread, if necessary.
DeviceManagement takes care of a similar situation. Most devices should not execute two
tasks at the same time. To prevent an unintentional misuse, a device manager takes care of the
administration of the tasks for the individual devices.

1From its homepage https://epics.anl.gov: "EPICS is a set of Open Source software tools, libraries and appli-
cations developed collaboratively and used worldwide to create distributed soft real-time control systems for
scienti�c instruments such as a particle accelerators, telescopes and other large scienti�c experiments."

2Signal and slots are used for the communication between two objects within the code. The communication is
based on turns. E.g. object A wants to change the value in object B, but they are in di�erent threads. A direct
access from A to B could lead to a crash. To avoid this kind of crashes, A emits a signal to the slot of B to change
its value. The signal and slot manager, which is implemented in PyQt takes this signal at the next turn and then
changes the value of B safely.
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Figure 5.1.: Schematic representation of the hierarchical structure of the new THe-Trap control
system. The names marked with hyphens represent class names. The names in the
boxes are a rough description of their functionality. The further up in this diagram
a class is drawn, the closer the programming is on the side of the measurement. All
program parts can be inherited upwards. The other way round it is excluded. More
information in the text.
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The Support area contains functions that return the current directory for storing the data as
well as the time and date in the previously used format. This has the advantage that already
existing analysis scripts can be re-used.
The Documentation area consists of the LogManagement. All commands leaving the computer
will be stored as well as any returned value. All errors occurring in the code are caught by the
LogManagement, displayed in the GUI and stored in a log �le. If the GUI crashes, the reasons
can be traced here later. In addition, the LogManagement is responsible for saving the current
settings in the program and contains the basic routine of reading these settings from a �le and
feeding them into the program. This helped the development of the control system especially
in the early days, as the control system had to be restarted frequently.

5.2.2. Communication

The Communication section, including the class SCPI (abbreviation for Standard Commands
for Programmable Instruments), controls all communication that leaves the control system.
In the process of the development of the new control system a lot was changed to ethernet
based TCP/IP. Previously, mostly serial communication protocols were used like GPIB and USB.
GPIB has the problem that the order of the connected devices matters. Communication via USB
is also not ideal due the limitation of USB cables to 5 m. These problems are overcome with
Ethernet and TCP/IP. Communication via TCP/IP, however, has no guaranteed runtime and is
more error-prone than GPIB or USB. The TCP/IP protocol raises an error, if the communication
is not successful. When the error is raised depends on the settings for the individual TCP/IP
protocol, as e.g. the waiting time for a response in TPC/IP can be set individually. It is important
that failed transmission attempts are recognized by the program and the user is informed, but it
does not crash the whole control system. The user will be informed by a message in a debug
area of the GUI. The control system will try to resend the command three times. Only if the
command could not be transmitted despite multiple retransmissions, another error message
is issued and the process is aborted. This procedure is regulated for all devices in this class.
USB cannot be completely avoided, so that communication via USB is also controlled in this
class. The same applies to internal timing and general input output cards controlled via PCI
and PCI-Express, since possible malfunctions must also be detected and handled.

5.2.3. State Display

The next hierarchical level moves clearly away from direct coding concepts and turns to the
application or the user. The Devices section contains all devices and their tasks. If, for example,
a frequency sweep (see Section 4.2) should be performed, a function for this is available in the
class of the frequency generator. These functions require the sweep width, duration, excitation
amplitude and direction as input parameters. The function sends the necessary commands to
the frequency generator by using the inherited class SCPI.
In the GUI area, the concept of the "State Display Machine" is implemented. The class THe_Con-
trollerGui contains the source code of the GUI, which is shown in Figure 5.2. All experiment
related values are stored in the GUI, so the user always has the same knowledge on the processes
in the experiment as the control system. ButtonManagement connects the buttons of the GUI
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with the underlying functions. In addition, ButtonManagement ensures that buttons containing
a certain task change color from green to red when pressed. As soon as the task is completed,
the button is reset to green to show the user that the task is �nished. This color change shows
the current status to the user. In the software implementation of this color change the concept of
the decorator is very useful. Instead of needing an individual line of code within the declaration
of the button, the same decorator is always placed at the declaration. If the behavior of the
ButtonManagement has to be changed, it is done only in the source code of the decorator.

5.2.4. Main

The class THe_Controller is the main interface. All preparations made to control the exper-
iment converge here. In addition, global variables are de�ned, for example to put the entire
program into debug mode. This mode is useful to test the program without actually sending
commands.

5.2.5. Measurement

The next and last area leaves the basic concepts of coding and turns to experimental daily
routines. In the ScriptManagement all essential commands for the external scripts are de�ned.
ScirptManagement is therefore imported in every external script. These new external scripts
are written with Python and the full capabilities of Python are available to them, while the old
scripts were written in the custom-made language THe-Script. This is a signi�cant advantage
over the old concept as only certain commands were available then. Nevertheless, also the class
ScriptManagement contains functions to handle repetitive tasks consistently. For example, it
consistently de�nes the way buttons can be pressed from the script in the GUI, values can be
set in numeric �elds, or other scripts can be loaded into a new script.
IonWork is the next level of abstraction and therefore placed one entry above ScriptManagement
in Figure 5.1. As already shown in Section 4.2, the tasks at the experiment are very repetitive. In
IonWork, common tasks are de�ned, for example a frequency sweep. To perform a frequency
sweep, the control system has to read the corresponding frequencies, frequency steps, duration
and amplitude from the GUI. These parameters have to be passed to the corresponding function
of the function generator class and the function generator has to be started. The next abstraction
takes place in the Procedure class. While IonWork mainly contains functions that only access
one device, the class Procedures de�nes processes with several devices. One of them is e.g.
loading ions, where the routine of setting the correct electrode voltages, switching o� the drive
(see Section 4.2.1) and many more are de�ned in the code based on experience and do not need
to be changed regularly. The function in Procedures to load ions takes only four parameters
concerning the control of the high-voltage source which need to varied often. The process of
loading ions is fully automatic and highly reliable. This function enables scripts like "12C4" to
be written, which then removes an old ion, loads new ones and cleans the trap until only one
ion is left.
In November 2015 THe-Trap moved from analog log books to the electronic laboratory book
ELog3. All events of the experiment are manually but digitally recorded. There is also an

3https://elog.psi.ch/elog/
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interface from the control system to this documentation tool, so that scripts can write ELog
entries. In addition, unusual events can also be entered there from the control system.

Overall, the migration to the new control system has been successful. All functionalities
of the old control system have been implemented in the new one including the devices that
had to be replaced. In addition, the possibility to use Python directly as a script language to
control the experiment is a considerable simpli�cation in daily experimental routines. The
change of the measurement concept to PnP was tested successfully from control system side.
Unfortunately, experimental problems prevented a complete change to this method.

5.3. Realization and examples of application

In this section, �rst a brief introduction of the structure of the GUI is given. This includes
important parameters, which are displayed in the main tab of the GUI, and how the status of the
experiment can be seen at a glance. Afterwards, an example measurement script is presented.

5.3.1. Graphical user interface

The GUI shown in Figure 5.2, consists of several tabs. The Main tab, the only one shown here,
contains all essential functions and parameters that are frequently used and changed. The other
tabs can be found in Appendix A.
The Main tab is segmented into several sectors. The sector "Frequencies" contains the current
estimations of the three eigenfrequencies (see Equations (2.6) and (2.7)) for the ion in the trap.
These values are needed for various processes, e.g. quadrupolar excitations to couple the
modes of the ion for cooling. The subsector "Sweep" contains the parameters for the frequency
determination (see Section 4.2.1). At the right side of this area, it can be toggled between the
"Mag" and "Cyc", which stands for the determination of the magnetron and cyclotron frequency
mode, respectively. It can also be chosen, if an up- or down-sweep shall be performed. The
center frequency of the sweep is taken from the values above. The reasons for the red color
of one the buttons and the greyed-out elements is given later. Further left the GUI area for
"Pulse and Phase" and "Axial Pulse" can be found. The "Pulse and Phase" was written for a
change to a PnP measurement and "Axial Pulse" can be used to detect the ion in the case it is
not in lock (see Section 4.2.1). On the very right of the GUI the area for the "Scripts" can be
found. A few buttons in the area of "Scripts" still have the name "Script + Number", because
no measurement script is linked to this button. The scripts are written in individual Python
�les and do not need to be de�ned and present when the GUI is started. They can be created
and changed during the run time of the control system. To link a script button to a script, the
button has to be right clicked �rst. This right click opens a �le dialog, where the user can
choose the desired measurement script. The control system will automatically change the label
of the button from "Script + Number" to the �le name of the measurement script. The next time
the user left clicks on the button where the script is linked to, it is imported into the running
control system and executed. This import is performed at every left click to ensure that an
update in the measurement script is always taken into account. Below the "Scripts" sector is a
table containing variables, which can be accessed by all scripts. Additionally, the variables can
be created, deleted, and changed manually at any time by the user. This has the advantage that
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Figure 5.2.: GUI of the control system called THe-Controller. For better overview there are
several tabs (Main, Devices, Debug, CMD, Plot, Constants). The other tabs are
shown in Appendix A. Currently the script "SweepCycLoop" is running and it is
performing a sweep. Both can be recognized by the red buttons. In the lower right
corner of the Live Status it can be seen that the sweep will last 165.8 seconds. On the
left side "Running Procedure" indicates that SweepCoupleRelock is running. More
information in the text.

if these variables are used in the scripts, they can be changed during the run-time of the script
without the need to restart it. Below of this table the live status can be seen. It shows which
frequency is currently being applied to the trap and the remaining time until a sweep, if it is
running, is �nished. Left of "Live Status" two lines can be found:
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The "Comment" �eld can be set with individual text from the scripts, giving the opportunity
to set user comments. The �eld of "Running Procedure" is automatically updated every time a
"Procedure" (see Figure 5.1) is executed. The time stamps in front of the strings in both �elds
are created automatically, in order to prevent confusion from outdated messages.

As mentioned before, the main purpose of the GUI is to display the current status of the
experiment. This is done by the color of the buttons and greying out numeric �elds. All green
buttons can be pressed and all non greyed out numbers can be changed. All red buttons are
currently pressed and indicate a running process. Thus, it is directly obvious that the script
"SweepCycLoop" is executed. This script is explained in more detail in the next section, but
without knowing the script exactly, it can be seen that it performs a 250 s long, 100 mHz wide
cyclotron down sweep, because of the red "Start Sweep" button, the content and the position of
the greyed-out elements in the "Sweep" section. The "Live Status" indicates that 165.8 s of the
250 s are left and the timestamp of "Comments" indicates that it started at "12:12:29". When the
sweep �nishes, sweep button will turn green again and all sweep �elds will be available again.

5.3.2. Measurement script

In Figure 5.2 it is indicated that the external script "SweepCycLoop" is executed. The source
code is shown in Figure 5.3. This script executes an endless loop of cyclotron sweeps (see
Section 4.2.1) to determine the cyclotron frequency (see Equation (2.7)) and it serves mainly as
a framework for the function "Proc.SweepCoupleRelock". The variable Proc is an object of the
class Procedures explained before (see Section 5.2.5). This process performs a sweep based
on the parameters set in the GUI, cools the ion after the sweep and brings it back to lock (for
the explanation of "in lock" see Section 4.2.1) after the cooling. It returns true, when it was
successful in bringing the ion to lock. The task of the script is to perform this loop until the
ion is not in lock after "SweepCoupleRelock" has �nished, so the variable ionInLock is false
or the user set the variable sweepOn in the table in the GUI to zero. In these cases, the loop
will stop safely at the next turn. Additionally, the script changes the direction of the sweep
every turn, sets the comments by the function Proc.SetComment and reads out the variables
for the table through the function Proc.GetVariable, so that the sweeps can be adjusted, when
the script is running. The Elog variable can be used to write to the electronic lab book. The
variable MainController in Figure 5.3 gives access to all variables of the control system. This
feature must be handled carefully, as this option allows manipulation of all variables. Careless
manipulation of the main variables can lead to program crashes.
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1 import time
2 from Procedures import Procedures

3 from THeElog import THeELOG

4 from THe_Controller import Main as THeController

5

6 def main(MainController: THeController, ScriptPath):

7 time.sleep(0.5)

8 Proc = Procedures(MainController)

9 Elog = THeELOG(MainController)

10 Elog.WriteMessage('SweepCycLoop',

11 'Started Cyclotron sweep loop', ScriptPath)

12 Proc.SetVariable("sweepOn", 1)

13 Proc.SetComment("Cyclotron sweep loop started")

14 SweepDirection = 1

15 ionInLock = True

16 BaseLockVoltage_V = 0

17

18 while Proc.GetVariable("sweepOn") and ionInLock:

19

20 if SweepDirection == 1:

21 Proc.SetComment("Cyclotron upsweep")

22 else:
23 Proc.SetComment("Cyclotron downsweep")

24

25 ionInLock = Proc.SweepCoupleRelock(

26 'Cyclotron', SweepDirection = SweepDirection,

27 SweepRange_mHz = Proc.GetVariable(

28 "cycSweepWidth_mHz"),

29 SweepAmplitude_mV = Proc.GetVariable(

30 "cycSweepAmplitude_mV"),

31 NumberOfCouplingRepetitions = Proc.GetVariable(

32 "NumberOfCycCouplingRepetitions"),

33 PulseAttenuation_dB = Proc.GetVariable(

34 "cycSweepAttenuation_dB"),

35 BaseLockVoltage_V = BaseLockVoltage_V)

36 Proc.SetComment("Cyclotron sweep finished")

37

38 if SweepDirection == 1:

39 SweepDirection = -1

40 else:
41 SweepDirection = 1

Figure 5.3.: Shown is the measurement script "SweepCycLoop", which performs a cyclotron
sweep, cools the ion, puts it back into the lock, changes the sweep direction and
performs a new sweep. More information in the text.
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The following chapter is similar to and contains parts of the publication "Image charge shift
in high-precision Penning traps" by Schuh et al., which is to be published in 2019 [SHE+18].
As already mentioned in Section 2.2.1, an ion in a Penning trap induces image charges on the
surface of the trap electrodes. They cause a systematic shift of the ion’s free-space cyclotron
frequency, typically at a relative level of several 10−11, by slightly distorting the electric trapping
potential. In contrast to other systematics, the image charge shift (ICS) cannot be reduced by
a lower temperature of the ion or an improved detection method. As the ICS scales inversely
with the cubic trap radius (see Equation (2.18)), the only way to reduce this shift is to increase
the size of the Penning-trap electrodes. But the induced image charges are needed to detect the
ion’s motion (see Section 4.2.1) and a possible increase of the trap electrodes is limited by the
simultaneous linear decrease of the detection signal. An alternative to the increase of the trap
size is a precise measurement or calculation of the ICS.
A measurement of the ICS is experimentally di�cult as it requires two axial detection systems
tuned to the axial frequencies of the two di�erent ions for the same voltage [SHE+18]. Therefore,
providing a possibility to directly simulate the magnitude of this e�ect and correct for the shift
is very helpful for Penning-trap experiments aiming for the highest precision. The ICS was
measured for the �rst time by observing the magnetron frequency shift as a number of the
stored ions by Van Dyck et al. in 1989 [vDMFS89]. The measurement con�rmed an extremely
simple analytical model on a 17% uncertainty level. There, the hyperbolic geometry of the trap
electrodes has been approximated by a sphere. Subsequently, Hä�ner derived an analytical
�rst order calculation for cylindrical Penning traps in 2000 [Häf00] by approximating the
segmented electrodes as in�nitely long cylinders (see Equation (2.18)). Soon afterwards, an
elaborate semi-analytical model was developed in 2001 by J. V. Porto, which was applied on
hyperbolic traps [Por01]. Its prediction got con�rmed on a 4 % level by Van Dyck et al. in
2006 [vDPVLZ06] by using the same method as before. Proto’s method has been reanalyzed in
detail in our work and a short summary is given here, as it serves as a systematic check for a new
approach discussed below. A further re�ned analysis has been modeled by Kretzschmar and
others considering also vertical and horizontal slits of cylindrical traps [SWK+13]. Also here
the ICS was corrected with an uncertainty at a 5 % level. All these methods above are limited by
the fact that complicated shapes of the electrodes have to be simpli�ed in order to evaluate the
ICS theoretically. Especially slits and edges are challenging to be modeled in semi-analytical
treatments. Simulations based on the �nite element method (FEM) (see Section 3.1), as discussed,
below can overcome these problems with the trade-o� of high demand in computational power.
A cluster node with 32 cores and 256 GB of RAM was used to carry out the simulations.
In this chapter, �rst, the general concept of the simulation of the ICS is introduced (see Sec-
tion 6.1), followed by the trap geometries which are taken into considerations (see Section 6.2).
In Section 6.3 the uncertainty estimation within the FEM is introduced. In the subsequent
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section (Section 6.4) the independent semi-analytical treatment on numerically calculating the
ICS is presented. In order to apply this method, the complexity of the considered Penning-trap
geometry has to be reduced, which limits its applicability to real Penning-trap setups. Never-
theless, its di�erent ansatz helps to analyse the simulation for systematic problems when also
the FEM simulation is applied on the simpli�ed geometries. In the Section 6.5, the results of the
simulation, semi-analytical treatment and recently performed measurements are compared.

6.1. General concept

In this section, the process to simulate the Linear Field Gradient (LFG) Eρ and Ez according to
Equation (2.16) is presented. For the FEM simulations the program COMSOL multiphysics™
is chosen (see Section 3.1.2). The desired trap geometry is reconstructed in the software and
simpli�ed by removing all structures not essential for the simulation, e.g. grooves on the outside
of the electrodes. It is enough to simulate the essential shaping components of the electrodes.
The ion, which is assumed to be a point like charge (PLC) with one elementary charge is placed
inside the trap. In the next step all boundary conditions are set, e.g. all electrode surfaces
are perfect conductors and at ground potential. Vacuum is assumed in the space between the
electrodes and the PLC. The geometry is meshed (see Section 3.1) and the Laplace equation
is solved as described in Section 3.1.1. One part of the solution to the di�erential equations,
which COMSOL multiphysics™ returns, is among other parameters such as the potential or
the electric �eld, also the induced surface charge density σ of the surrounding electrodes (see
Figure 6.1). The electric �eld, which is generated by the induced image charges on the electrode
surfaces can be calculated at the position of the ion by

®Eimage = −
∫

σ (x ,y, z)
4πϵ0

®x − ®x ′
| ®x − ®x ′ |3

dA . (6.1)

This integral is directly carried out within COMSOL multiphysics™. The variable ®x ′ corresponds
to the coordinate of the PLC, the unprimed letters (x ,y, z) are the integration variables. In the
simulation the position of the PLC is changed −0.5 mm to +0.5 mm in 0.05 mm steps along the
x axis and for each step the electric �eld generated from the induced image charges on the
electrode surfaces is calculated at the position of the PLC. The resulting electric �eld strengths at
the 21 di�erent PLC positions are �tted by an odd polynomial function because of the symmetry
with respect to the trap center. The linear coe�cient of these �t polynomials is the sought after
E (see Equation (2.16)). The higher orders are needed due to the small presence of higher order
terms in the image charge �eld. Even though it is shown in Section 6.3 that the higher order
coe�cients do not need to be taken into account for the frequency shift, they change the �rst
order coe�cient signi�cantly (see Figure 6.2) when they are added to the �t.
Four systematic uncertainties must be taken into account for the �nal ICS:

1. Numerical uncertainty:
The mesh is an approximation of the real geometry. The size of the smallest mesh element
represents the accuracy of the trap geometry in the simulation. The smaller the size, the
better the geometry is described by the system of equations (see Section 3.1). Unfortu-

68



6.1. General concept

−3 −2 −1 0 1 2 3
φ (radian)

−15

−10

−5

0

5

10

15

z
(m

m
)

−9

−8

−7

−6

−5

−4

−3

−2

−1

0

σ
( 10
−1

6 C
/m

2)

Figure 6.1.: Illustration of the numerical calculation of the surface charge density σ (see Equa-
tion (6.1)) on the electrodes of a cylindrical Penning trap induced by a single charged
particle. A projection of the surfaces of the trap electrodes of the cylindrical Lion-
trap (see Section 6.2.2) into the plane is shown. The trap displayed here has nine
electrodes instead of the three shown in Figure 2.1b, which are needed experimen-
tally to apply harmonic potentials. The three inner electrodes are split in two at
ϕ = 0. The charge is radially displaced by 0.5 mm from the center at φ = −π2 .
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nately, if the result of the simulation does not change when the mesh size is decreased
it does not mean that the simulation returns an error-free result. From comparison of
simulations, where the analytic solution is known it can be seen, that the simulation
mostly converges to a result, which is slight o� of the unknown correct result. In order to
test the simulation for a systematic deviation stemming from the chosen mesh size, a case
with an analytic solution, which is close to the investigated case, should be simulated.

2. Fit uncertainty:
The electric �eld created by the image charges at the di�erent ion position has to be
described by a polynomial to retrieve E. The used �t functions gives an uncertainty of
the result, as well. This cannot be disentangled from the uncertainty introduced above,
even though their origins are di�erent. Both 1. and 2. are therefore, summed up in the
uncertainty denoted with ()num.

3. Geometric uncertainty:
The geometric uncertainty caused by tolerances in the manufacturing process. The
real electrodes can deviate from the design value by approximately up to ±10 µm. The
uncertainty stemming from this is denoted by ()geo.

4. Higher order terms:
The e�ect of higher order terms in the image charge �eld can become seizable in the case
of large motional radii or if the electrostatic center of the trap is shifted with respect to
the geometrical center. Reasons for this shift can be for example, alignment imperfections
or patch potentials. The higher order terms contribute to the ICS typically less than 0.1 %
and are thus, as shown in Section 6.3, negligible compared to manufacturing tolerances.

Further details can be found in Section 6.3.

6.2. Trap setups

In the following, three real and one purely theoretical trap setups are introduced for which the
ICS is investigated. An overview of the characteristic parameters z0 and ρ0 is given in Table 6.1.

Table 6.1.: Overview of the characteristic trap dimensions. All values are given at a temperature
of 4 K. A manufacturing tolerance of ±10 µm is assumed for all trap dimensions. More
information is given in the text.

properties FSU-Trap/Porto-Trap THe-Trap Liontrap
type hyperb. hyperb. cylind.

ρ0 (z0) (mm) 6.96 (6.00) 2.77 (2.29) 5
d (mm) 5.501 2.124 5.107
B0 (T) 8.529 5.915 3.764
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Figure 6.2.: A semitransparent cut-view of the electrode geometry of THe-Trap. The hatched
area enclosed by the red dashed line is shown enlarged in Figure 6.3 (a). See text for
more details.

6.2.1. THe-Trap

The mass-measurement trap of the THe-Trap experiment, presented in Section 4.2, consists of
a hyperbolically shaped ring electrode, two endcap electrodes and two guard electrodes, see
Figure 6.2. In general, due to the rotational symmetry along the z-axis and the mirror symmetry
along z = 0, the full information of the trap geometry can be obtained from looking at one
quarter of a cut (see hatched area surrounded by the red dashed line in Figure 6.2) of the whole
trap. For the other two traps, therefore, only this quadrant is shown (see Figure 6.3).

6.2.2. Liontrap

The measurement trap (MT) of the Liontrap [Kö15] experiment is a cylindrical Penning trap
and consists of eleven electrodes, see Figure 6.3 (b). The characteristic parameter z0 is given in
Table 6.1. The inner three electrodes (the ring and C1) are all azimuthally split into two pieces,
which allows applying di�erent radio-frequency multipoles. The gap between the segments is
also 140 µm.
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Figure 6.3.: Electrode geometries of the four investigated trap geometries. The full geometry is
obtained by revolving the shown geometry around the z-axis and mirroring along
the z = 0 plane. In (b) vertical slits have to be considered partly in the ring and
correction electrodes.
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6.2.3. FSU-Trap

The FSU-Trap is a hyperbolic Penning-trap mass spectrometer. Similar to THe-Trap, it consists
of a ring, two endcap and two guard electrodes, see Figure 6.3 (c). The characteristic parameters
z0 and ρ0 are given in Table 6.1.

6.2.4. Porto-Trap

The (theoretical) Porto-Trap is identical to the FSU-Trap concerning the characteristic di-
mensions z0 and ρ0 but simpli�ed in respect to the guard electrode (see Figure 6.3 (d)). This
geometry is used by J. V. Porto for his semi-analytical treatment in [Por01] to predict the ICS
for the FSU-Trap. The Porto-Trap is analyzed here again by the semi-analytical approach
and by a COMSOL multiphysics™ simulation. This o�ers the chance to compare the new
semi-analytical result with the result achieved by Porto in 2001 and to perform the already
mentioned systematic test of COMSOL multiphysics™. In the geometry, there are no holes
in the endcap electrodes, no slits and the correction guard electrode geometry is simpli�ed by
slightly changing the orientation of the guard electrode and the space between the electrodes
is closed. These modi�cations are necessary to make the semi-analytical treatment possible
(see Section 6.3). Note, this trap has never existed in reality, because the connection between
the electrodes makes it impossible to apply di�erent potentials, which are needed to create a
trapping potential.

6.3. Uncertainty approximation

In Section 6.1 the estimation of the uncertainties of the simulations is roughly described. A
detailed explanation of the four sources of uncertainty is given below.

6.3.1. Numerical uncertainty

For the determination of the numerical uncertainty an electrode geometry should be simulated
where the analytic solution is known. The relative deviation of the simulation result from
the analytic solution can then be taken as an approximate numerical uncertainty for other
Penning traps. The easiest geometry for this purpose is a PLC in a hollow sphere, where
simulation and analytic solution agree perfectly. Thus, this case cannot be used to estimate
the numerical error because it is too simple and deviates too much from the geometry of a
Penning trap. A more applicable case is that of an in�nite cylinder. The representation of
an in�nite cylinder is of course, impossible, but a ratio of length to radius of bigger than ten
allows to suppress su�ciently the e�ects at the end of the cylinder in the center. The cylinder is
closed at both ends with a �at plate to set the necessary boundary conditions for the simulation.
The image charge electric �eld Eimage at the position of the PLC is predicted by the analytic
solution [TB01, Bar03, SWK+13] to be

Eimage(ρ) = n · 1.0027 e

4πϵ0ρ
3
0
· ρ = n · Ẽρ · ρ , (6.2)
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6. Image charge shift simulation

Table 6.2.: The relative deviation ∆E of the simulated linear �eld gradient Eρ from the analytical
prediction Ẽρ (see Equation (6.2)) in a hollow cylinder with various radii. The optimal
�t order gives the order of the point symmetric polynomial that has to be chosen to
minimize ∆E.

experiment cylinder radius ρ0 optimal �t ∆E
(mm) order

(
10−4)

THe-Trap 2.78 5 8.1(2.4)
Liontrap 5 5 7.3(1.2)
FSU-Trap 6.96 3 5.7(5)

where ρ = | ®ρ | is the distance of the PLC from the center of the cylinder, e the elementary charge,
n the charge state of the PLC and ϵ0 the vacuum permittivity. A new LFG is introduced as
Ẽρ = 1.0027 e

4πϵ0ρ3
0
. The searched for Eρ is simulated as described in Section 6.2. To represent

the geometry su�ciently well an average mesh density of 30 – 100 mesh elements per mm2

has to be chosen. At this mesh density the result of the simulation does not change, when the
mesh size is decreased further. The mesh algorithm in COMSOL multiphysics™ ensures that
areas with small structures, such as the slits in the electrodes, are meshed with the smallest
element size. Then, the mesh size is increased gradually towards areas with less details, e.g the
vacuum between the electrodes. Hence, the size of the smallest mesh is about 1 µm and the
largest about 500 µm. The smallest mesh is ten times smaller than the manufacturing tolerances.
All simulations in the following section have a mesh density in this range.
As a consistency check the LFG in z-direction is simulated, too. Due to the translation invariance
of an in�nite cylinder, no signi�cant LFG in this direction is expected. The resulting Ez =
1.5(3.1) µV/mm2 is consistent with zero within the �t error bars.
The ICS and Eρ are investigated for three di�erent cylinder radii (see Table 6.2), corresponding
to the three di�erent ρ0 of the investigated Penning-trap geometries (see Section 6.2). The
same mesh settings are taken for the respective trap geometries. The relative deviation of the
simulated results from the analytical prediction Ẽ is calculated as ∆E =

���(Eρ − Ẽρ )/Eρ ��� . An
example analysis can be found in Figure 6.4. In the analysis of the cylindrical simulations it turns
out that higher than �rst orders of point symmetric polynomials are needed to minimize ∆E.
This is caused by the non-orthogonality of the coe�cients of the polynomials. Even though
only the linear order is of interest, the linear order coe�cient changes, if higher orders are
included. The mesh density in this �gure is on the lower side of the range mentioned in the
text, because COMSOL multiphysics™ does not choose the minimal mesh size for a cylinder
without any slits or edges. Forcing it to do so for the complete cylinder would lead to a memory
lack. The systematic uncertainty ()sys is estimated from the cylindrical test case

()sys = Eρ,z · ∆E , (6.3)

where Eρ,z are the LFG of the simulated trap geometries and ∆E is taken from Table 6.2.
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10 20 30 40
average number of mesh elements on the surface per mm2
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∆
E

1st order fit
3rd oder fit
5th order fit
7th order fit

Figure 6.4.: Relative deviation of the simulated ICS of a PLC inside a hollow cylinder with
radius 2.78 mm and a total length of 30 mm compared to the analytical calculation
as a function of the mesh size. While the linear �t does not show any signi�cant
decrease of ∆E for a �ner mesh, higher order polynomials do. Finally, the 5th
order polynomial is su�cient to minimize ∆E. Higher order polynomials than the
5th order describe the data as well as the 5th degree polynomial but with a larger
uncertainty.
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6. Image charge shift simulation

6.3.2. Fit uncertainty

The LFG E is determined by a �t. This �t has an uncertainty, too. In the simulations of all
trap geometries the PLC is moved along all three axes even though the simulated geometry is
rotational symmetric. This o�ers the possibility to compare Ex and Ey as the meshing algorithm
in COMSOL multiphysics™ breaks the rotational symmetry. Ex and Ey are averaged to Eρ
and their deviation from each other is added in quadrature as an additional uncertainty to the
existing 1σ �t uncertainty ()�t. Their deviation is on a relative 10−5 level. Finally, ()sys and ()�t
are joined by Gaussian error propagation into ()sim, which is given in Table 6.3. This is maybe
an overestimation, because the systematic uncertainty is determined by a �t and therefore
includes already part of the �t uncertainty.

6.3.3. Geometry uncertainty

The manufacturing parameters do not necessarily represent the actual geometry. There are
manufacturing tolerances, which have to be taken into account. To approximate the in�uence
of the geometry on the result, the worst case scenario is considered. The characteristic trap
parameters ρ0 and z0 are enlarged by 10 µm. The guard electrodes are shifted up- and outwards
by 10 µm, too. The di�erence in E between the two geometries is taken as the geometrical
uncertainty ()geo.

6.3.4. Higher order terms

The higher order terms of the image charge �eld can be parameterized by

®Eimage, h.o. = n · Eh.o. · ρ3 · ®eρ . (6.4)

The prefactor Eh.o. is the scaling of the higher order (h.o.) e�ect. E�ects in the z-direction are
neglected as they are typically strongly suppressed by the usage of the invariance theorem and
in the case of cylindrical traps additionally by the inherent symmetry.
If, without loss of generality, a parasitic shift ρ̂0 of the trap center in the ρ-direction is assumed,
this leads to the leading order of an e�ective, additional image charge �eld of

®Eimage, h.o. e�. = 2n · Eh.o. · ρ̂2
0 · ρ · ®eρ . (6.5)

Independent measurements show that it is reasonable to assume ρ̂0 < 50 µm [SWSB11]. The
higher order terms contribute to the ICS, therefore, by less than relative 10−2 and are thus
negligible compared to manufacturing tolerances.

6.4. Semi-analytical treatment

The �nite element method has become so powerful due to the increase in computer processing
power in recent years that even geometries with many details can be simulated well. Before,
specialized approaches were chosen, which required considerably more manual work in setting
the right boundary conditions and simpli�cations of the simulated geometry, but, nevertheless
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did achieve reliable results with less computing power. J. V. Porto developed such a concept for
the ICS in 2001 [Por01] and it was reanalyzed by J. Ketter in the scope of [SHE+18]. Since the
simpli�ed geometry required for semi-analytical treatment can also be simulated in COMSOL
multiphysics™, a comparison between the two is very useful as a cross check.
In the following a short introduction is presented to the semi-analytical treatment. It is a
pointlike ion with charge q at position ®r ′ in the trap with all electrodes grounded considered.
The total potential at the position ®r is then given by

Φion(®r , ®r ′) =
q

4πϵ0
G(®r , ®r ′) (6.6)

=
q

4πϵ0

[
1

|®r − ®r ′ | + F (®r , ®r
′)
]
, (6.7)

where the �rst term describes the ion’s Coulomb potential and the second term is due to the
image charges. The resulting electric �eld at the position of the ion is then calculated as

®Eimage(®r ′) = −
q

4πϵ0
∇r F (r ,r ′)|r =r ′ . (6.8)

In the next step the condition that determines the contribution F (®r , ®r ′) of the image charges to
the total potential is used. Let Ω denote the conducting trap surfaces. Since these conducting
surfaces remain equipotential surfaces even in the presence of the ion, the total potential on the
trap surfaces must vanish: Φion(Ω, ®r ′) = 0. The contribution by the image charges must therefore
compensate for the ion’s Coulomb potential. Like any source-free electrostatic potential, the
potential produced by the image charges ful�lls the Laplace equation ∆r F (®r , ®r ′) = 0 inside
the trap electrodes, where there are no image charges. The most general solution without
singularities is given in terms of associated Legendre polynomials Pml by

F (®r , ®r ′) =1
d

∞∑
l=0

( r
d

) l l∑
m=0

Pml (cosθ ) · [Cm
l (®r ′) cos(mϕ) + Sml (®r ′) sin(mϕ)] , (6.9)

where Cm
l (®r ′) and Sml (®r ′) are dimensionless coe�cients. These depend on the position ®r ′ of the

ion. The goal is to choose the coe�cients Cm
l (®r ′) and Sml (®r ′) such that the expression

∫
Ω

[G(®r , ®r ′)]2 dΩ (6.10)

is minimized. This concept is similar to the well-known least-square �t algorithm and to the
FEM (see Section 3.1.1). For most geometries this integral needs to be calculated numerically.
Therefore, this method is referred as semi-analytical. The ICS is calculated afterwards based on
the coe�cient Cm

l (®r ′) and Sml (®r ′) (see Equations (6.8) and (6.9)), which minimize the integral
(see Equation (6.10)). A more detailed explanation can be found in [SHE+18].
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6. Image charge shift simulation

Table 6.3.: Comparison of the numerical simulations, semi-analytical calculations and measure-
ments of the ICS for three di�erent high-precision Penning-trap experiments and
three di�erent approaches: (1) Semi-analytical calculation with simpli�ed geometry,
denoted as (Porto); (2) Numerical calculation with simpli�ed geometry, denoted as
(COMSOL-Porto). (3) Numerical calculation with full geometry, denoted as (COMSOL-
full). Uncertainties for the LFGs and the free space cyclotron frequency shift in the
scenario (COMSOL-full) are separately listed: ()sim and ()geo. The LFG E is given
in µV/m2 and ∆νc is given in µHz/n.

properties FSU-Trap THe-Trap Liontrap
Eρ (Porto) 2 818.69(15) 42 458(13) 11 551(2)

Eρ (COMSOL-Porto) 2 816.8(1.6) 42 405(37) 11 545(49)
Eρ (COMSOL-full) 2 839.7(1.6)(11.5) 42 604(37)(366) 11 230.0(48.5)(84.0)
Ez (Porto) 4 200.14(2.0) 80 793(25) 0.00(1.53)

Ez (COMSOL-Porto) 4 198.8(2.1) 80 719(69) 0(2)
Ez (COMSOL-full) 4 225.7(2.5)(21.3) 79 726(69)(1322) 8.1(3.1)(2.2)

∆νc (Porto) 91.7850(34) 2 229.37(49) 488.416(58)
∆νc (COMSOL-Porto) 91.738(36) 2 225.1(1.4) 488.7(2.1)
∆νc (COMSOL-full) 92.416(37)(292) 2 218.8(1.4)(20.3) 475.4(2.1)(3.6)
∆νc (measurements) − 2 230(90) [vDPVLZ06] 471.9(23.9) [SHE+18]

6.5. Results

In this section the results of the �nite element simulation of the ICS are compared with the
semi-analytical treatment and the most precise measurement of the ICS so far. All results are
listed in Table 6.3. For the three geometries the LFGs Eρ , Ez and the �nal shift in the free space
cyclotron frequency (see Equation (2.8)) have been calculated in three di�erent ways:

1. Semi-analytical calculations based on the approach by J. V. Porto and therefore denoted as
"Porto". This approach requires some geometric simpli�cations, which by way of example,
are shown at the FSU-Trap. It is called Porto-Trap (see Figure 6.3) after simpli�cation.
The other two traps are changed in a similar way but not shown explicitly.

2. In order to compare the numerical simulations with the semi-analytical predictions also
ICS of the simpli�ed geometries has been calculated in COMSOL multiphysics™ denoted
as "COMSOL-Porto". This serves as a cross check.

3. The complete geometries without simpli�cations have been simulated in COMSOL mul-
tiphysics™ for the �nal determination of the ICS, entitled as "COMSOL-full".

The relative deviation of less than 0.2% between the semi-analytical and numerical simulations
using FEM prove that both methods work very well. The di�erence of 2.7(4)% between the
simpli�ed "COMSOL-Porto" and the real model "COMSOL-full" in the Liontrap case illustrates
the importance of taking geometric subtleties into account. In additional tests it could be shown
that inserting horizontal slits into the trap electrodes shifts the result down by 2.2(4)%. The
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consideration of azimuthal slits in the C1 electrodes and the ring electrode shifts it downwards
again by 0.5(4)%.
Further improvements are not limited by the available computational power. The largest un-
certainty in the �nite element approach comes from the manufacturing tolerances. The FEM
simulation has a total uncertainty of 1 %, which is a factor of four better than the best measure-
ment so far.
A more elaborate measurement than the multiple ion approach could determine the ICS better.
Until now, Robert van Dyck Jr.’s measurement of the ICS is the most accurate [vDPVLZ06].
The �nite element simulation can con�rm Robert van Dyck Jr.’s measured value for the ICS
(see Table 6.3). As already mentioned in the introduction, the measurement is based on the
observation of the frequency shift as a function of the number of ions in the trap. This measure-
ment has the problem that the ion-ion interaction is di�cult to compensate which results in a
systematic uncertainty and limits its precision. Recently a new measurement method developed
by Sven Sturm was published in Schuh et al. [SHE+18] and gave the experimental ICS value
for the Liontrap shown in Table 6.3. It reaches the same precision as the measurement by
Robert Van Dyck Jr. The ICS measurement for the Liontrap experiment con�rms the predic-
tion by the simulation. As it agrees with both the old method by Robert van Dyck Jr. and by
Sven Sturm, the simulation serves as an excellent cross check and proves its predictive power.
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7. Ion buncher at IGISOL

The original IGISOL RFQ cooler / buncher provides ion bunches with a time spread of about
10 µs (see Section 4.1.1) since the year 2000. The need for shorter ion pulses became apparent
with the development of the MR-ToF MS concept 10 years later. The MR-ToF MS has proven itself
in many experiments (see references in Section 2.4) and for IGISOL it is planned to install one,
too. For the Jyväskylä MR-ToF MS, the design goal for the full width at half maximum (FWHM)
of the ion pulses was set to 100 ns or less, while the energy spread should remain below 40 eV
in order to be able to use the full capability of an MR-ToF MS. In general the MR-ToF MS works
better the shorter the pulses are, but decreasing the temporal width usually increases the energy
spread. The values of 100 ns and 40 eV are based on experience.
The following Section 7.1 shows the development of a new ion buncher using the simulation
tool SIMION, which got brie�y introduced in Section 3.1.3. In the next section the �rst results
of the experimental implementation of the new design are presented.

7.1. Simulations

This section presents the development of the new ion bunching section of the JYFL RFQ using
the simulation tool SIMION. First, the RFQ cooler / buncher is simulated as it was originally
installed (see Section 4.1.1). This is done in order to calibrate the simulations, especially for the
bu�er gas pressure in the di�erent sections since it strongly a�ects the ion cooling. The results
can be found in Section 7.1.1 As soon as the simulated distribution of the time of �ight and the
ion energy, as well as the transmission e�ciency matches the experimental data, the process of
�nding a new design was started. The �nal result of this development process is presented in
Section 7.1.2.

7.1.1. Characterization of the existing setup

The existing setup is simulated �rst as the starting point for the SIMION simulations. This is
to ensure that the simulation works reliably and is in agreement with experimental data. The
original RFQ cooler / buncher is already available as a CAD-model that matches Figure 4.2. This
model can be imported directly into SIMION and the geometry is meshed with a mesh size (see
Section 3.1) of 0.2 mm. As mentioned in Section 3.1.3, SIMION uses only cubes with constant
size to build the mesh. A smaller mesh would have lead to a memory over�ow of the computing
cluster. A screenshot of the imported geometry can be found in Figure 7.1a. The setup is reduced
to the parts essential for the simulation. The last four elements of the RF quadrupole segments,
the end plate, the miniature quadrupole rods, the extraction plate and the extraction electrode
are included in the simulation geometry (see Figure 7.1a). This �gure shows the geometry
that was used in the simulation of the original RFQ. The used voltage con�guration can be
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RFQ14         RFQ15      RFQ16 RFQ 
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(a) Simulation of the original IGISOL RFQ cooler buncher. The original image can be seen in Figure 4.2
and is also available as a CAD model. The CAD model was simpli�ed to contain only the parts that
are relevant for the simulation.
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(b) Modi�ed RFQ with bunching section. Compared to �gure (a), the mini RFQ was shortened by 3.55 mm
and segmented into two. A bunching section with 2 x 4 pairs of electrodes is added. Additionally
there is a pull and push plate to move the ions within the bunching section.

Figure 7.1.: Modi�ed screenshots of the SIMION simulation of the original RFQ cooler / buncher
(a) and the modi�ed version with the new bunching section (b). The dark grey
electrodes are cylindrically symmetric and the light grey electrodes are quadrupolar
electrodes. The applied voltages can be seen in Table 7.1 in the column "Init" for
�gure (a) and in the column "Final" for �gure (b). The corresponding bu�er gas
pressures are given in Table 7.2. The black lines represent the trajectories of the ions.
The red dots are collisions with the bu�er gas. In �gure (b) there are signi�cantly
fewer collisions because the ions are not stored in the main RFQ. The results of
simulations with these geometries can be found in Figure 7.2 and in Table 7.3.
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Table 7.1.: Voltage settings for the SIMION simulations. The voltage settings for the initial
geometry (see Figure 7.1a) is given in the columns "init". Correspondingly the voltage
settings for the �nal buncher geometry (see Figure 7.1b) is presented in the columns
"�nal". The bu�er gas pressure settings are shown in Table 7.2. All settings are used
for accumulating ions. The changes for the ejection are the values behind the forward
slash. More information is given in the text.

init �nal
electrode DC AC frequency DC AC frequency

(V) (V) (kHz) (V) (V) (kHz)
RFQ13 4.6 200 600 2.4 244 600
RFQ14 4.2 200 600 2.2 244 600
RFQ15 4.0 200 600 2.0 244 600
RFQ16 0 200 600 1.0 244 600

RFQ end plate 50/0 - - 0.5 - -
mini RFQ -1.5 2.5 600 - - -
mini RFQ1 - - - 0.0 4.2 600
mini RFQ2 - - - -0.5 4.2 600
push plate - - - -2/500 - -
buncher1 - - - -2.5 30 600
buncher2 - - - -5.7 30 600
pull plate - - - 2/-25 - -

skimmer plate -134 - - -200 - -
skimmer -300 - - -500 - -

seen in Table 7.1 and the bu�er gas pressures used for each section are given in Table 7.2. The
concept of bu�er gas cooling is already introduced in Section 2.3.2. The gas pressures in the
simulation are one order of magnitude less than in Reference [NHJ+01], because otherwise the
time-of-�ight (ToF) distribution (see Figure 7.2a) would not match the experimental values at all.
The lower pressure in the simulation is not assumed to be a problem, because the pressure read
out in the experiment, which gives the pressure values in Reference [NHJ+01], is outside of the
RFQ cooler / buncher and therefore, it is hard to estimate the real pressure in the path of the
ions inside the device. Also, the simulation model for the bu�er gas cooling may overestimate
the e�ciency of the cooling process. The model to implement the bu�er gas cooling in the
simulation is based on the Reference [LH97] and the only one available for SIMION. To speed
up simulations, the ions are created near the end of the main RFQ structure (marked RFQ16 in
Figure 7.1a) to avoid simulating the ion’s path through the whole RFQ. To simulate a realistic
case, singly charged mass 100 u ions are used, which have an average kinetic energy of 0.1 eV,
a velocity pointing towards the skimmer and an energy spread of 0.01 eV. These values are
chosen because it is not the actual cooling process of the RFQ cooler / buncher that is to be
analyzed, but the behavior during ejection of the ions. There is a slight DC gradient on the
three RFQ elements with a decreasing potential towards the RFQ end plate (see Table 7.1), that
is kept at positive +50 V potential so the ions are �rst stored in the last element of the RFQ.
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Table 7.2.: Bu�er gas pressure settings for the SIMION simulations. The setting for the initial
geometry (see Figure 7.1a) can be found in the second column. The setting for the �nal
geometry (see Figure 7.1b) can be found in the third column. The areas correspond
to the electrodes, which are named in the given �gures.

area initial simulation �nal simulation
(10−3 mbar) (10−3 mbar)

main RFQ 10 42
mini RFQ 0.6 2.5

new buncher - 2.5
behind the skimmer plate 0.00001 0.00001

Table 7.3.: Characteristic parameters of the RFQ cooler / buncher. Values marked with sim. are de-
termined using a SIMION simulation. Values with meas. are measured experimentally.
The experimental values for the original RFQ cooler / buncher are taken from Refer-
ence [NHJ+01]. For all values except originalmeas. the corresponding distributions
can be found in Figure 7.2.

version FWHM ToF dist. FWHM energy dist. transmission e�ciency
(ns) (eV) (%)

originalsim. 10494 ± 321 0.796 ± 0.018 77
originalmeas. 11000 < 1 60
modi�edsim. 53.4 ± 0.3 9.617 ± 0.09 72
modi�edmeas. 441 ± 11 10.57 ± 0.69 30

After a storage time of 250 µs the endplate is switched to 0 V so that the ions exit towards the
mini RFQ. Figure 7.2a shows the ToF and the energy spectrum. The ToF and energy spectrum
can be seen in Figure 7.2a. Table 7.3 contains the results of the �ts of the distributions in the
row originalsim . . The simulation agrees well with the measurement results, especially since the
performance of the RFQ cooler / buncher was optimized further over time and is even closer
to the results of the simulation than in the publication of Nieminen et al. from 2001 [NHJ+01].
The used voltage settings are also similar to the experimental values. The strong tail in the ToF
spectrum comes from the interaction of the ions with the bu�er gas and is also evident in the
measurement results. If the bu�er gas is removed, the tail also disappears. For �tting the data
�rst a Gaussian was used, but the tail made a modi�cation necessary. The �nal results are
achieved by �tting a combination of a Gaussian for the main distribution and an exponential
decay for the tail. The possible error due to the changed �t function can be neglected, since the
simulations carried out here are generally used for the rough determination of the FWHM.

7.1.2. Final geometry and performance

Starting from the original RFQ cooler / buncher simulations, more than 100 di�erent geometries
were tried. The �nal simulation was performed in close cooperation with the PostDoc in
charge for the buncher modi�cation Dr. Antoine de Roubin. The new geometry can be seen
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(a) Simulation results of the original RFQ cooler / buncher (see Figure 7.1a).
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(b) Simulation results of the new bunching section (see Figure 7.1b).
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(c) Measurement result of the new bunching section (see Figure 7.4).

Figure 7.2.: Results of the simulations and measurements described in Section 7.1.1, 7.1.2 and 7.2
are displayed in (a), (b) and (c), respectively. On the left side the time-of-�ight (ToF)
distribution and on the right side the energy distribution of the ions can be found.
The curves are �tted with a combination of a Gauss function and an exponential
tail. The tail results from the interaction of the ions with the bu�er gas. The red
horizontal line describes the position and width of the FWHM. The values of the
FWHM are given in Table 7.3. The absolute values of the x-axis of the ToF and the
energy spectrum are irrelevant and arbitrary as only the FWHM is of interest.
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in Figure 7.1b. The mini RFQ is shortened from 58.4 mm to 54.85 mm at the end towards
the skimmer to generate space for the new bunching region. In addition, the mini RFQ is
longitudinally divided into two parts to create a DC gradient. This should allow the ions to
reach the new bunching section more e�ciently. The rods of the new bunching section are
2.5 mm long. All electrodes have a gap of 0.5 mm between each other except to the skimmer
plate, where it is more. The exact distance is unknown due to manufacturing reasons. The r0
(see Figure 2.4) in the new bunching section is 3.65 mm, while it is 1.5 mm in the mini RFQ and
10 mm in the RFQ. In addition, a push and a pull plate was added to allow fast extraction of ions
from the new bunching region. While in Figure 7.1b it seems that the push plate cannot be seen
from the ions in the bunching section, this electrode is a quadrupole electrode, which is rotated
by 45◦ with respect to the mini RFQ2 electrode. As a result of the modi�cations, the ions do
not gather in the main RFQ but in the new ion buncher, which can be seen by the black lines
indicating the ion �ight path. The necessary voltages and bu�er gas settings can be found again
in Table 7.1 and Table 7.2, respectively.

The pressure settings between the two di�erent simulations are signi�cantly di�erent, because
it turned out that a higher pressure is needed in the mini RFQ and the new bunching section to
accumulate the ions as shown in the �nal simulation. As already mentioned in Section 4.1.1, a
higher pressure in the main RFQ does not in�uence the transmission e�ciency signi�cantly.
It can be assumed that the rest of the apparatus stays at a very good vacuum, because the
holes in the skimmer and pull plate have a diameter of 2.5 mm, which reduces the helium �ow
signi�cantly.

After a few ms of storage the ions are extracted from the new bunching section. First, the
push plate is switched from -2 V to +500 V. This presses the ions to the right. 50 ns later, the pull
plate is switched from +2 to -25 V to eject the ions. The result can be seen in Figure 7.2b and in
row "modi�edsim." of Table 7.3. The simulation shows that the ions indeed have a much smaller
temporal width. The goal of a pulse width of less than 100 ns with a simultaneous energy spread
of less than 40 eV is achieved. The correlation of the ions’ kinetic energy and time of �ight can
be seen in Figure 7.3. The position for taking the data of this plot is as for the other simulations
10 cm further to the right than the extraction electrode shown in Figure 7.1a. It is evident from
the plot that the ions are at this plane in their time-focus.

7.2. Implementation and experimental characterization

Based on the simulations described in the previous sections, a technical model was developed,
which contains all necessary support structures to actually attach the modi�ed mini RFQ and
the new bunching section to the main RFQ. This CAD model can be seen in Figure 7.4a. A new
mini RFQ and the bunching section were manufactured according to these speci�cations. In
August 2018 the parts were assembled. The result can be seen in Figure 7.4b. Before optimizing
the ion buncher settings for short ion pulses, it was tested in the shoot through mode. This
means that the main and mini RFQ still cool the ions but the ions are not bunched neither in the
main RFQ nor in the new bunching section. A transmission e�ciency of 60 % could be achieved.
Thus, the new ion buncher does not decrease the general performance of the whole system
RFQ cooler / buncher, when it is used in the shoot through mode. This is important, because
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Figure 7.3.: Combined plot of the distributions shown in Figure 7.2b. Both distributions have
been reduced by the average of their points.

(a) CAD drawing of the new mini RFQ and ion buncher.
On the left side of the picture the last electrode of
the RFQ can be seen. It is followed by the longitudi-
nally split new mini RFQ, the new bunching section
including push and pull plate. At last the skimmer
plate and the skimmer is shown.

(b) The design shown in (a) can be seen
in its realisation. The top of the mini
RFQ, which points to the left in (a)
points upwards here. In addition, the
threaded rods as a holder and the
wires for applying the voltages are
shown.

Figure 7.4.: The �nished design and realization of the new bunching section. In (a) the CAD
model and in (b) a photo of the ion buncher can be seen.
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7. Ion buncher at IGISOL

some experiments at IGISOL will still use the RFQ cooler / buncher without the new bunching
section.
The result of a short optimization of the new buncher during my stay in Jyväskylä can be
see in Figure 7.2c and Table 7.3, respectively. The test was carried in cooperation with the
IGISOL group and analysed by me. The FWHM is a factor of four larger than the design
value. The energy spread is well below the assumed 40 eV maximum and the transmission
e�ciency dropped to 30 %. It was di�cult to characterize the new bunching sections, because
high-voltage sparks occurred once every few days. After a spark the settings of the buncher
had to be readjusted, which took roughly a day. Due to this extra work the testing time had
to be spent partly for other tasks than for the optimization of the buncher settings. Shortly
after my departure from Jyväskylä a pulse with a temporal width of 100 ns could be achieved.
The spectrum can be seen in Figure 7.5. The FWHM of 107 ns agrees almost with the target
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Figure 7.5.: Further improved bunch width with a FWHM of 107 ns ± 2 ns from September 2019.

of 100 ns but the distribution deviates clearly from a Gaussian distribution, because it is not
symmetric and has a maximum at 5.24 µs while the center is at 5.27 µs. At the moment it is
assumed that the ions are not accumulated long enough in the new bunching section, and they
are just compressed by switching the pull and push plate, when the ions �y through. This
could explain the peak at 5.24 µs, because the push plate kicks the slowest ions but there is
no accumulation and releasing of the ions taking place which would lead to a Gaussian ToF
distribution. An energy spectrum was not measured and the transmission e�ciency dropped
below 1 %, which is insu�cient. Later performed tests even reached a FWHM of 50 ns but with
the trade-o� of an even lower transmission e�ciency.
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8. Conclusion and outlook

This thesis focused on the new development of a Python based control system for the THe-Trap
experiment, on the numerical calculation of the image charge shift for precision Penning-trap
experiments and on the development of an ion buncher for the IGISOL facility in Jyväskylä,
Finland.

The migration from the old NI LabWindows™/CVI to the new Python based control system
was successful. All functionalities of the old control system also have been implemented in the
new one. The GUI works as a "State Display" and the user can see the status of the experiment
at one glance. In addition, the script-based control of the experiment has become simpler
and more powerful, because now Python based scripts can be directly used for performing
measurements. The automatic documentation of the experiment settings during measurements
became more accurate and reliable because it is directly implemented in the control software
and manual interaction is not needed. Also, some PnP tests were performed with the control
system. Unfortunately, there were experimental problems, so that although the control system
had the possibility to apply the PnP method, it was never used for a measurement campaign.
After the shutdown of THe-Trap parts of the control system can be used in the following and
neighboring experiments. I will stay available for discussions and exchange of ideas after the
end of my time at the Max-Planck-Institute for Nuclear Physics.

The approach to calculate the image charge shift (ICS) using the �nite element method with the
help of COMSOL multiphysics™ has been successful. The calculations are accurate to 1 % and
con�rm the old measurement method of Robert Van Dyck Jr., which was based on the frequency
shift depending on the number of ions in the trap. At the same time, the predicted value from the
simulation for the Liontrap-experiment was experimentally con�rmed. Thus, the simulation
shows its reliability and predictive power. For the future it is planned to simulate the ICS for
other high-precision Penning-trap experiments, such as e.g. Pentatrap [RBD+12, RBCLU+12]
or ALPHATRAP [SAE+19].
The results of the simulations are a factor four more accurate than all measurement results so
far. It is likely that the new measurement method at Liontrap will be improved further, as it is
mentioned in the outlook of Reference [SHE+18] and become more precise than the simulation.
The greatest limitation in the simulation originates from the manufacturing tolerances. If it is
possible to determine the trap diameter of cylindrical Penning traps better than the uncertainty
of the manufacturing tolerances or to machine new Penning traps with a lower manufacturing
tolerance, it will be possible to further improve the accuracy of the simulation as well.

At the last part of the thesis SIMION simulation studies of the original RFQ cooler / buncher
at the experiment IGISOL have been carried out such that the time and energy spectrum match
the experimental results. Afterwards the aim was to modify the mini RFQ section of the RFQ
cooler / buncher so that an ion bunch with FWHM of less than 100 ns in the time domain and an
energy spread below 40 eV can be created. One design could prove in the simulation that it can
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8. Conclusion and outlook

produce ion bunches with the given requirements while employing experimentally accessible
settings in voltages and bu�er gas pressures. This design was then built, installed and tested.
The �rst test showed that the ion buncher used in the shoot through mode does not in�uence the
performance of the rest of the RFQ cooler / buncher, which is important as not all experiments
will use the new buncher. When the new buncher is used, a short optimization could show a
time spread of 400 ns and an energy spread of 10 eV for a reasonable transmission e�ciency of
30 %. A bunch could be created with 107 ns and even better but there the transmission e�ciency
dropped by two orders of magnitude. These values are very promising for a �rst test and the
aimed for 100 ns FWHM at a transmission e�ciency of 30 % or better should be attainable soon.
The parts for the new MR-ToF MS are currently being built. It will be very interesting to see
how the ion buncher and the MR-ToF MS will work together in the future. In the meantime, it
could be useful to simulate the gas pressures in the RFQ cooler / buncher using the molecular
�ow model of COMSOL multiphysics™. As mentioned the gas pressure in the simulation
is one order of magnitude smaller than the read-out at the experiment shows, otherwise the
results of the simulation do not match those from the experiment. One reason could be that the
pressure in the RFQ cooler / buncher is not distributed equally and inside of the RFQ elements
the pressure is lower than at the read out. A simulation should be able to improve the knowledge
on the gas pressures in the di�erent sections, which can help to �nd the required gas pressure
displayed at the read-out to be able to accumulate the ions in the bunching section. This could
solve the problem that the transmission e�ciency drops when the bunches become smaller in
temporal width. Additionally, the model of the bu�er gas cooling may overestimate the cooling
e�ect. COMSOL multiphysics™ is also able to simulate the bu�er gas cooling and it would be
a good idea to compare both simulations.
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A. Control tabs

In the following the additional tabs of the THe-Controller (see Figure 5.2) are presented.
The screenshots here have a slightly di�erent color and font, because they are taken while
the control system is running on a Linux computer. The main controller computer which is a
Microsoft Windows 7 machine and was used for Figure 5.2 is not available anymore, because
the experiment is shut down.
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A. Control tabs

Figure A.1.: Gives control over and displays the status of devices that are not as frequently used
as the devices in the main tab. The CAEN is grayed out, because it is switched o�.
This prevents that numbers are dialed in accidentally and when the CAEN starts
the next time, a high voltage is applied unintentionally.
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Figure A.2.: The control system is not running on the main experiment computer. Therefore, the
SCPI commands displayed in the upper left do not get any return values that could
be shown on the right. But the error messages in the lower left window indicate
how errors are handled. The script message in the bottom right part is produced by
a short test script.
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A. Control tabs

Figure A.3.: The text input line after "Eval:" o�ers to execute Python commands directly within
the framework of the control system. In the left window the procedure of de�ning
a variable and using it later is shown. The return values are shown on the right.
The variable "self.MainController" is the main variable which is forwarded to other
classes for having access to the main frame of the control system. Due to this
variable all other instances can be reached from this command line.
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Figure A.4.: This window is made to show the result of the latest frequency sweep (see Fig-
ure 4.2.1). It was never used intensively because a website showing an overview of
the latest sweeps was available.
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A. Control tabs

Figure A.5.: Indicating if the initialization of the devices at the experiment was successful. Here
it clearly was not successful, because the software is running on a computer which
is not connected to any device. The devices shown here are supposed to be only
very rarely changed.
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