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The recent experimental observation of spinor self-ordering of ultracold atoms in optical res-
onators has set the stage for the exploration of emergent magnetic orders in quantum-gas–cavity
systems. Based on this platform, we introduce a generic scheme for the implementation of long-
range quantum spin Hamiltonians composed of various types of couplings, including Heisenberg and
Dzyaloshinskii-Moriya interactions. Our model is comprised of an effective two-component Bose-
Einstein condensate, driven by two classical pump lasers and coupled to a single dynamic mode of
a linear cavity in a double Λ scheme. Cavity photons mediate the long-range spin-spin interactions
with spatially modulated coupling coefficients, where the latter ones can be tuned by modifying
spatial profiles of the pump lasers. As experimentally relevant examples, we demonstrate that by
properly choosing the spatial profiles of the pump lasers achiral domain-wall antiferromagnetic and
chiral spin-spiral orders emerge beyond critical laser strengths. The transition between these two
phases can be observed in a single experimental setup by tuning the reflectivity of a mirror. We
also discuss extensions of our scheme for the implementation of other classes of spin Hamiltonians.

Introduction.—Quantum magnetism plays a crucial
role in many phenomena in condensed matter physics [1],
including for instance high-temperature superconductiv-
ity [2] and spin liquids [3]. In materials, there exist differ-
ent forms of interactions between electronic spins. The
Heisenberg interaction, originating from the isotropic
quantum exchange interaction between electrons, favors
ferromagnetic (FM) or antiferromagnetic (AFM) order-
ing [4]. The more exotic Dzyaloshinskii-Moriya (DM)
interaction [5–7], stemming from a relativistic antisym-
metric exchange interaction, favors chiral states such as
spin spiral (SS) and skyrmion [8–15], with potential ap-
plications in spintronics [16].

That said, it is not an easy task to modify the strength
and nature of spin-spin interactions in materials, putting
stringent constraints on controlled experimental explo-
rations as well as technological applications. Therefore,
the notion of simulating quantum magnetism using more
controllable systems has emerged [17–21], with experi-
mental implementations using ultracold atoms [22–34],
molecules [35], and ions [36, 37].

Another promising route for simulating quantum mag-
netism with atoms is to utilize cavity-mediated long-
range spin-spin interactions, which do not require ex-
tremely low temperatures to come into play [38–43].
These interactions exist in all regimes, including very
deep Mott phase where the atomic tunnelling between
lattice sites is completely suppressed. This is a re-
markable feature of cavity-mediated long-range spin in-
teractions, similar to dipolar interactions between po-
lar molecules [35]. The first step in this direction has
been taken very recently by the experimental realization
of density and spin self-ordering with ultracold bosonic
atoms inside an optical cavity [44, 45], and with thermal
atoms near a retroreflecting mirror [46]. These exper-
iments have basically realized a long-range Heisenberg
model, with an emergent domain-wall AFM order.

Motivated by the recent experimental progress, in
this Letter we demonstrate how to engineer a variety
of spin models in the framework of cavity QED. We
consider a multi-component Bose-Einstein condensate
(BEC), which is driven by two pump lasers and coupled
to a single dynamic mode of a standing-wave cavity in
a double Λ scheme as depicted in Fig. 1. By adiabatic
elimination of the atomic excited states and the cavity
field, we derive an effective long-range spin-1/2 Hamilto-
nian with spatially modulated coupling coefficients. The
spatial modulations arise from the interference among
different electromagnetic modes, and thus depend cru-
cially on the spatial profiles of the two pump lasers and
the cavity-mode function.

We show that the resultant quantum spin models are
not restricted to only Heisenberg-type interactions as
theoretically [38–41] and experimentally [42–45] explored
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FIG. 1. Schematic view of a transversely pumped multi-
component BEC in 2D inside a cavity. The inset depicts the
internal atom-photon coupling scheme in a double Λ configu-
ration.
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thus far, but can also include DM-type interactions. For
two standing-wave pump lasers in the transverse direc-
tion as the experiment of Ref. [45], the spin Hamilto-
nian reduces to a long-range Heisenberg Hamiltonian
with a spatially periodic coupling constant. The photon-
mediated Heisenberg-type interaction induces an achi-
ral, domain-wall AFM spin order beyond a critical laser
strength; see Fig. 2(b). On the other hand for two coun-
terpropagating running-wave pump lasers in the trans-
verse direction, the spin Hamiltonian also includes DM-
type interactions. As a result, the steady state exhibits
a chiral, conical SS order beyond a critical laser strength
as shown in Fig. 3(a)-(c). At the end we also discuss ex-
tensions of our scheme to implement more general spin
models, paving the way for the realization of exotic mag-
netic orders and frustrated states in atom-cavity systems.

Model.—Consider four-level ultracold bosonic atoms
trapped in two dimensions (2D) in the x-y plane inside
a linear cavity and illuminated in this plane by two clas-
sical pump lasers as depicted in Fig. 1. The transition
↑ ↔ 1 (↓ ↔ 2) is driven by the first (second) pump laser
with the position-dependent Rabi coupling Ω1(r) [Ω2(r)],
where r = (x, y). On the other hand, the transitions
↓↔ 1 and ↑↔ 2 are coupled to a single (initially empty)
cavity mode with the same coupling strength G (x) =
G0 cos(kcx). In this double Λ configuration, τ = {↓, ↑}
are the relevant (e.g., Zeeman or hyperfine pseudo) spin
states and {1, 2} are some auxiliary electronic excited
states, with energies {~ω↓ = 0, ~ω↑, ~ω1, ~ω2}. For the
moment we do not specify the spatial profiles of the Rabi
couplings Ω1,2(r); specific examples will be given later.
However, their frequencies {ωp1, ωp2} are assumed to be
in close resonance with the cavity frequency ωc = ckc.
The pump and cavity frequencies are all far red de-
tuned from the atomic transition frequencies in that
∆1 ≡ (ωp1 + ωp2)/2 − ω1 and ∆2 ≡ ωp2 − ω2 are large.
Nonetheless, two-photon Raman transitions are close to
resonant: ωc − ωp1 ≈ ωp2 − ωc ≈ ω↑.

After adiabatic elimination of the atomic excited states
for large ∆1,2 [47], the system is described by the many-

body Hamiltonian Ĥ = −~∆câ
†â +

∫
Ψ̂†(r)Ĥ0Ψ̂(r)dr,

where ∆c ≡ (ωp1 +ωp2)/2−ωc, and â and Ψ̂ = (ψ̂↑, ψ̂↓)
>

are the photonic and two-component atomic bosonic
annihilation field operators, respectively. The single-
particle Hamiltonian density reads,

Ĥ0 =

(
p2

2M + ~δ + V̂↑(r) ~Ω̂R(r)

~Ω̂†R(r) p2

2M + V̂↓(r)

)
, (1)

with the potential operators V̂↑(r) = ~â†â|G (x)|2/∆2 +

~|Ω1(r)|2/∆1, V̂↓(r) = ~â†â|G (x)|2/∆1 + ~|Ω2(r)|2/∆2,
and the two-photon Raman-Rabi coupling operator
Ω̂R(r) = Ω∗1(r)âG (x)/∆1 + â†G ∗(x)Ω2(r)/∆2. Here M is
the atomic mass, p = (px, py) is the atomic momentum
operator, and δ ≡ ω↑−(ωp2−ωp1)/2+Bext with Bext be-
ing an external magnetic field to tune the internal atomic

levels. The origin of the potentials and the Raman-Rabi
coupling can be intuitive understood based on photon
scattering processes. For instance, V̂↑ is a Stark shift
due to absorbing a cavity and/or first-pump photon and
re-emitting it to the same mode by spin-up atoms.

Effective long-range spin-spin interactions.—In the
Born-Oppenheimer (or adiabatic) limit corresponding to
large ∆c and/or large cavity-field decay rate κ [48], the
cavity-field operator reaches in a short time scale its
steady state i~∂tâss = [âss, Ĥ] = 0,

âss =

∫
G ∗(x)

[
1

∆1
Ω1(r)ŝ−(r) + 1

∆2
Ω2(r)ŝ+(r)

]
dr

∆c + iκ−
∫
|G (x)|2

[
1

∆1
n̂↓(r) + 1

∆2
n̂↑(r)

]
dr
,

(2)

where n̂τ (r) = ψ̂†τ (r)ψ̂τ (r) and ŝ+(r) = ŝ†−(r) =

ψ̂†↑(r)ψ̂↓(r). The cavity field can be thus integrated out
by formally substituting the steady-state photonic field
operator (2) in the Hamiltonian Ĥ, yielding an effective
atom-only Hamiltonian. This effective atomic Hamil-
tonian consists of a (local) single-particle part for the
center-of-mass motion, plus a long-range interaction part
for the spin degree of freedom [47]

Ĥspin =

∫ { ∑
β=x,y

JβHeis(r
′, r)ŝβ(r′)ŝβ(r)

+ JzDM(r′, r) [ŝx(r′)ŝy(r)− ŝy(r′)ŝx(r)]

+ Jxyc (r′, r) [ŝx(r′)ŝy(r) + ŝy(r′)ŝx(r)]
}
drdr′

+

∫
Bz(r)ŝz(r)dr, (3)

where ŝ(r) = Ψ̂†(r)σσσΨ̂(r) is the local pseudospin oper-
ator (σσσ is the vector of Pauli matrices). The first line
in Eq. (3) corresponds to the x and y components of a
Heisenberg-type interaction ŝ(r′) · ŝ(r). The second line
corresponds to the z component of a DM-type interac-
tion ŝ(r′)×ŝ(r). The third line is cross couplings between
x and y components of the spins, which will be referred
to as the cross-spin interactions in what follows. Finally,
the last line serves as a local magnetic bias field, defining
the quantization axis.

The bias field and the coupling coefficients are position
dependent and are related to the cavity mode function
and the pump-field spatial profiles as Bz(r) = ~δ/2 +

~|Ω1(r)|2/2∆1 − ~|Ω2(r)|2/2∆2, J
x/y
Heis = <(c1) ± <(c2),

JzDM = −=(c1), and Jxyc = −=(c2) with

c1(r′, r) =

[
1

∆2
1∆̃c

Ω1(r′)Ω∗1(r) +
1

∆2
2∆̃∗c

Ω∗2(r′)Ω2(r)

]
×

2~G (x′)G (x),

c2(r′, r) =
1

∆1∆2

[
1

∆̃c

Ω2(r′)Ω∗1(r) +
1

∆̃∗c
Ω∗1(r′)Ω2(r)

]
×

2~G (x′)G (x). (4)
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Here < (=) indicates the real (imaginary) part of a
complex variable. We have assumed, without loss of
generality, that G0 = G ∗0 is real and have introduced
∆̃c ≡ ∆c + iκ−

∫
G 2(x)[n̂↓(r)/∆1 + n̂↑(r)/∆2]dr for the

shorthand. The cavity-mediated interactions are infinite
range as long as the laser waists are much larger than the
atomic cloud size as considered here.

Let us now consider the spatial profiles Ω1,2(y) =
Ω01,02(e±ikcy + Re∓ikcy)/(1 + R) for the lasers, where
0 6 R 6 1 is the reflectivity of mirrors retroreflect-
ing the pump lasers. The amplitudes Ω01,02 are as-
sumed to be real, with the balanced Raman condition
η0 ≡ G0Ω01/∆1 = G0Ω02/∆2 as in the experiment.
We work on the thermodynamic limit, where quantum
fluctuations become negligible and one can replace the
photonic and atomic field operators with their corre-
sponding quantum averages [49]: â → 〈â〉 ≡ α and
Ψ̂ → 〈Ψ̂〉 ≡ Ψ = (ψ↑, ψ↓)

>. In this limit, we look for
self-consistent solutions of the mean-field Hamiltonian
corresponding to Eq. (1), endowed with steady-sate field
amplitude αss corresponding to Eq. (2) [47].

The mean-field phase diagram of the system in the R-
η0 plane is presented in Fig. 2(a). Below the threshold
pump-laser strength ηc

0(R), the steady state is a spin-
polarized FM normal state where all the atoms are in the
spin-up (as the bias field Bz < 0 here), with no photon in
the cavity. Above the threshold ηc

0(R), the steady state of
the system is a magnetically ordered chiral SS, domain-
wall SS, or domain-wall AFM state depending on R. In
the following we examine these magnetic phases and their
corresponding spin Hamiltonian (3).

Domain-wall AFM phase.—The first example we con-
sider is the recent experiment of Ref. [45], where
the pump lasers are both standing waves Ω1,2(y) =
Ω01,02 cos(kcy) corresponding to R = 1. In this case,
the coefficients c1 and c2 are identical (i.e., c1 = c2)
and real. Therefore, all the long-range spin-spin inter-
actions vanish except the x component of the Heisen-
berg Hamiltonian,

∫
JxHeis(r

′, r)ŝx(r′)ŝx(r)drdr′ with
the periodically modulated coupling strength JxHeis ∝
<(∆̃c) cos(kcx

′) cos(kcx) cos(kcy
′) cos(kcy) [47]. Assum-

ing <(∆̃c) < 0 and r − r′ = (mxx̂ + my ŷ)λc/2 with
mx,y being integers, JxHeis(r

′, r) is positive (i.e., AFM)
when mx +my is odd, and it is negative (i.e., FM) when
mx +my is even.

Above the laser-strength threshold ηc
AFM ≡ ηc

0(R = 1),
the system becomes unstable toward an ordered phase
with square density pattern, checkerboard domain-wall
AFM spin texture, and finite cavity-photon number. The
Z2 symmetry of the system corresponding to the trans-
formation x → x + λc/2 and â → −â is spontaneously
broken on the onset of the self-ordering phase transition
at η0 = ηc

AFM. Different spin domains are separated by
domain-wall lines, which are 1D topological defects. A
typical self-ordered domain-wall AFM spin texture is il-
lustrated in Fig. 2(b), where the projection of the nor-
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FIG. 2. The phase diagram of the system (a) and domain-
wall AFM spin texture (b). (a) The phase diagram of the

system is shown in the {R,
√
Nη0/ωr} plane, where the color

code indicates the rescaled cavity field amplitude |αss|/
√
N .

(b) The projection of the normalized local spin s̃(r) on the
s̃x-s̃z plane is displayed as a function of r for two standing-
wave pump lasers along the y direction corresponding to
R = 1. The color code indicates the spin angle with respect
to the s̃x axis, ϕ = tan−1(s̃z/s̃x). Inside each domain, all
spins are oriented with an angle ϕD ' 0.081π or π − ϕD,
while in boundaries they rotate quite rapidly. The param-
eters are set to (∆c, κ,NG 2

0 /∆1,2, δ) = (−10, 5,−1,−0.1)ωr

and
√
Nη0 = 3.8ωr with the self-consistent field amplitude

|αss|/
√
N ' 0.22. Here N is the total particle number and

ωr ≡ ~k2c/2M .

malized local spin s̃(r) ≡ s(r)/sn(r), with s(r) = 〈ŝ(r)〉
and sn(r) =

√
s2
x(r) + s2

y(r) + s2
z(r), in the s̃x-s̃z plane

is shown as a function of r. Note that the y component
of the spin is zero everywhere, sy(r) = 0 [47]. The z
component of the spin can also exhibit AFM behavior
by properly introducing phases into the pump lasers (cf.
Bz). In the 1D limit [41], different domains are separated
by domain-wall points, 0D topological defects [8].

Chiral SS phase.—Let us now consider a straightfor-
ward, though crucial, modification of the experiment of
Ref. [45], where the driving lasers are assumed to be
counterpropagating running waves along the y direction,
Ω1,2(y) = Ω01,02e

±ikcy, corresponding to R = 0. The
coefficients c1 and c2 are now both complex and dif-
ferent from one another, c1 6= c2. Therefore, all the
long-range spin-spin interactions are present in the ef-
fective Hamiltonian (3). All the couplings have the same
<(∆̃c) cos(kcx

′) cos(kcx) position dependence along the x
direction, but different modulations along the y direction:
JxHeis ∝ cos(kcy

′) cos(kcy), JyHeis ∝ sin(kcy
′) sin(kcy),

JzDM ∝ − sin kc(y
′ − y), and Jxyc ∝ sin kc(y

′ + y) [47].

Above the laser-strength threshold ηc
SS ≡ ηc

0(R = 0) =

±
√
−|∆̃0c|2(ωr + |δ|/2)/N<(∆̃0c) where ∆̃0c = 〈∆̃c〉,

the spin-spin interactions make the normal state unsta-
ble toward a magnetically self-ordered state with finite
photon number in the cavity [47]. The DM and cross-
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FIG. 3. Emergent SS texture. (a) The normalized local spin
s̃(r) is shown for two counterpropagating pump lasers along
the y direction corresponding to R = 0. The spin exhibits
a transverse conical SS texture with magnetic domains. The
latter is most clearly evident in the projections of s̃(r) in the
s̃x-s̃zand s̃y-s̃z planes as shown in panel (b). The spin does a
full 2π rotation in the s̃x-s̃y plane along the y direction over
one λc, as can be seen in panel (c). The spin projection in
the s̃x-s̃y plane for R = 0.2 is illustrated in the panel (d) with
pronounced magnetic domains. The color code in each figure
indicates the respective spin angle, e.g., ϕ = tan−1(s̃y/s̃x) in
the panels (c,d). The parameters are the same as Fig. 2, with

the self-consistent field amplitude |αss|/
√
N ' 0.14 and 0.21

for R = 0 and 0.2, respectively.

spin interactions result in an emergent transverse, coni-
cal SS state [14, 15]. The spirals solely appear in the x-y
plane as the DM interaction has only the z component
and the cross-spin terms only couple the x and y com-
ponents of the spins. The Heisenberg interactions favor
magnetic domains as before. The steady state exhibits
stripe-density patterns along the x direction at minima
of the cavity potential xmx

= mxλc/2.
Figure 3(a)-(c) illustrates a typical self-ordered chiral

SS state. The spin does a full 2π rotation in the s̃x-s̃y
plane over one wave length λc along the y direction due
to the DM and cross-spin interactions. This is clearly

evident in Fig. 3(c), which shows the projection of s̃(r)
in the s̃x-s̃y plane as a function of r. This can be under-
stood by re-examining the sum of the DM and cross-spin
interactions, which is proportional to

<(∆̃c)

∫
cos(kcx

′) cos(kcx)
[

cos(kcy
′) sin(kcy)ŝx(r′)ŝy(r)

+ sin(kcy
′) cos(kcy)ŝy(r′)ŝx(r)

]
dr′dr. (5)

Along a stripe in the y direction (i.e., x′ = x 6= mxλc/4),
the coupling coefficients change smoothly between nega-
tive and positive values; therefore, in order to minimize
these interactions the spin rotates fully in the s̃x-s̃y plane
along the y axis [50]. For adjacent density stripes (i.e.,
x′ = x±λc/2), the spin spirals are shifted by λc/2 along
the y axis due to the x-modulation of the couplings which
introduces an extra minus sign [51]. These are also com-
patible with the Heisenberg interactions. The discrete
choice of the origin for the spin spirals is fixed at the
onset of the self-ordering phase transition at η0 = ηc

SS

through the spontaneous Z2-symmetry breaking process.
Here the continuous U(1) screw symmetry of the system
along the y direction is broken explicitly by fixing the
phases of the lasers. Figure 3(b) shows the projections of
the normalized spin in the s̃x-s̃z and s̃y-s̃z planes, where
the existence of magnetic domains due to the Heisenberg
interactions are visible. Note that the magnetic domains
in the s̃x-s̃z and s̃y-s̃z planes are shifted by λc/4 along
the y axis with respect to each other, consistent with the

y dependence of J
x/y
Heis given above [47].

Domain-wall SS phase.—The coupling coefficient JyHeis

approaches zero as (1 − R)2 and {JzDM, J
xy
c } as 1 − R2

when R → 1, while the coupling coefficient JxHeis is in-
dependent of R [47]. Therefor, JxHeis is the dominant
coupling coefficient for 0 < R < 1, favoring magnetic
domains. This is clearly obvious in Fig. 3(d), which dis-
plays the projection of the normalized spin texture in the
s̃x-s̃y plane for R = 0.2. Although the spin still does a
full 2π rotation in the s̃x-s̃y plane over one wave length
λc along the y direction, the y component of the spin
is considerably suppressed compared to the R = 0 case
shown in Fig. 3(c). Therefore, we refer to this phase as
the “domain-wall SS” phase.

Concluding remarks.—We have shown that a variety
of long-range spin models can be implemented using
driven atoms coupled to an optical cavity, by properly
choosing the driving electromagnetic modes. As illus-
trations, we demonstrated the emergence of the experi-
mentally relevant domain-wall AFM/SS and chiral SS or-
ders. The transition between these two magnetic phases
can be explored in a single state-of-the-art experimental
setup [44, 45], by continuously tuning the reflectively R
of retroreflectors. The physics presented here remains
qualitatively the same for a wide range of parameters,
including large cavity bandwidth κ� ωr limit.

As possible extensions of our scheme, we mention that
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general laser configurations Ω1,2(r), where r is not re-
stricted only to the y axis, would allow to implement
more complex spatial modulations of the spin-spin inter-
actions. This feature, together with the tuneability of the
interaction range in multimode cavities [52] and the inclu-
sion of short-range spin-spin interactions due to contact
collisional interactions, should introduce frustration [3].
Another generalization is to apply an extra pump laser
with the same polarization as the cavity mode, in order
to further induce the transitions ↓ ↔ 1 and ↑ ↔ 2. This
would result in long-range spin-spin interactions of the
form sz(r

′)sz(r), sx(r′)sz(r), and sy(r′)sz(r), yielding
additional components of the Heisenberg and DM inter-
actions. This should allow the realization of topological
chiral phases such as skyrmions. It is also worth men-
tioning that the linear cavity can be replaced by a ring
cavity with running-wave modes, providing another com-
plex degree of freedom to tune the cavity-mediated spin-
spin interactions with a continuous U(1) spatial symme-
try [53–55]. As the proposed setups can be implemented
in several laboratories with straightforward modifications
to the state of the art, the framework of cavity QED ap-
pears to be a very promising candidate for the controlled
simulation of quantum magnetism.
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and R. M. Kroeze for fruitful discussions. FM is sup-
ported by the Lise-Meitner Fellowship M2438-NBL and
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SUPPLEMENTAL MATERIAL

Here we present the details of the adiabatic elimination of the atomic excited states and the cavity field, the
derivation of the effective spin Hamiltonian, the details of linear stability analysis, some additional spin textures, and
the details of our numerical approach.

ADIABATIC ELIMINATION OF THE ATOMIC EXCITED STATES

The system presented in the main text is described, in the dipole and rotating wave approximations, by the single-
particle Hamiltonian density:

Ĥ4 =
p2

2m
I4×4 +

∑
τ={↑,1,2}

~ωτσττ + ~ωcâ†â+ ~
[
G (x)â(σ1↓ + σ2↑) + Ω1(r)e−iωp1tσ1↑ + Ω2(r)e−iωp2tσ2↓ + H.c.

]
, (S1)

where σττ ′ = |τ〉 〈τ ′|, H.c. stands for the Hermitian conjugate, and I4×4 is the identity matrix in the internal atomic-
state space. The single-particle Hamiltonian density (S1) can be brought into a time-independent form

ˆ̃H4 = U Ĥ4U
† + i~(∂tU )U †

=
p2

2M
I4×4 + ~δσ↑↑ − ~∆1σ11 − ~∆2σ22 − ~∆câ

†â+ ~
[
G (x)â(σ1↓ + σ2↑) + Ω1(r)σ1↑ + Ω2(r)σ2↓ + H.c.

]
, (S2)

using the unitary operator

U = exp

{
i

[(
ωp2 − ωp1

2

)
σ↑↑ +

(
ωp1 + ωp2

2

)(
σ11 + â†â

)
+ ωp2σ22

]
t

}
. (S3)

Here, we have defined ∆1 ≡ (ωp1 +ωp2)/2−ω1, ∆2 ≡ ωp2−ω2, and ∆c ≡ (ωp1 +ωp2)/2−ωc as the atomic and cavity
detunings with respect to the pump lasers, respectively, and δ ≡ ω↑ − (ωp2 − ωp1)/2 +Bext is the relative two-photon
detuning. Here we have also included an external magnetic field Bext to tune the internal atomic levels.
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The corresponding many-body Hamiltonian takes the form,

ˆ̃H4 =

∫
Ψ̂†4(r) ˆ̃H4Ψ̂4(r)dr + Ĥint, (S4)

where Ψ̂4(r) = (ψ̂↓, ψ̂↑, ψ̂1, ψ̂2)T are the bosonic atomic field operators satisfying the usual bosonic commutation

relation [ψ̂τ (r), ψ̂†τ ′(r
′)] = δτ,τ ′δ(r− r′). The interaction Hamiltonian Ĥint accounts for two-body contact interactions

between atoms and will be omitted in the following.
The Heisenberg equations of motion of the photonic and atomic field operators can be obtained using the many-body

Hamiltonian (S4),

i~
∂

∂t
â = −~∆câ− i~κâ+ ~

∫
G ∗(x)

[
ψ̂†↓(r)ψ̂1(r) + ψ̂†↑(r)ψ̂2(r)

]
dr,

i~
∂

∂t
ψ̂↓ = − ~2

2M
∇2ψ̂↓ + ~G ∗(x)â†ψ̂1 + ~Ω∗2(r)ψ̂2,

i~
∂

∂t
ψ̂↑ =

(
− ~2

2M
∇2 + ~δ

)
ψ̂↑ + ~G ∗(x)â†ψ̂2 + ~Ω∗1(r)ψ̂1,

i~
∂

∂t
ψ̂1 =

(
− ~2

2M
∇2 − ~∆1

)
ψ̂1 + ~G (x)âψ̂↓ + ~Ω1(r)ψ̂↑,

i~
∂

∂t
ψ̂2 =

(
− ~2

2M
∇2 − ~∆2

)
ψ̂2 + ~G (x)âψ̂↑ + ~Ω2(r)ψ̂↓, (S5)

where we have phenomenologically included the decay of the cavity mode −i~κâ. Let us now assume that atomic
detunings ∆j are large so that the atomic field operators {ψ̂1, ψ̂2} of the excited states reach steady states ∂tψ̂1,ss =

∂tψ̂2,ss = 0 very fast and we can therefore adiabatically eliminate their dynamics. Omitting the kinetic energies in
comparison to −~∆1 and −~∆2, we obtain the steady-state atomic field operators of the excited states,

ψ̂1,ss =
1

∆1

[
G (x)âψ̂↓ + Ω1(r)ψ̂↑

]
,

ψ̂2,ss =
1

∆2

[
G (x)âψ̂↑ + Ω2(r)ψ̂↓

]
. (S6)

Substituting the steady-state atomic field operators of the excited states (S6) in the rest of the Heisenberg equations
of motion (S5) yields a set of effective equations for the photonic and ground-state atomic field operators,

i~
∂

∂t
â = ~

{
−∆c − iκ+

∫
|G (x)|2

[
1

∆1
n̂↓(r) +

1

∆2
n̂↑(r)

]
dr

}
â+ ~

∫
G ∗(x)

[
1

∆1
Ω1(r)ŝ−(r) +

1

∆2
Ω2(r)ŝ+(r)

]
dr,

i~
∂

∂t
ψ̂↑ =

[
− ~2

2M
∇2 + ~δ + V̂↑(r)

]
ψ̂↑ + ~Ω̂R(r)ψ̂↓,

i~
∂

∂t
ψ̂↓ =

[
− ~2

2M
∇2 + V̂↓(r)

]
ψ̂↓ + ~Ω̂†R(r)ψ̂↑, (S7)

with the potential operators V̂↑(r) = ~â†â|G (x)|2/∆2 + ~|Ω1(r)|2/∆1 and V̂↓(r) = ~â†â|G (x)|2/∆1 + ~|Ω2(r)|2/∆2,

and the two-photon Raman-Rabi coupling operator Ω̂R(r) = Ω∗1(r)âG (x)/∆1 + â†G ∗(x)Ω2(r)/∆2. The many-body

Hamiltonian Ĥ = −~∆câ
†â +

∫
Ψ̂†(r)Ĥ0Ψ̂(r)dr can be easily read out, with Ψ̂(r) = (ψ̂↑, ψ̂↓)

T and the effective

single-particle Hamiltonian density Ĥ0 given in Eq. (1) in the main text.

ADIABATIC ELIMINATION OF THE CAVITY MODE: THE EFFECTIVE SPIN HAMILTONIAN

The steady-state cavity field operator i~∂tâss = [âss, Ĥ] = 0,

âss =
1

∆̃c

∫
G ∗(x)

[
1

∆1
Ω1(r)ŝ−(r) +

1

∆2
Ω2(r)ŝ+(r)

]
dr, (S8)



8

with ∆̃c ≡ ∆c + iκ −
∫
|G (x)|2[n̂↓(r)/∆1 + n̂↑(r)/∆2]dr for the shorthand, can be substituted in the many-body

Hamiltonian Ĥ to yield an effective atomic Hamiltonian,

Ĥeff =

∫
Ψ̂†(r)

[
p2

2M
+

~δ
2

+
~

2∆1
|Ω1(r)|2 +

~
2∆2
|Ω2(r)|2

]
I2×2Ψ̂(r)dr + Ĥspin. (S9)

The Hamiltonian Ĥspin is an effective long-range spin Hamiltonian stemmed from photon-mediated interactions and
it reads,

Ĥspin = 2~
∫ {
<
[

1

∆2
1∆̃c

G ∗(x′)G (x)Ω1(r′)Ω∗1(r) +
1

∆2
2∆̃∗c

G (x′)G ∗(x)Ω∗2(r′)Ω2(r)

]
[ŝx(r′)ŝx(r) + ŝy(r′)ŝy(r)]

+
1

∆1∆2
<
[

1

∆̃c

G ∗(x′)G (x)Ω2(r′)Ω∗1(r) +
1

∆̃∗c
G (x′)G ∗(x)Ω∗1(r′)Ω2(r)

]
[ŝx(r′)ŝx(r)− ŝy(r′)ŝy(r)]

−=
[

1

∆2
1∆̃c

G ∗(x′)G (x)Ω1(r′)Ω∗1(r) +
1

∆2
2∆̃∗c

G (x′)G ∗(x)Ω∗2(r′)Ω2(r)

]
[ŝx(r′)ŝy(r)− ŝy(r′)ŝx(r)]

− 1

∆1∆2
=
[

1

∆̃c

G ∗(x′)G (x)Ω2(r′)Ω∗1(r) +
1

∆̃∗c
G (x′)G ∗(x)Ω∗1(r′)Ω2(r)

]
[ŝx(r′)ŝy(r) + ŝy(r′)ŝx(r)]

}
drdr′

+

∫ [
~δ
2

+
~

2∆1
|Ω1(r)|2 − ~

2∆2
|Ω2(r)|2

]
ŝz(r)dr +

3∑
j=0

O(
1

∆3−j
1 ∆j

2

). (S10)

The terms arising from the free cavity Hamiltonian −~∆câ
†â and the cavity potentials ~â†â|G (x)|2/∆1,2, as well as

from the non-commutation of the steady-state cavity field operator (S8) with the atomic field operators, have been
discarded. The spin Hamiltonian (S10) can be recast in a more compact way,

Ĥspin =

∫ {
JxHeis(r

′, r)ŝx(r′)ŝx(r) + JyHeis(r
′, r)ŝy(r′)ŝy(r) + JzDM(r′, r) [ŝx(r′)ŝy(r)− ŝy(r′)ŝx(r)]

+ Jxyc (r′, r) [ŝx(r′)ŝy(r) + ŝy(r′)ŝx(r)]
}
drdr′ +

∫
Bz(r)ŝz(r)dr, (S11)

where Bz = ~δ/2 + ~|Ω1(r)|2/2∆1 − ~|Ω2(r)|2/2∆2, J
x/y
Heis = <(c1)±<(c2), JzDM = −=(c1), and Jxyc = −=(c2) with

c1(r′, r) = 2~G (x′)G (x)

[
1

∆2
1∆̃c

Ω1(r′)Ω∗1(r) +
1

∆2
2∆̃∗c

Ω∗2(r′)Ω2(r)

]
,

c2(r′, r) =
2~

∆1∆2
G (x′)G (x)

[
1

∆̃c

Ω2(r′)Ω∗1(r) +
1

∆̃∗c
Ω∗1(r′)Ω2(r)

]
. (S12)

Here we have assumed, without loss of generality, that G0 = G ∗0 is real.

The Coupling Coefficients

We now consider the spatial profiles Ω1,2(y) = Ω01,02(e±ikcy+Re∓ikcy)/(1+R) for the pump lasers, with 0 6 R 6 1
being the retroreflectivity of mirrors retroreflecting the pump lasers. The coefficients c1,2 take the form,

c1(r′, r) =
4~<(∆̃c)η

2
0

|∆̃c|2(1 +R)2
cos(kcx

′) cos(kcx)
[
eikc(y′−y) +R2e−ikc(y′−y) + 2R cos kc(y

′ + y)
]
,

c2(r′, r) =
4~<(∆̃c)η

2
0

|∆̃c|2(1 +R)2
cos(kcx

′) cos(kcx)
[
e−ikc(y′+y) +R2eikc(y′+y) + 2R cos kc(y

′ − y)
]
, (S13)

where the amplitudes Ω01 and Ω02 have been assumed to be real with the balanced Raman condition η0 ≡ G0Ω01/∆1 =
G0Ω02/∆2. Using these coefficients (S13), the spin-spin coupling coefficients can be readily obtained as

JxHeis(r
′, r) =

8~<(∆̃c)η
2
0

|∆̃c|2
cos(kcx

′) cos(kcx) cos(kcy
′) cos(kcy),
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FIG. S1. The spatial dependence of the cavity-induced spin-spin interaction coefficients. The graphs are the rescaled unitless
(i.e., the spatial part of) Jx

Heis(λc/2x̂+ λc/2ŷ, r), Jy
Heis(λc/2x̂+ λc/4ŷ, r), Jz

DM(λc/2x̂+ λc/2ŷ, r), and Jxy
c (λc/2x̂+ λc/2ŷ, r) as

a function of r for fixed r′. Here J̃ ≡ ~<(∆̃c)η
2
0/|∆̃c|2 as a shorthand. In each figure, the black arrow indicates an arbitrary

spin at position r′, and the gray arrows show the spin orientations which minimize the corresponding spin-spin interaction.
Note that J̃ < 0 for our chosen parameters as in Figs. 2 and 3 in the main text.

JyHeis(r
′, r) =

8~<(∆̃c)η
2
0

|∆̃c|2
(1−R)2

(1 +R)2
cos(kcx

′) cos(kcx) sin(kcy
′) sin(kcy),

JzDM(r′, r) = −4~<(∆̃c)η
2
0

|∆̃c|2
1−R2

(1 +R)2
cos(kcx

′) cos(kcx) sin kc(y
′ − y),

Jxyc (r′, r) =
4~<(∆̃c)η

2
0

|∆̃c|2
1−R2

(1 +R)2
cos(kcx

′) cos(kcx) sin kc(y
′ + y). (S14)

The coupling coefficient JxHeis is independent of the reflectivity R, while all the other coupling coefficients depend on
R. For R = 1, corresponding to standing-wave pump lasers Ω1,2(y) = Ω01,02 cos(kcy) along the y direction, all the
coupling coefficients are zero, saving for JxHeis. While for 0 6 R < 1, all the coupling coefficients are present and
compete with each other. The spatial dependence of the coupling coefficients (S14) are plotted in Fig. S1 as a function
of r for fixed r′. Note that both the DM and cross-spin interactions favor chiral spin-spiral textures.

LINEARIZED EQUATIONS

In this section we present the stability analysis of the mean-field solutions. To this end, we linearize the Heisenberg
equations of motion (S7) of the field operators ψ̂τ (r, t) = e−iµt/~[ψτ (r) + δψ̂τ (r, t)] and â(t) = α + δâ(t) around the
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mean-field solutions ψτ (r) and α:

i
∂

∂t
δâ = −∆̃0cδâ+

∫ (
A↑δψ̂↑ +A↑∗δψ̂∗↑ +A↓δψ̂↓ +A↓∗δψ̂∗↓

)
dr,

i
∂

∂t
δψ̂↑ =

1

~

[
− ~2

2M
∇2 + ~δ + V↑ − µ

]
δψ̂↑ + ΩRδψ̂↓ +A∗↑δâ+A↑∗δâ∗,

i
∂

∂t
δψ̂↓ =

1

~

[
− ~2

2M
∇2 + V↓ − µ

]
δψ̂↓ + Ω∗Rδψ̂↑ +A∗↓δâ+A↓∗δâ∗, (S15)

where {δψ̂τ , δâ} are quantum fluctuations of the atomic and photonic fields. Here, µ is the chemical potential,
∆̃0c = 〈∆̃c〉 = ∆c+ iκ−

∫
G 2(x)[n↓(r)/∆1 +n↑(r)/∆2]dr, Vτ (r) = 〈V̂τ (r)〉, ΩR(r) = 〈Ω̂R(r)〉, and we have introduced

the following notations for the shorthand:

A↑(r) =
|G |2
∆2

αψ∗↑ +
G ∗Ω1

∆1
ψ∗↓ ,

A↑∗(r) =
|G |2
∆2

αψ↑ +
G ∗Ω2

∆2
ψ↓,

A↓(r) =
|G |2
∆1

αψ∗↓ +
G ∗Ω2

∆2
ψ∗↑ ,

A↓∗(r) =
|G |2
∆1

αψ↓ +
G ∗Ω1

∆1
ψ↑. (S16)

Assuming δψ̂τ (r, t) = δψ̂τ+(r)e−iωt + δψ̂∗τ−(r)eiω
∗t and δâ(t) = δâ+e

−iωt + δâ∗−e
iω∗t for the quantum fluctuations,

the linearized equations (S15) can be recast in a matrix form

ωf = MBf , (S17)

where f = (δâ+, δâ−, δψ̂↑+, δψ̂↑−, δψ̂↓+, δψ̂↓−)T and

MB =



−∆̃0c 0
∫
drA↑

∫
drA↑∗

∫
drA↓

∫
drA↓∗

0 ∆̃∗0c −
∫
drA∗↑∗ −

∫
drA∗↑ −

∫
drA∗↓∗ −

∫
drA∗↓

A∗↑ A↑∗ (H0↑ − µ)/~ 0 ΩR 0

−A∗↑∗ −A↑ 0 −(H0↑ − µ)/~ 0 −Ω∗R
A∗↓ A↓∗ Ω∗R 0 (H0↓ − µ)/~ 0

−A∗↓∗ −A↓ 0 −ΩR 0 −(H0↓ − µ)/~


, (S18)

where H0↑ ≡ −~2∇2/2M + ~δ + V↑ and H0↓ ≡ −~2∇2/2M + V↓.
In general, the Bogoliubov equation (S17) can be only solved numerically to yield the spectrum ω of collective

excitations of the system. That said, for the uniform spin-polarized FM state as the normal state (below the self-
ordering threshold) of R = 0 (i.e., the running-wave pumps), it is possible to diagonalize the Bogoliubov matrix (S18)
analytically as we show in the following subsection.

The Threshold Pump Strength

Let use now analyze the stability of the uniform spin-polarized FM normal state: α = 0 and ψτ =
√
nfτ , where

n = N/V is the total density and fτ = Nτ/N is the fraction of the atoms in spin state τ with the normalization
condition f↑ + f↓ = 1. The coefficients (S16) then simplify to

A↑ = A∗↑∗ = η0

√
nf↓e

ikcy cos kcx,

A↓ = A∗↓∗ = η0

√
nf↑e

−ikcy cos kcx. (S19)

Due to the form of these coefficients, atomic fluctuations of the form δψ̂τ±(r) = [δψ̂
(+)
τ± e

ikcy + δψ̂
(−)
τ± e

−ikcy] cos kcx
couple dominantly to the photonic fluctuations. Restricting to the subspace of these fluctuations, the Bogoliubov
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matrix takes the form,

MB =



−∆̃0c 0 0
√
nf↓η0V/2

√
nf↑η0V/2 0

√
nf↓η0V/2 0 0

√
nf↑η0V/2

0 ∆̃∗0c 0 −
√
nf↓η0V/2 −

√
nf↑η0V/2 0 −

√
nf↓η0V/2 0 0 −

√
nf↑η0V/2

0 0 ε↑ 0 0 0 0 0 0 0
−
√
nf↓η0 −

√
nf↓η0 0 −ε↑ 0 0 0 0 0 0√

nf↑η0

√
nf↑η0 0 0 ε↓ 0 0 0 0 0

0 0 0 0 0 −ε↓ 0 0 0 0√
nf↓η0

√
nf↓η0 0 0 0 0 ε↑ 0 0 0

0 0 0 0 0 0 0 −ε↑ 0 0
0 0 0 0 0 0 0 0 ε↓ 0

−
√
nf↑η0 −

√
nf↑η0 0 0 0 0 0 0 0 −ε↓


.

(S20)

where ε↑ = 2ωr + δ and ε↓ = 2ωr for δ > 0 (with the chemical potential µ = ~Ω2
01/∆1 = ~Ω2

02/∆2), and ε↑ = 2ωr
and ε↓ = 2ωr − δ for δ < 0 (with the chemical potential µ = ~Ω2

01/∆1 + ~δ = ~Ω2
02/∆2 + ~δ). Note that in addition

to the balanced Raman condition η0 ≡ G0Ω01/∆1 = G0Ω02/∆2, throughout this paper we have assumed for the sake
of simplicity that ∆1 = ∆2, which from the balanced Raman condition then follows Ω01 = Ω02 . The eigenvalues ω
of MB is obtained via the tenth order characteristic equation Det(MB − ωI10×10) = 0. The zero frequency solution
ω = 0 yields the self-ordering threshold for the spin-spiral phase,

√
Nηc

SS = ±
√
− |∆̃0c|2
<(∆̃0c)

(
1 +

|δ|
2ωr

)
ωr, (S21)

y
/
�

c

x/�c x/�c

(s̃y, s̃z)

s̃(r)

'(r)

(s̃x, s̃y)

y
/
�

c

x/�c x/�c

(s̃y, s̃z)

s̃(r)

'(r)

(s̃x, s̃z)

(a)

(b)

FIG. S2. The spin textures in the domain-wall AFM (a) and domain-wall SS (b) phases, which we did not present in the main
text. The parameters are the same as Figs. 2 and 3 in the main text.
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where we have made use of the fact that f↑ = 0 for δ > 0 and f↓ = 0 for δ < 0. For the parameters used in Figs. 2

and 3 in the main text, this yields a threshold value
√
Nηc

SS ≈ ±3.57ωr for the SS phase which is in a good agreement
with the mean-field numerical results.

SOME ADDITIONAL SPIN TEXTURES

Here we also illustrate the normalized local spin s̃(r) and its projections in both domain-wall AFM and domain-wall
SS phases which we did not present in the main text. Figure S2(a) shows the spin textures on the domain-wall AFM
phase and Fig. S2(b) the spin textures on the domain-wall SS phase.

DETAILS OF THE NUMERICAL APPROACH

We consider the mean-field limit of Eqs. (S7) and (S8), where we replace the photonic and atomic field operators
with their corresponding quantum averages: âss → 〈âss〉 ≡ αss and Ψ̂ → 〈Ψ̂〉 ≡ Ψ = (ψ↑, ψ↓)

>. We then look for
self-consistent solutions of these mean-field equations. That is, we start with a random value for αss and then solve the
two Schrödinger equations for the spinor condensate wavefunctions Ψ(r) in the position space. Using these calculated
condensate wavefunctions, we compute the new steady-sate field amplitude αss via Eq. (S8). This procedure continues
until the difference in successive values of αss is less than a pre-determined tolerance.
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