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This paper develops an inelastic collision operator for the KIPP code (Kinetic Code for Plasma Periphery)
to investigate kinetic effects of electron cooling due to inelastic collisions. It is fully tested based on the
self-consistent KIPP-SOLPS coupling algorithm by being compared to the ADAS database. The collisional
radiative rate coefficients from the ADAS database for deuterium atomic physics can be recovered using the in-
elastic collision operator with assuming Maxwellian electrons, which shows that the inelastic collision operator
works well for various plasma conditions. Across a wide range of plasma conditions in the scrape-off layer,
KIPP-SOLPS coupling simulation results with the inelastic collision operator implemented are not significantly
different from results that use a simpler uniform cooling scheme. The uniform scheme is thus recommended
rather than including computationally intensive inelastic collision physics.
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1 Introduction

Power exhaust is one of the critical issues for future fusion devices. Currently 2D fluid codes solving Braginskii-
like equations [1] are utilized to investigate tokamak edge plasmas, like SOLPS [2], EDGE2D [3], UEDGE [4].
However, the validity of the fluid model is often violated by electron parallel non-local transport [5, 6, 7] along
magnetic field lines in the scrape-off layer. Non-Maxwellian tails of electron distribution functions due to the
non-local transport greatly influence electron related transport coefficients in fluid equations which are obtained
by assuming collisional plasmas.

The Kinetic Code for Plasma Periphery (KIPP) [8, 9, 10, 11], which is a continuum kinetic code, solving the
Vlasov-Fokker-Planck equation [12] with high accuracy of collision terms for electron parallel transport, was
coupled with SOLPS based on an iterative coupling algorithm [13], as briefly described in section 2. The KIPP-
SOLPS coupling algorithm enables one to treat electron parallel transport fully kinetically while still keeping all
the physics that SOLPS has, which would be time-consuming to capture using a kinetic code, and is accurately
captured by the fluid code. In previous studies [13, 14, 15], the KIPP-SOLPS coupling algorithm was extensively
investigated. The atomic physics was treated in SOLPS code and the corresponding electron cooling due to
ionization, line radiation and recombination-bremsstrahlung radiation was included in KIPP by an uniform power
removal scheme, as described in section 2, which was however not realistic, especially for plasmas downstream
near the target. Previous kinetic simulations [5, 10, 16, 17, 18] showed that the electron conductive heat flux
was found to be carried mostly by the so-called Heat Carrying Electrons (HCE), which have the kinetic energy
∼ 5.95Te. Reminding that the ionization threshold for deuterium neutrals is 13.6eV, HCE could be mainly
responsible for the deuterium ionization in low temperature region, and heat conduction coefficients therefore
could be changed. In order to capture this kinetic effect, an inelastic collision operator describing electron-
neutral collisions is proposed in section 3 and simulations with the operator based on KIPP-SOLPS coupling
algorithm are performed in section 5.
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2 KIPP-SOLPS coupling

In order to run SOLPS with kinetic electron effects, an iterative coupling algorithm was introduced in [13].
Compared to the fluid model solved in SOLPS, this algorithm treats electron parallel transport fully kinetically by
calculating four electron related kinetic factors: electron heat conduction coefficient ce, thermal force coefficient
k‖, sheath potential drop coefficient δφ and electron sheath heat transmission coefficient γe, with KIPP, and
transferring them back to SOLPS. It can be described as 4 main steps: (1) Run SOLPS with default kinetic
factors; (2) Transfer profiles of ion density and temperature, electron temperature and particle flux from SOLPS
to KIPP; (3) Calculate effective kinetic factors in KIPP with maintaining the plasma profiles transferred from
SOLPS; (4) transfer the effective kinetic factors back to SOLPS and run SOLPS.

2.1 Kinetic factors in SOLPS

A 1D version of SOLPS [19, 20] with forcing radial gradients to 0, thus removing radial transport, was used for
the coupling. Then the 1D spatial dimension considered in this 1D SOLPS is the poloidal direction (’x’). Poloidal
transport is the sum of projections of the parallel transport (’‖’) along magnetic field lines and the transport in the
diamagnetic direction (’⊥’) within the magnetic flux surface on the poloidal direction. The following equations
are solved for electrons in this 1D SOLPS:
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where ne, ue‖, Te, pe are electron density, parallel velocity, temperature, pressure, and Γe‖, Γe⊥ are electron
parallel and perpendicular particle flux densities and qe⊥ is electron perpendicular heat flux density. Q∆ is
electron-ion energy exchange term. E‖ is the electric field along ~B. Ambipolar transport is assumed in Eq. (2)
since the analysis in this work is based on a 1D geometry (described in section 5) which enforces zero currents.
The electron parallel conductive heat flux density and thermal force are given by the closure equations:

qcond
e‖ = −ceneτe

Te
me
∇‖Te (4)

RT‖ = −k‖ne∇‖Te (5)

where ce = 3.16, k‖ = 0.71 for singly charged ions.
Two boundary conditions for Eqs. (2) and (3) at the target are required in SOLPS:

φt = δφ
Te

e (6)

qte‖ = γeTeΓt‖ (7)

where φt and qte‖ are the potential and electron parallel heat flux density at the boundary. The potential at the
target is assumed to be 0. These two coefficients are typically ∆φ ≈ 3 and γe ≈ 4.

The closure equations (Eqs. (4) and (5)) and the boundary conditions (Eqs. (6) and (7)) are only valid in the
collisional limit [1]. Electron non-local transport [5, 6, 7] in kinetic simulations [5, 10, 16, 17, 18, 21, 22] can
significantly influence values of these four coefficients.

2.2 Effective kinetic factors defined in KIPP

The main equation to be solved in KIPP [8, 9, 10] is the Vlasov-Fokker-Planck equation:

∂fe
∂t

+ v‖∇‖fe − E‖
∂fe
∂v‖

=

(
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)
coll.

+ SE + Sp (8)
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The electron distribution function fe is 3D: two dimensions in velocity space (parallel and gyro-averaged per-
pendicular velocity), and one dimension in physical space along the magnetic field ~B. SE and Sp are electron

energy and particle sources, respectively. The collision term
(
∂f
∂t

)
coll.

is described by the Fokker-Planck collision
operator.

Four effective kinetic factors can be easily obtained in KIPP:
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where v′ = v‖−
∫
fev‖d~v/ne. ft, Tet are electron distribution function, temperature at the boundary, respectively.

The critical velocity vc is determined by the logical sheath boundary condition [23] implemented in KIPP with
assuming ambipolar flows through the final boundary.

3 Inelastic collision operator

3.1 Default numerical schemes for particle and energy sources

The work [13] fully investigated the KIPP-SOLPS coupling algorithm, and kinetic effects of parallel electron
transport were presented in [15]. However, as described in section 2, during the Step (3) of the coupling algorithm,
the plasma profiles in KIPP were maintained by the automatic particle and energy source terms: Sp and SE,
numerically implemented as the uniform particle and energy source schemes FS(f) and FE(f), defined in [24]:

FE(f) represents the process of uniform electron power input or subtraction which converts one Maxwellian into
another without changing the number of particles and momentum. This is equivalent to increasing or de-
creasing the temperature in a fluid concept.

FS(f) modifies the electron density by scaling up fe evenly in velocity space with subsequent power removal with
the uniform energy source scheme FE(f) to compensate for the energy content change during this process.

Numerical details of the above two terms can be found in [24].

3.2 Inelastic collisions

As discussed above, it is not realistic to deal with electron-neutral inelastic collisions (ionization etc.) based on
the uniform source schemes in KIPP. This paper presents an inelastic collision operator for electron cooling due
to deuterium ionization, line radiation, recombination and bremsstrahlung radiation.

The electron cooling due to inelastic collisions in SOLPS is calculated with the effective coefficient from
ADAS database based on the collision-radiative theory [25, 26] by assuming Maxwellian electrons.

The first subsection reviews the collisional radiative theory [25, 26] for calculating deuterium ionization, line
radiation, recombination and bremsstrahlung rate coefficients. In the second subsection, an inelastic collision
operator is introduced, based on the collisional-radiative theory, for electron cooling radiation due to deuterium
atomic physics, replacing the default uniform particle and energy source schemes.

3.2.1 Collisional-radiative coefficients

In fusion plasmas, the assumptions have been made that coronal equilibrium is held where all excited neutrals
instantly transition to the ground state without experiencing any collisions with electrons by assuming that the
radiative decay time from an excited state to the ground state is much shorter than the electron-neutral collision
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time. However, this assumption is often poor in the edge plasma due to the fact that substantial variations are
present in the density and temperature profiles along the poloidal direction which result in much lower temper-
ature and higher density downstream. Particularly in the divertor region where the recycling mainly occurs, the
collision time is comparable to the radiative decay time, hence the metastable and excited states can exist in the
ionization and recombination equilibrium, with the excited populations satisfying (see [25, 26]):

dni
dt

=

max∑
j 6=i

njCij + nen
+ri + Ciini (13)

where i, j = 1, 2, · · · ,max, taking deuterium neutrals for example, n1 is the density of deuterium neutrals in the
ground state, ni is the density of deuterium neutrals in the ith excited state. max is the highest excited state to be
considered in this work, referred to as ’cut-off level’ in later discussions. n+ is the density of deuterium ions and
ri is the direct recombination coefficient from the ion to the ith excited state. Cij is the coefficient of transition
from the jth to ith states. Cii, the loss rate due to ionization and transition from the ith state, is defined as:

Cii = −

max∑
k 6=i

Cki + neSi

 (14)

Si is the ionization rate coefficient from the ith excited state.
In order to obtain an effective ionization coefficient Scr (collisional-radiative ionization coefficient) so that

the ionization source rate is neScrnn, where the neutral particle density nn =
∑
k=1,max nk, some assumptions

are made [26]:

1. The dominant populations exist in the ground state: nn ≈ n1.

2. The quasi-steady state (QSS) is assumed, the neutrals in excited states are balanced by transitions, ioniza-
tions and recombinations:

dNj

dt
= 0 (15)

where Nj is the density array for excited states. nj , one element in this array, is the density of deuterium
neutrals in the jth excited state (j = 2, 3, · · · ,max). Only the dominant population n1 enters the transport
equations.

From Eqs. (13) and (15), it follows:

Ci1n1 + Cij ·Nj + neRin
+ = 0 (16)

−→ Nj = −Cij
−1 ·Ci1n1 − neCij

−1 ·Rin
+ (17)

where Ci1, Cij are transition array and matrix;, with elements Ci1 and Cij designating coefficients for transition
from the ground state to ith excited state and from jth to ith excited states, respectively; Ri is the array for
recombination., with one element ri designating the coefficient for direct recombination to the ith excited state.
Combining Eq. (17) and Eq. (13) for i = 1, instead of the ionization and recombination coefficients S1 and r1

in the coronal assumption, the collisional radiative rate coefficients with considering excited states as transition
states can be obtained [25]:

Scr = S1 − Sj · (Cij
−1 ·Ci1) (18)

Rcr = r1 −C1j · (Cij
−1 ·Ri) (19)

Qcr = (C11 −C1j · (Cij
−1 ·Ci1))/ne (20)

where Scr is the collisional radiative ionization rate coefficient, Rcr is the collisional radiative recombination
rate coefficient and Qcr is the cross-coupling coefficient. Moreover, in deuterium plasmas, the quasi-neutrality
and quasi-steady state result in (see [26]):

dne
dt

=
dn+

dt
= −dn1

dt
(21)
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Scr and Qcr are the effective ionization rate coefficient from the ground state and the net loss coefficient from
the ground state. Therefore,

Scr = −Qcr (22)

should be fulfilled. This equation can be used to test the implementation of the collisional radiative model in the
coupling algorithm.

The electron cooling due to inelastic collisions, regarded as electron energy sink due to inelastic collisions of
electrons with neutrals in the energy equation in SOLPS, can then be derived [25]:

P = P io + P lt + P br + P rec (23)

where

P io = IthS
crnen1 (24)

P lt =

j>k∑
k=1,max−1

∆Ej→kAkjn
1
j (25)

P rec = −IthRcr,collnen1 (26)

P br =

j>k∑
k=1,max−1

∆Ej→kAkjn
+
j (27)

are ionization, line, recombination and Bremsstrahlung radiation power rates respectively. Ith = 13.6eV.
∆Ej→k is the energy difference between levels j and k. n1

j and n+
j are elements of the two arrays: N1

j and
N+

j , defined respectively (j = 2, 3, · · · ,max) as:

N1
j = −Cij

−1 ·Ci1n1 = αjn1 (28)

N+
j = −neCij

−1 ·Rin
+ = βjn

+ (29)

where N1
j and N+

j are two components of Nj. αj , one element in array αj, and βj , one element in array βj, are
weight factors.

3.2.2 Inelastic collision operator for e-n collisions

The collisional-radiative processes are shown in Fig. 1 (two excited levels as an example). The neutrals at jth

excited state have two components: n1
j due to excitations from n1 and n+

j due to recombinations from n+. Only
deuterium neutral ionization and line radiation power sinks, which are the atomic processes related to N1

j (inside
of the red dashed box of Fig. 1), are considered in this inelastic collision operator since the recombination and
Bremsstrahlung radiation power rates are comparatively negligible in the electron temperature region 1 ∼ 100eV.
The rate coefficients for atomic processes related to N+

j (inside of the green dashed box of Fig. 1) are directly
taken from the ADAS database for saving CPU time.

The electron cooling radiation due to ionization is IthScrnen1, hence there should be equal number of neutrals
Scrnen1 in the ground state being ionized. However, it doesn’t mean that there would be the same number of
electrons with each losing energy of the amount of Ith, since one neutral might be ionized by multiple collisions
with different electrons. Therefore, Eqs. (24) and (25) are not used to derive the inelastic collision operator. They
can be transformed into the sum of the energy loss due to direct excitation, de-excitation or radiative transition
and ionization processes:

P io + P lt =
∑
j

Ith
j2
Sjneαjn1 +

j 6=i∑
j,i

Ith
j2 − i2

kijneαjn1 (30)

where kij has the similar meaning of Cij :

Cij = kijne (31)
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n
+

n1

α3n1 β3n
+

α2n1 β2n
+

+

+

n3

n2

Fig. 1 n1 is the deuterium neutral density in the ground state. n+ is the deuterium ion density. The neutral densities in the
second and third excited states are: n2 = α2n1+β2n

+ and n3 = α3n1+β3n
+ (from Eqs. (28) and (29)). The red arrows are

the ionization and excitation processes while the green arrows are the recombination and deexcitation processes. The atomic
processes in the red (green) dashed boxes are related to ionization and line radiation (recombination and Bremsstrahlung
radiation).

Each of the direct processes can be easily described by an inelastic collision operator. It is written as:

(
∂f

∂t

)
inc

=
∑
j

(
∂f

∂t

)io

j

+
∑
i,j

(
∂f

∂t

)ex,de

i,j

(32)

where the inelastic collision operator
(
∂f
∂t

)io

j
due to ionization of deuterium neutrals at level j and

(
∂f
∂t

)ex,de

i,j

due to the excitation or de-excitation from levels j to i are defined respectively as:

(
∂f (~v)

∂t

)io

j

= −σj→+|~v|f(~v)αjn1 (33)

∂f
(
~v′
)

∂t

io

j

= σj→+|~v|f(~v)αjn1d~v/d~v′ (34)

(
∂f (~v)

∂t

)ex,de

i,j

= −σj→i|~v|f(~v)αjn1 (35)

∂f
(
~v′
)

∂t

ex,de

i,j

= σj→i|~v|f(~v)αjn1d~v/d~v′ (36)

where ~v is the velocity of the electrons before inelastic collisions with deuterium neutrals and ~v′ is the velocity of
the scattered electrons. For the operator of ionization from level j, ~v′

2
= ~v2 − 2Ith/j

2 and for that of excitation

or de-excitation from levels j to i, ~v′
2

= ~v2−2Ith/(j
2− i2). Due to the lack of the differential cross section data

of the scattered electron velocity angle, it is better to assume the scattering angle as evenly distributed, however
such an assumption requires extremely large computational time. In this work, it is assumed that ~v′ ‖ ~v. The
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inelastic collision operator should automatically satisfy:

1

2
me

∫
~v2

(
∂f

∂t

)
inc

d~v = −IthScrnen1 −
j>k∑
k,j

∆Ej→kAkjαjn1

=⇒ − 1

nen1

me

2

∫
~v2

(
∂f

∂t

)
inc

d~v =

IthScr +
1

ne

j>k∑
k,j

∆Ej→kAkjαj

 (37)

which can be used to test the numerical implementation.
∑j>k
k,j ∆Ej→kAkjαj is the line radiation coefficient.

The electron cooling due to recombination and Bremsstrahlung radiation is included using the uniform energy
source scheme FE(f).

4 Numerical validation of the inelastic operator

Non-Maxwellian effects of electron distribution functions on the effective ionization rate coefficient Scr in self-
consistent KIPP-SOLPS coupling simulations were investigated in [15], where the cut-off level max = 10 was
found to give good agreement between the rate coefficient Scr calculated from Eq. (18) with Maxwellian electron
distribution function fM and that taken from the ADAS database, as shown in Fig. 2. The comparison between
line radiation coefficient

∑j>k
k,j ∆Ej→kAkjαj calculated with max = 10 and fM and that from the ADAS

database is also shown in Fig. 2. The good agreement indicates that the cut-off level max = 10 is good enough
to be used for implementing the inelastic collision operator.

Validation of successful implementation of the inelastic collision operator requires that Eq. (37) should be
satisfied. Fig. 3 shows the comparison between the power sinks using the inelastic operator (the term on the left
hand side of Eq. (37)) and that from ADAS database (the term on the right hand side of Eq. (37)) for various
plasma densities (1018 ∼ 1021m−3) and temperatures (1 ∼ 100eV). The power loss due to the direct ionization
from the ground state using the inelastic collision operator, as a comparison, is shown as well. It can be clearly
seen that the inelastic collision operator works well for various plasma conditions covering the edge.

5 Simulations

In order to investigate kinetic effects of electron cooling due to inelastic collisions, KIPP-SOLPS coupling runs
with the inelastic collision operator are performed.

5.1 Setup

The coupling simulation geometry is taken from [13], which is a 1D rectangular box with the ”stagnation point”
and the ”target” as left and right boundaries, corresponding to a flux tube from the outer mid-plane to the target
with poloidal lengthLpol = 2.5m and parallel lengthLpar ≈ 25m. There are 127 cells non-uniformly distributed,
with coarser cells upstream and finer cells near the target.

The deuterium ion density at the stagnation point is scanned from nu = 0.5×1019m−3 to nu = 2.5×1019m−3

with the aim at varying the upstream collisionalities from low to high. The power input is evenly distributed
upstream from the stagnation point to ∼ 1

3 of the simulation domain. It is equally split between the electron and
ion channels.

As in [15], atomic rate coefficients related to ionization and line radiation are calculated by Eqs. (24) and (25).
But in this work, the corresponding electron cooling radiation removal in KIPP are described by two numerical
schemes:

Approach A: removing the radiation from the velocity cells using the uniform energy source scheme FE(f)
(as described in 3.1).

Approach B: removing the radiation using the inelastic collision operator (Eq. (32)) with fe calculated in
KIPP (as described in 3.2).
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Fig. 2 The deuterium neutral ionization (’S’) and line radiation (’line’) rate coefficients calculated from Eq. (30) withmax =
10 and Maxwellian electron distributions (designated as ’10’) are compared to the ADAS database (designated as ’ADAS’)
for various electron densities: (a) ∼ 1018, (b) ∼ 1019, (c) ∼ 1020, (d) ∼ 1021m−3. The cut-off level max = 10 gives
almost the same results as the ADAS database in the electron temperature range (Te <∼ 100eV) that already covers the edge
electron temperature.

max = 10 is used as the cut-off level since it is good enough, as discussed before, for the consideration of
multiple inelastic collisions while keeping the inelastic collision operator reasonably efficient.

The schematic flowchart of the KIPP-SOLPS coupling runs is shown in Fig. 4, similar to that described in
section 2, but replacing the ADAS data for deuterium ionization and line radiation coefficients with Eqs. (24) and
(25) with the cut-off level max = 10 in SOLPS, and removing the corresponding electron cooling radiation due
to inelastic collisions with the uniform scheme (Approach A) or the inelastic collision operator (Approach B) in
KIPP.

5.2 Results

Figs. 5 and 6 show that the steady state profiles from the case with the uniform energy scheme (Approach A) are
exactly the same as those with the inelastic collision operator (Approach B) for the medium collisionality case
with nu = 1.5 × 1019m−3. This conclusion can be applied to all scanned cases with various collisionalities we
run. The reason for this is similar to the argument in [24] that the electron cooling sink is comparatively more
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Fig. 3 Comparison between electron cooling rate due to ionization and line radiation calculated using the inelastic collision
operator with max = 10 (’inelastic 10’) and that from the ADAS database (’ADAS’) for various electron densities: (a)
∼ 1018, (b) ∼ 1019, (c) ∼ 1020, (d) ∼ 1021m−3. ’inelastic 1’ designates the electron cooling rate calculated based on the
inelastic collision operator with only considering the ground state, as a comparison.

symmetric in the velocity space, although the model used there was not self-consistent and the radiation sink was
artificial, which, however, captured the main physical picture.

With respect to this medium collisionality, in the steady state, the power balance at cell 111 (x ≈ 2.494m),
where the radiation is mostly concentrated, among all contributed terms is shown in Fig. 7. It can be clearly seen
that the two dominant terms are the free streaming and radiation terms:∫

∆f fs
e ~v

2d~v +

∫
∆f rad

e ~v2d~v ≈ 0 (38)

where ∆f fs
e and ∆f rad

e are the the distribution function changes at cell 111 due to the free streaming and radiation
terms, respectively, while advancing ∆t (one time step) in time. One would expect to see changes of the balance
of HCE introduced by changing the numerical scheme of radiation from the uniform one (Approach A) to the
inelastic collision operator (Approach B), which was expected to modify the heat conduction coefficient and
thereafter the electron temperature profile. This however is not the case. The distributions of ∆f fs

e and ∆f rad
e in

the velocity space are shown in Fig. 8. ∆f fs
e is rather asymmetric compared with ∆f rad

e by comparing Figs. 8a
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run SOLPS

transfer
n,u,Te,Ti

to KIPP

run KIPP with removing
the electron cooling radiation
using FE(f) (Approach A) or

using the inealstic collision
operator (Approach B)

coupling
convergence

output

transfer
ce,k‖,

γe,∆φ,〈σv〉ion+line

yes

no

Fig. 4 The coupling algorithm with kinetic effects on D neutral ionization and line radiation.

and 8b or Figs. 8c and 8d. Obviously ∆fe due to the free streaming term in the cells around HCE (v‖ = 2.82vth,
v⊥ = 1.98vth, where vth =

√
Te/me, see [10]) is not balanced by the radiation term (inelastic collisions) but by

the Coulomb collision term:

∆f fs
e (HCE) + ∆f c

e (HCE) ≈ 0 (39)

with

|∆f rad
e (HCE) | << |∆f fs

e (HCE) | (40)

This indicates that the change of the numerical scheme for the electron cooling radiation has negligible effects
on the distribution of HCE for all collisionalities. To understand Eq. (40), it is helpful to introduce inelastic and
Coulomb collision times for HCE, as defined in the following equations:

τ inc
HCE =

1∑
j σ

j→+vHCEαjn1 +
∑
i,j σ

j→ivHCEαjn1
(41)

τ c
HCE = 3 (2π)

3/2 ε
2
0m

1/2
e T

3/2
HCE

niZ2
i e

4lnΛ
(42)

where vHCE and THCE are HCE velocity and temperature. vHCE =
√

2.822 + 1.982vth. Comparison between
HCE collision times due to Coulomb collisions (τ c

HCE) and inelastic collisions (τ inc
HCE) are shown in Fig. 9 for

varying electron densities and temperatures. Since the HCE inelastic collision time is the function of the neutral
density n1, a wide variation of different neutral densities: 2×1018m−3, 2×1019m−3, 2×1020m−3, 2×1021m−3
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Fig. 5 Comparison between the steady state profiles of electron density ne, temperature Te and heat flux density qe‖ in
Approaches A and B for the medium collisionality case with nu = 1.5× 1019m−3. (b) is the blow-up of the region near the
target in (a).
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Fig. 6 Comparison between the steady state profiles of ionization particle sources Sp, radiation energy sinks Qrad and
ionization, line radiation rate coefficients in Approaches A and B for the medium collisionality case with nu = 1.5 ×
1019m−3. (b) is the blow-up of the region near the target in (a).
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(b) Cell 111 (x ≈ 2.494m).

Fig. 7 Energy balance between the six terms: power input (blue solid), perpendicular heat flux (red solid), radiation (green
solid), electric field and thermal force (yellow solid), parallel heat flux (blue dashed), heat exchange (green dashed), are shown
for all cells (a) and cell 111 (b). The free-streaming term is mainly balanced by the radiation term at cell 111.

(a) ∆fe due to the free-streaming term in Approach A. (b) ∆fe due to the radiation sink in Approach A.

(c) ∆fe due to the free-streaming term in Approach B. (d) ∆fe due to the radiation sink in Approach B.

Fig. 8 The change of the distribution function (∆fe) due to the free-streaming (a,c) and radiation (b,d) terms with advancing
∆t (one time step) at cell 111.

is used to calculate τ inc
HCE for every pair of ne and Te. At cell 111 where ne ≈ 1.4× 1020m−3, Te ≈ 5.5eV and

n1 ≈ 2.0× 1019m−3 (denoted by the vertical dashed line in Fig. 9):

τ c
HCE � τ inc

HCE (43)
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Fig. 9 Comparison between collision times for HCE due to inelastic collisions (τ incHCE) and Coulomb collisions (τ cHCE), as
defined in Eqs. (41) and (42), against electron temperature Te for various electron densities: (a) ∼ 1018, (b) ∼ 1019, (c) ∼
1020, (d)∼ 1021m−3. Four neutral densities: 2×1018m−3 (blue solid), 2×1019m−3 (red solid), 2×1020m−3 (green solid),
2× 1021m−3 (cyan solid) are used to calculate τ incHCE for each ne. The relevant electron parameters (ne ≈ 1.4× 1020m−3,
Te ≈ 5.5eV, n1 ≈ 2.0× 1019m−3) at cell 111 are donoted by the vertical dashed line in (c).

which is the main explanation for Eq. (40).

Additionally, it can be inferred, by comparing Figs. 8b and 8d, that the distributions of ∆f rad
e both in Ap-

proaches A and B are quite similar when Te =∼ 5eV. For low upstream collisionality cases nu < 1.0×1019m−3,
the electron temperature profile is quite flat from the stagnation point to the target, and the electron temperature in
the near target region where radiation concentrates is high so that radiation sinks come mostly from thermal elec-
trons. For medium and high collisionalities, although the target electron temperature can be very low compared
to the ionization potential Ith, e.g. ∼ 1eV for the case with nu = 2.5 × 1019m−3, the radiation concentrates in
the region with Te = 4 ∼ 6eV. Therefore, the difference between the two approaches is not observable at any
collisionality.

The plasma profiles achieved above in the scanned cases with pure deuterium correspond to ASDEX-Upgrade
L-mode SOL plasmas where the upstream electron temperature Tu = 40 ∼ 50eV and the target electron tem-
perature varies with upstream collisionalities. To achieve H-mode plasma profiles, power input is increased to
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increase the stagnation point electron temperature Tu to ∼ 80eV, and carbon impurities are introduced as radi-
ators to achieve the electron temperature variation by more than factor 10 (Tu/Tt ≈ 15). The two numerical
schemes of removing electron cooling radiation are also applied for deuterium neutrals under the H-mode con-
dition, while the atomic data for carbon are taken from the ADAS database for simplicity. As expectation, no
observable differences appear in the simulation results.

The simulation results achieved above confirm the conclusion in [24] by series of self-consistent cases with
a physical inelastic collision operator. We would like to remind again that the steady state profiles are rather
insensitive to kinetic details of where (in which location of fe in velocity space) radiation sink is introduced since
it is rather symmetric against v‖. In future coupling runs, the uniform scheme for energy sources is suggested.

6 Summary

There are two kinds of effects that can be studied with the implementation of multiple inelastic collisions in
KIPP: (1) effects of non-Maxwellian tails on effective deuterium ionization rates; (2) kinetic effects of electron
cooling due to inelastic collisions on plasma profiles. The first was elucidated in [15], which showed that non-
Maxwellian tails had little influence on rates. This work is mainly focused on the second effect, which requires
the inelastic collision operator in the kinetic code KIPP. Various collisionalities have been investigated and it
can be concluded that atomic physics effects on kinetic electron parallel transport are negligible compared to
the overall effect of including effective kinetic factors instead of simple Braginskii-type fluid transport. This
conclusion holds true for plasma conditions that vary from low collisionalities to high in which the profile in
the density scan case with medium collsionalities correspond to ASDEX-Upgrade L-mode plasmas and the case
with the C impurities correspond to ASDEX-Upgrade H-mode plasmas. However, full detachment, where the
inelastic collision operator may play an important role, is not studied in this work since the coupling scheme has
not worked well yet for detachment which showed oscillations and resulted in crashes [13]. The inelastic collision
operator will be directly extrapolated to detachment cases once the oscillations are removed in the future.
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