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Abstract

Given a recurrent sequence U := {Un}n≥0 we consider the prob-
lem of counting MU (x), the number of integers n ≤ x such that
Un = u2 + nv2 for some integers u, v. We will show that MU (x) ≪
x(log x)−0.05 for a large class of ternary sequences. Our method uses
many ingredients from the proof of Alba González and the second au-
thor [1] that MF (x) ≪ x(log x)−0.06, with F the Fibonacci sequence.

1 Introduction

If M is a set of real numbers and x a positive real number x, we put
M(x) = M∩ [1, x). Given a recurrent sequence U := {Un}n≥0 we put

MU = {n : Un = u2 + nv2 for some integers u, v}. (1)
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Let F := {Fn}n≥0 be the Fibonacci sequence given by F0 = 0, F1 = 1
and

Fn+2 = Fn+1 + Fn for all n ≥ 0.

Some results concerning Fibonacci numbers which can be represented by
certain positive definite quadratic forms in two variables appear in [10]. In
[2] it was shown that if p ≡ 1 (mod 4) is a prime, then Fp = u2 + pv2

for some integers u and v. It follows from the prime number theorem in
arithmetic progressions that #MF (x) ≫ x/ log x. In [1] it was shown that

#MF (x) ≪
x

(log x)0.06
.

In this paper we use the method from [1] to study the analogous problem for
certain third order linearly recurrent sequences U := {Un}n≥0 of integers.
Assume that U0, U1, U2 ∈ Z and that

Un+3 = a1Un+2 + a2Un+1 + a3Un for all n ≥ 0,

where ΨU (X) = X3 − a1X
2 − a2X − a3 ∈ Z[X]. Let

ΨU (X) = (X − α)(X − β)(X − γ)

be the factorization of ΨU over the complex numbers. We assume that
a3 6= 0. Let K be the splitting field of ΨU over Q and G be its Galois group.
We assume that the following conditions are fulfilled:

(i) G contains a transposition (as a subgroup of S3).

(ii) Either a3 = ±1 and ΨU(X) is irreducible over Q, or

ΨU(X) = (X−a)(X2+bX+c), where a ∈ Z\{±1} and c = ±1.

(iii) The ratio of any two roots of ΨU (X) is not a root of unity.

In case ΨU (X) is irreducible over Q, its constant coefficient is a3 = ±1
and G is a transitive subgroup of S3. Condition (i) ensures that this group
cannot be isomorphic to Z/3Z, therefore it must be S3. This is equivalent
to the condition that the discriminant of ΨU(X), which is

a21a
2
2 + 4a32 − 4a31a3 − 18a1a2a3 − 27a23,

is not the square of an integer. In case ΨU(X) is not irreducible over Q,
then the combination of conditions (i) and (ii) above ensures that ΨU (X)
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has exactly one integer root a which is not ±1, and the other two roots
are quadratic units. In that case, K is a quadratic field and the nonidentity
element of G fixes a and switches the other two roots, so this can be regarded
as a transposition in S3.

We give two examples of sequences satisfying our conditions, formulate
our main result, and then give three examples for which the conclusion of
our theorem do not hold and compare them with (i), (ii) and (iii) above.

Recall that the Tribonacci sequence T := {Tn}n≥0 is defined as T0 =
T1 = 0, T2 = 1 and

Tn+3 = Tn+2 + Tn+1 + Tn for all n ≥ 0.

In this case, ΨT (X) = X3 −X2 −X − 1 is irreducible over Q and its Galois
group is S3. So, our result applies to the Tribonacci sequence. Another
sequence to which it applies is the sequence U of numbers of the form
Un = 2n + Fn, where {Fn}n≥0 is the Fibonacci sequence. This is ternary
recurrent with characteristic polynomial

ΨU (X) = (X − 2)(X2 −X − 1),

which satisfies the conditions (i), (ii) and (iii).

Theorem 1. Assume that U := {Un}n≥0 is a ternary recurrent sequence
satisfying (i), (ii) and (iii). Then the following estimate holds

#{n ≤ x : Un = u2 + nv2 for some integers u, v} ≪ x

(log x)0.05
.

Note that the conditions of the theorem depend only on the characteristic
polynomial of U . Thus if a ≥ 0 is an integer and we ask for the number of
solutions of Un+a = u2+nv2 the estimate above also holds. More informally,
we could say that our result is robust under relabelling of the sequence.

While conditions (i), (ii) and (iii) can perhaps be weakened, some con-
ditions have to be imposed on U := {Un}n≥0 in order to conclude that the
set of positive integers n such that Un = �+ n� is of density zero. Indeed,
consider the three examples

Un = 2n + n, Un = 4n + 2n+1 + 1 and Un = 5F 2
n − 4.

In the first case, Un = � + n� for all n even. In the second case, Un = �

holds for all n ≥ 0. In the third case, 5F 2
n − 4 = L2

n = � holds for all odd n,
where {Ln}n≥0 is the companion sequence of the Fibonacci sequence given
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by L0 = 2, L1 = 1 and Ln+2 = Ln+1 + Ln for all n ≥ 0. Thus, in all the
above cases Un = �+ n� holds for a positive proportion of n, where in the
last two cases the second � (which multiplies n) is zero. Note that for the
first two sequences

ΨU (X) = (X − 2)(X − 1)2 and ΨU (X) = (X − 4)(X − 2)(X − 1),

respectively, so that ΨU (X) factors completely over Q and in the first case
it even has a double root, whereas for the third sequence, we have

ΨU (X) = (X + 1)(X2 − 3X + 1),

for which K = Q(
√
5), so condition (i) is satisfied, but the integer root a of

ΨU (X) is −1.
Throughout this paper we use p and q with or without subscripts for

prime numbers. We also use the Landau symbols O and o and the Vino-
gradov symbols ≫ and ≪ with their usual meanings. For a set A of positive
integers and a positive real number x we write A(x) = A ∩ [1, x).

2 Preliminary results

As we said, our method closely follows [1]. However, there are differences.
An important ingredient in [2] was played by the order of appearance in the
Fibonacci sequence. For a fixed n, this is denoted by z(n) and is defined
as the smallest positive integer k such that n | Fk. For a prime p, z(p) is
a divisor of p − 1 or of p + 1 according to whether p is a quadratic residue
modulo 5 or not, except for p = 5 for which z(5) = 5. Further, Lemma 1
in [1] shows that the set of primes {p : z(p) < y} is of order of magnitude
O(y2/ log y). In turn, this result was used together with a result of Ford
from [7] (current Lemma 4) in order to ensure that most primes p have
z(p) much larger than

√
p. This in turn was used together with a result of

Shparlinski from [11] to argue that for such p, a set of asymptotic density
1/2 of all the positive integers m has the property that Fm is a quadratic
residue modulo p while the numbers m from the remaining set of asymptotic
density 1/2 have the property that Fm is not a quadratic residue modulo p.
In the process, we also needed to eliminate numbers m such that Fm is a
multiple of p; that is, multiples of z(p).

In this section, we carry out the necessary modifications to the above
scheme for the particular case of the sequence U := {Un}n≥0 satisfying (i),
(ii) and (iii). The main difference with the argument from [1] is that we do
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not work with all large primes p, but only with large primes p for which the
characteristic polynomial ΨU (X) of U has exactly one root modulo p, which
is a subset of relative density 1/2 of all the primes because of condition (i)
and the Chebotarev density theorem, cf. [12]. What we need about such
primes p is that, for most of them, a set of asymptotic density one half of all
the positive integers n has the property that Un is a quadratic residue modulo
p and the remaining half of the positive integers n have the property that
Un is not a quadratic residue modulo p. This will follow from Shparlinski’s
result mentioned above provided that the other conditions stated in (i), (ii)
and (iii) are fulfilled. Afterwards, the method from [1] can be applied with
minor modifications.

If ΨU(x) has distinct roots α, β and γ, by the theory of linear recurrences
we can write

Un = cαα
n + cββ

n + cγγ
n for all n ∈ Z, (2)

for some coefficients cα, cβ, cγ in K. We put Γ := max{|α|, |β|, |γ|}.
An important result that we use is due to Beukers [3]. Recall that a

non degenerate linear recurrence V is a linear recurrence of integers whose
characteristic polynomial has distinct roots whose ratios are not roots of
unity.

Lemma 1. Let V := {Vn}n≥0 be a linearly recurrent sequence of order 3
whose values are rational integers. Then there are at most 6 values of n
such that Vn = 0.

The following result is an analogue of Lemma 2.1 in [1]. For an arbitrary
function f satisfying f(p) ≥ 2, we denote by Pf(p),U the set

{p : Upmi ≡ 0 (mod p) form1 < m2 < · · · < m7 andm7−m1 ≤ f(p)}. (3)

Lemma 2. The estimate

#Py,U ≪ y3

log y
(4)

holds for all y ≥ 2.

Proof. Let p ∈ Py,U . Let π be any prime ideal of OK dividing p. We let
ij = mj − m1 for j = 1, . . . , 7. Thus, 0 = i1 < i2 < · · · < i7 ≤ y. Then
(cαα

pm1 , cββ
pm1 , cpγγ

m1)T is orthogonal to (αpij , βpij , γpij ) for all values of

5



j = 1, . . . , 7 in the three dimensional vector space over the finite field OK/π.
For positive integers r < s put

D(r, s) = det

∣

∣

∣

∣

∣

∣

1 1 1
αr βr γr

αs βs γs

∣

∣

∣

∣

∣

∣

.

In particular, D(r, s) ≡ 0 (mod π) for all pairs (r, s) = (pij , pik) and 1 ≤
j ≤ k ≤ 7. By Fermat’s Little Theorem, we get that D(r, s) ≡ 0 (mod π)
for all (r, s) = (ij , ik) and 1 ≤ j ≤ k ≤ 7. By Lemma 1, we shall deduce
that there exist r < s ∈ {i2, . . . , i7} such that D(r, s) 6= 0. More precisely,
assume say that D(i2, s) = 0 for s ∈ {i3, i4, i5, i6, i7}. Let (c1, c2, c3)

T ∈ K3

be any nonzero vector orthogonal to both (1, 1, 1) and (αi2 , βi2 , γi2). Such
a vector exists and is unique up to scalar multiplications because the linear
map T : K3 7→ K2 of matrix

(

1 1 1
αi2 βi2 γi2

)

has rank exactly 2 in view of condition (iii) and the fact that i2 > 0, which
together imply that (αi2 , βi2 , γi2) is not parallel to (1, 1, 1). Since all vec-
tors (αij , βij , γij ) for j = 1, . . . , 7 are linear combinations of (1, 1, 1) and
(αi1 , βi1 , γi1), we get that

c1α
ij + c2β

ij + c3γ
ij = 0 for all j = 1, . . . , 7.

This means that V := {Vn}n≥0, whose Binet formula is given by

Vn = c1α
n + c2β

n + c3γ
n,

has the property that Vn = 0 for 7 different values of n. This contradicts
Lemma 1, except that we have to check for the condition that Vn has inte-
ger values. Since (c1, c2, c3) is parallel to the cross product of (1, 1, 1) and
(αi2 , βi2 , γi2), we get that

(c1, c2, c3) = λ(γi2 − βi2 , αi2 − γi2 , βi2 − αi2)

for some nonzero scalar λ ∈ K. We already know that V0 = c1+ c2+ c3 = 0.
Computing V1 and V2, we get

V1 = λ
(

α(γi2 − βi2) + β(αi2 − γi2) + γ(βi2 − αi2)
)

,

V2 = λ
(

α2(γi2 − βi2) + β2(αi2 − γi2) + γ2(βi2 − αi2)
)

.

6



Looking at the expressions multiplied by λ in the right–hand side above,
we see that the permutations (123) and its square leave both V1 and V2

unchanged, whereas the transpositions (12), (23), (13) change V1 and V2 to
their negatives. This shows that putting ∆ for the discriminant of K, we
get that both in the case when K has degree 6 and G = S3, as well as in the
case when K has degree 2 and G = Z/2Z, we have that Vn

√
∆ is an integer

for n = 0, 1, 2. Hence, by induction on n using the third order linear
recurrence for V, we get that Vn

√
∆ is an integer for all n ≥ 0, so Lemma

1 (due to Beukers) indeed applies and tells that we cannot have Vn = 0 for
7 values of n.

It then follows that there exist r < s in {i2, . . . , i7} such that D(r, s) 6=
0. But π | D(r, s). Further, notice that D(r, s)2 is an integer since it is
obviously an algebraic integer and any conjugation from K just permutes
the columns of the determinant whose value is D(r, s), therefore it will not
change the square of it. Thus, p | D(r, s)2. Hence,

∏

p∈Py,U

p |
∏

0<r<s≤y
D(r,s)6=0

D(r, s)2.

Since clearly |D(r, s)| ≪ Γ2s, we get that
∏

p∈Py,U

p ≪
∏

1≤r<s≤y

Γ4s < Γ4y3 ,

so
∑

p∈Py,U

log p ≪ y3. (5)

Put t := #Py,U and denote by p1, p2, . . . all the consecutive primes. By the
prime number theorem (or Chebyshev’s estimates), we have

∑

p∈Py,U

log p ≥
∑

p≤pt

log p ≫ pt ≫ t log t,

and hence t log t ≪ y3, which implies the desired estimate (4).

For an integer n denote by P (n) the largest prime factor of n with the
convention that P (0) = P (±1) = 1. Given a positive real number y, a
positive integer n is called y-smooth if P (n) ≤ y. We need the following
well-known bound from the theory of smooth numbers. Put

Ψ(x, y) = #{n ≤ x : P (n) ≤ y}.

The following is Theorem 1 of Chapter III.5 in [13].
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Lemma 3. The estimate

Ψ(x, y) ≪ x exp(−u/2)

holds for all x ≥ y ≥ 2 with u = log x/ log y.

Better (sharper) bounds for Ψ(x, y) hold when y is not too small with
respect to x (see, for example, the corollary to Theorem 3.1 in [4]).

We shall need some information concerning the number of divisors of
shifted primes which are in a given interval. Namely, let

H(x, y, z) = #{n ≤ x : d | n for some d ∈ (y, z)},

and for a given non-zero integer λ put

P (x, y, z;λ) = #{p ≤ x : d | p+ λ for some d ∈ (y, z)}.

The following result appears as Theorem 6 in [7].

Lemma 4. If 100 ≤ y ≤ x1/2, and 2y ≤ z ≤ y2, then

H(x, y, z) ≍ xuδ(log(2/u))−3/2,

where u is defined implicitly by z = y1+u and

δ = 1− 1 + log log 2

log 2
= 0.086071 . . . .

Furthermore, let 1 ≤ y ≤ x1/2, and y + (log y)2/3 ≤ z ≤ x. The following
estimate holds

P (x, y, z;λ) ≪λ
H(x, y, z)

log x
.

We shall only need Lemma 4 for λ ∈ {±1}.
Now we shall introduce a special set of primes which is important for

our arguments. We let

Z = {p : ΨU(x) has exactly one root modulo p}. (6)

If p is sufficiently large and is in Z, then its Frobenius, regarded as an element
of G, is in the conjugacy class of the transpositions {(12), (23), (13)} when
G = S3 and is the only nonidentical element of G (which is a transposition
of S3) when ΨU(X) has an integer root a and K is quadratic. So, in either
case, the Frobenius of such a p is in a conjugacy class of index 2 in G. It
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is now an immediate consequence of the Chebotarev Density Theorem, cf.
[12], that Z contains asymptotically half of the primes, that is,

#Z(x) = (1 + o(1))
x

2 log x
as x → ∞.

For lack of a better notation, we write α for the unique root of ΨU (X)
modulo p and put β and γ for the remaining two roots of ΨU(X). In case
ΨU (X) has an integer root a, then certainly α = a. Modulo p, we have

αp ≡ α (mod p), βp ≡ γ (mod p), γp ≡ β (mod p).

Thus, if n = pm, where p ∈ Z, then using (2), we get on putting

Vm = cαα
m + cβγ

m + cγβ
m, that

Un ≡ cα(α
p)m + cβ(β

p)m + cγ(γ
p)m ≡ Vm (mod p). (7)

Note that V := {Vm}m≥0 is a linearly recurrent sequence satisfying the same
recurrence relation as U but it is defined only modulo p. The above formula
is the analogue of Lemma 2.5 in [1]. Next we need to understand the periods
of U and V modulo p for p ∈ Z.

Definition 1. The period t(p) is the smallest positive integer k such that
Un ≡ Un+k (mod p) for all n ≥ 0 (or, Vm ≡ Vm+k (mod p) for all m ≥ 0,
respectively). Let k := k(p) be the minimal positive integer such that all
three congruences

αk ≡ 1 (mod p), βk ≡ 1 (mod p), γk ≡ 1 (mod p) (8)

hold.

Note that k(p) is a period of U and V. Hence, t(p) divides k(p). For large
p, we have in fact that t(p) = k(p). Since we need a precise form of this
statement including a precise way to quantify “all sufficiently large p” for
the case where we only work with the subsequence {Uc+dn}n≥0 of U, we
record such a statement below.

Lemma 5. For each positive integer d and uniformly in c ∈ {0, 1, . . . , d−1},
the number of primes p such that the period of {Uc+dn}n≥0 modulo p is not
the smallest positive integer k := k(p, d) with

αdk ≡ 1 (mod p), βdk ≡ 1 (mod p) and γdk ≡ 1 (mod p) (9)

is O(d/ log d), where the implied constant depends at most on U. We have
k(p, d) = k(p)/gcd(k(p), d).

9



Proof. We assume p is sufficiently large so that it does not divide the dis-
criminant of ΨU (X) and the numbers cα, cβ and cγ are defined and nonzero
modulo any prime ideal π of OK dividing p. Clearly, the period is the small-
est k such that Uc+d(n+k) ≡ Uc+dn (mod p) for n = 0, 1, . . . . Writing the
above congruences down using the Binet formulas we get that

cαα
c(αdk − 1)αdn + cββ

c(βdh − 1)βdn + cγγ
c(γdk − 1)γdn ≡ 0 (mod π).

Hence, the vector (cαα
c(αdk−1)), cββ

c(βdk−1), cγγ
c(γdk−1))T is orthogonal

to (αdn, βdn, γdn) in the finite field OK/π of characteristic p. We need to
bound the number of primes p such that that the above vector is not the zero
vector. To do so note that if the above vector is not the zero vector, then
taking n = 0, r, s, we get that D(rd, sd) ≡ 0 (mod π). By the argument
from Lemma 2, there exist 1 ≤ r < s ≤ 6 such that D(rd, sd) 6= 0. Hence,
using Lemma 1 (due to Beukers), we find that p | D(rd, sd)2. So, the primes
p for which one of the congruences (9) fails must divide the nonzero integer

∏

1≤r<s≤6
D(rd,sd)6=0

D(rd, sd)2

and therefore their product also divides the above nonzero integer. The size
of the above integer is at most ΓO(d). Hence, the number of such primes is
O(d/ log d) by the argument from the conclusion of the proof of Lemma 2.

The final assertion is obvious.

Let ordp(•) denote the order of p function defined either on Z/pZ or on
some finite extension of it.

Lemma 6. Assume that p ∈ Z is sufficiently large. Then

(i) ordp(α) | p− 1 and ordp(β/γ) | p+ 1.

(ii) Let k(p) and t(p) be as in Definition 8 and t(p) = k(p), then

ordp(α)ordp(β/γ) | 2t(p) | 8ordp(α)ordp(β/γ) | 8(p − 1)(p + 1). (10)

Proof. (i) We will deal only with the case αβγ = 1, as the argument in
case αβγ = −1 is similar. Since αp ≡ α (mod p), we have that ordp(α) |
p− 1. Since βp ≡ γ (mod p), it follows that βp+1 ≡ βγ ≡ α−1 (mod p) and
the same conclusion is reached with β replaced by γ. Thus, βp+1 ≡ γp+1

(mod p), or (β/γ)p+1 ≡ 1 (mod p). Thus, ordp(β/γ) | p + 1. This finishes
(i).
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(ii) Let L = lcm[ordp(α), ordp(β/γ)]. Since by assumption t(p) = k(p),
it follows that αL ≡ 1 (mod p) and (β/γ)L ≡ 1 (mod p). In particular,
t(p) is a multiple of L. Now assume that αL ≡ 1 (mod p) and (β/γ)L ≡ 1
(mod p). Thus, βL ≡ γL (mod p). If αβγ = ±1, then

1 ≡ (αβγ)2L (mod p) ≡ β4L (mod p).

If βγ = ±1, then

1 = (βγ)2L (mod p) = β4L (mod p).

Hence, in either case β4L = 1. Similarly, we have γ4L ≡ 1 (mod p) in these
two cases. This shows that t(p) | 4L. We now only need to understand the
relation between L and the product of ordp(α) and ordp(β/γ). By (i), we
have that ordp(α) | p−1 and ordp(β/γ) | p+1. Since gcd(p−1, p+1) = 2, we
get that L = ordp(α)ordp(β/γ)/D, where D ∈ {1, 2}. Now (ii) is clear.

In view of the above results, we introduce two other sets of primes which
are similar to the sets Py,U defined before Lemma 2.1 in [1]. Namely, for a
real number y ≥ 2 let

Ky = {p : p | NK/Q(α
k − 1) for some k ≤ y},

Ly = {p : p | NK/Q((β/γ)
k − 1) for some k ≤ y},

where N denotes the norm. The following result can be proved in the same
way as Lemma 2.1 in [1]. Suppose ΨU satisfies condition (ii) of Theorem 1
and has an integer root a. The reason that we need to ensure that a 6= ±1
is related to the proof of the result below (especially the estimate for #Ky),
since of course if a = ±1 and y ≥ 2, then Ky contains all the primes.

Lemma 7. We have

max{#Ky,#Ly} ≪ y2

log y
.

Recall that a “multiplier” modulo p is a residue class λ modulo p such
that for some n we have αn ≡ βn ≡ γn ≡ λ (mod p). The multipliers form
a multiplicative group in Z/pZ. In our case, recall that either ΨU(X) is
irreducible over Q, in which case a3 = ±1, or ΨU (X) has a root a and the
product of the other two roots is ±1. Hence, either αβγ = ±1, or βγ = ±1.
We thus get that any multiplier λ satisfies λ3 ≡ (αβγ)n ≡ ±1 (mod p) in
the first case, and λ2 ≡ (βγ)n ≡ ±1 (mod p) in the second case, so the
group of multipliers has at most 6 elements.
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Given an arithmetic progression c (mod d), we denote by tc,d,p the period
of the sequence (Vc+dn)n≥0 modulo p. By Lemma 5 we have the equal-
ity tc,d,p = t(p)/gcd(d, t(p)), except for a set of primes p of cardinality
O(d/ log d), We record this as the first part of the next lemma. The second
part of it follows from the bound on in [6, p. 86] and is based on results
from [11].

Lemma 8. Assume that c ≥ 0, d > 0 are integers. Then

(i) tc,d,p = t(p)/gcd(d, t(p)) with O(d/ log d) exceptions.

(ii) We have
tc,d,p
∑

k=1

(

Vc+dk

p

)

≪ p.

In fact the result given in [6, p. 86] together with our remark that the
group of multipliers for {Vm}m≥0 has at most 6 elements shows that the
implied constant in the above Vinogradov symbol ≪ can be taken to be 6.

3 The proof of Theorem 1

We begin by discarding several subsets of integers n ∈ [1, x) which on re-
moval make our problem easier to deal with. We proceed along the lines of
[1] with the same choice of parameters so we will only make the arguments
explicit in case there are new ideas involved.

Recall the definition (1) of MU . To simplify notation we omit the sub-
script U on MU and just write M. We write M1, M2 and so on for subsets
of M. Let x be a large positive real number. Put y1 = exp(log x/ log log x).
Let

M1(x) = {n ≤ x : P (n) ≤ y1}.
By Lemma 3, we have

#M1(x) = Ψ(x, y1) ≪ x exp(−u/2) =
x

(log x)1/2
. (11)

Here, u = log x/ log y1. Next let z1 = (log x)3. Let κ ∈ (0, 1) to be fixed
later. Put

M2(x) = {n ≤ x : p2 | n for some prime p > zκ1 }.
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Note that

#M2(x) ≤
∑

zκ
1
≤p≤x1/2

x

p2
≤ x

∑

m≥zκ
1

1

m2
≪ x

zκ1
=

x

(log x)3κ
. (12)

Next we let
P = Z ∩ Pp1/4,U ,

where the set Z is defined in (6) and Pp1/4,U in (3). By Lemma 2, we know
that

#P(x) ≤ #Px1/4,U ≪ x3/4

log x
.

Put
M3(x) = {n ≤ x : p | n for some p ∈ P with p ≥ z1}.

The number of n ≤ x which are multiples of p is ⌊x/p⌋ ≤ x/p. Summing up
over all the possibilities for p, we get, by partial summation,

#M3(x) ≤
∑

z1≤p≤x
p∈P

x

p
= x

∫ x

z1

d#P(t)

t
= x

(

#P(t)

t

∣

∣

∣

x

z1
+

∫ x

z1

#P(t)

t2
dt

)

≪ x

(

#P(x)

x
+

∫ x

z1

dt

t5/4

)

≪ x

(

1

x1/4 log x
+

(

− 4

t1/4

∣

∣

∣

t=x

t=z1

))

≪ x

(log x)3/4
. (13)

Next we define the set

M4(x) = {n ≤ x : n 6∈ M3(x), p | gcd(n,Un) for some p ∈ Z with p > z1}.

If n ∈ M4(x), then p | gcd(n,Un) for some prime p ∈ Z with p > z1. Write
n = pm. Further we have, Un = Upm ≡ 0 (mod p). Since p 6∈ Pp1/4,U ,

it follows that each interval of the form [1 + p1/4ℓ, p1/4(ℓ + 1)] contains at
most 6 of the mi’s for all integers ℓ ≥ 0. The mi’s for which ℓ = 0 (so
mi ≤ p1/4) give us a total of at most 6π(x) = O(x/ log x) possibilities for n.
The remaining ones give a total of at most

∑

p∈Z\P
p>z1

6x

p5/4
≪ x

∑

p>z1

1

p5/4
≪ x

(log x)3/4

possibilities. Hence,

#M4(x) ≪
x

(log x)3/4
. (14)

13



Assume for the moment that n ≤ x is in M(x)\⋃4
i=1Mi(x). Thus we can

write
Un = u2 + nv2 (15)

for some integers u and v (depending on n). For large x we have y1 > z1,
so, since n 6∈ M3(x), there is some prime p > z1 such that p | n. Since
n 6∈ M2(x) ∪M4(x), it follows that p‖n and p ∤ Un. Assume for now that
p ∈ Z. Then writing n = pm, we have gcd(m, p) = 1 and Un ≡ Vm (mod p)
by (7). Reducing equation (15) modulo p, we get

Un ≡ u2 (mod p)

and p ∤ u. Thus,

1 =

(

Un

p

)

=

(

Vm

p

)

.

We conclude from this argument that whenever we have a representation of
n of the form n = mp, with p > z1, then Vm is a quadratic residue modulo
p. In order to use this information efficiently, we remove some more integers
n ≤ x. Let

M5(x) = {n ≤ x : n 6∈ M2(x) and there is q > zκ1 , q | gcd(k(p1), k(p2))
for p1 6= p2 both in Z with p1p2 | n,
or q | gcd(n, k(p)) for some p | n with p ∈ Z}.

Assume that n ∈ M5(x). Observe that if x is large, then q is large, so the
condition q | k(p) together with the condition that p ∈ Z implies q | p ± 1.
Hence, either q | n and q | p ± 1 for some p > z1 with p ∈ Z, or there are
p1, p2 both in Z dividing n such that q | gcd(p1± 1, p2 ± 1). All this follows
from Lemma 6. In either case, the argument from [1] applies and gives

#M5(x) ≪
x(log log x)2

(log x)3κ
. (16)

For a prime p write k(p) = apbp, where P (ap) ≤ (log p)3 and bp has only
prime factors larger than (log p)3. Let z2 = exp(18(log log x)2) and put

#M6(x) = {n ≤ x : ap > z2 for some prime p | n}.

The argument from [1] applies and gives

#M6(x) ≪ x log x

(

1

(log x)3
+

1

(log x)3

∫ x

z2

dt

t

)

≪ x

log x
. (17)
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Next let z3 = exp((log x)κ). We next will discard positive integers n having
a prime factor p > z3 for which k(p) is “small” in a sense that will be made
more precise below. Put c = 20κ−2 and define the following sets of primes

Q1 = Z ∩ Kp1/2/ log p; R1 = Z ∩ Lp1/2/ log p;

Q2 =

{

p : d | p− 1 and d ∈
[

p1/2

log p
< z(p) < p1/2 exp

(

c(log log p)2
)

]}

;

R2 =

{

p : d | p+ 1 and d ∈
[

p1/2

log p
< z(p) < p1/2 exp

(

c(log log p)2
)

]}

.

We need estimates for the counting functions of #Q1(t), #Q2(t), #R1(t)
and #R2(t). For #Q1(t), we have

#Q1(t) ≤ #Qt1/2/ log t ≪
t

(log t)3
, (18)

by Lemma 7 with y = t1/2/ log t. A similar inequality holds for #R1(t). For
#Q2(t), we first deal with Q2 ∩ [t/2, t]. Let p be a prime in Q2 ∩ [t/2, t] and
t be large. Then

p1/2

log p
>

t1/2

21/2 log(t/2)
>

t1/2

2 log t
;

p1/2 exp
(

c(log log p)2
)

< t1/2 exp
(

c(log log t)2
)

.

It follows from this that if p is in Q2, then p− 1 has a divisor in the interval
(y, z), where y = t1/2/(2 log t) and z = t1/2 exp

(

c(log log t)2
)

. The argument
from [1] based on estimates from [7] gives

#(Q2 ∩ [t/2, t]) ≤
∑

λ∈{±1}

P (t, y, z, λ) ≪ H(t, y, z)

log t
≪ t

(log t)1+δ
, (19)

with δ as in Lemma 4. Replacing t by t/2, then by t/4, etc. and summing
the above estimates (19), we get

#Q2(t) ≪
t

(log t)1+δ
, (20)

as in [1]. A similar argument holds with Q2 replaced by R2 (just change
p − 1 to p + 1). Comparing estimate (20) with (18), we get that if we put
Q3 = Q1 ∪ Q2 and R3 = R1 ∪R2, then

#Q3(t) ≤ #Q1(t) + #Q2(t) ≪
t

(log t)1+δ
,
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and a similar estimate holds with Q replaced by R. Next we consider

M7(x) = {n ≤ x : there exists p > z3, p ∈ Z, p | n, p ∈ Q3 ∪R3}.

The argument from [1] now applies and gives

#M7(x) ≪
x

(log x)κδ
. (21)

We next fix λ ∈ (0, (1−κ)/2) to be determined later, put K = ⌊λ log log x⌋,
y2 = exp(log x/(log log x)2), I = (z3, y2) and

ωI∩Z(n) =
∑

p∈I∩Z
p|n

1.

Let
M8(x) = {n ≤ x : n 6∈ M2(x), ωI∩Z(n) < K}.

We now follow [1]. The only difference is in the estimate of the sum

S =
∑

p∈I∩Z

1

p
=

(

1− κ

2

)

log log x− log log log x+O(1),

which is by a factor of 1/2 smaller than the analogous sum S in [1]. The
presence of the factor 1/2 is due to the fact that we only work with primes
p ∈ Z, a subset of relative density 1/2 in the set of all primes. Following [1]
and/or invoking Theorems 08 and 09 in [9], we get

#M8(x) ≪
x(log log x)O(1)

(log x)µ
, (22)

where

µ =

(

1− κ

2

)

− λ log

(

e(1− κ)

2λ

)

.

Let n 6∈ ⋃8
i=1Mi(x). Write n = Pm, where P = P (n). Fix m. The

main idea is that now n has K representations of the form n = pimi, where
pi ∈ I ∩ Z. Say n = pimi, where p1 < p2 < · · · < pK are the first
(smallest) prime factors of n in I ∩ Z which exist because n 6∈ M8(x). As
in [1], cf. the first sentence following (16) in the present paper, we write
k(pi) = apibpi for i = 1, . . . ,K and conclude that gcd(bpi , bpj) = 1 for i 6= j
both in {1, 2, . . . ,K} because n 6∈ M5(x) ∪ M6(x). Further, by Lemma 6
and using the fact that the pi are all sufficiently large for x sufficiently large,

16



we get that the equalities t(pi) = k(pi) hold for all i = 1, . . . ,K. Hence,
k(pi) = δ(pi)ordpi(α)ordpi(β/γ), where δ(pi) ∈ {1/2, 1, 2}. We keep the
notations from [1], where

U(m) = lcm[t(p1), . . . , t(pK)] and V (m) = lcm[ap1 , . . . , apK ],

and hope that the reader will not confuse these notations with Um, or Vm,
respectively. We then get that V (m) is “small”, namely

V (m) ≤ 4 exp(18λ(log log x)3).

We shall work with {Vc+dn}n≥0 where d = V (m) and 0 ≤ c < d will be
be chosen later. There is a further nuisance here which was not present
in the problem treated in [1], in that it might be possible that tc,d,p 6=
t(p)/gcd(t(p), d) for one of the primes p = p1, . . . , pK which we are working
with. But Lemma 8 tells that, for each fixed d, the number of such primes p
is at most O(d). Put z4 = exp(18(log log x)3) and note that V (m) < z4 for
all sufficiently large x. Put Q4 for the set of primes p > z3 such that tc,d,p 6=
t(p)/gcd(t(p), d) for some pair (c, d) with d < z4 and c ∈ {0, 1, . . . , d − 1}.
Then

#Q4 ≪
∑

d≤z4

d ≪ z24 .

So, letting

M9(x) = {n ≤ x : p | n for some p > z3 and p ∈ Q4},

we get that

#M9(x) ≤
∑

p∈Q4

x

p
≪ x#Q4

z3
≪ xz24

z3
≪ x

log x
. (23)

From now on, we work in M10(x) = M(x)\
(

⋃9
i=1Mi(x)

)

. We also fix the

residue class c of P modulo d = V (m). We now use the fact that mP = mipi

and

(

Vmi

pi

)

= 1. This puts mi in certain residue classes modulo

t(pi)/ gcd(t(pi), V (m)) = bpi

(analogous to formula (3.23) in [1]), where this last formula holds because
n 6∈ M9(x). In our case, we have, by Lemma 6,

bpi ≥ ordpi(α)ordpi(β/γ)

8api
≥ (p

1/2
i exp(c(log log z3)

2))2

8z22
> pi exp(2(log log x))

2.
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The above inequality is the analogue of (3.22) in [1]. Now the current Lemma
8, together with the argument from [1], shows that the analogue of estimate
(3.24) from [1] also holds in our situation. Next the argument from [1] based
on the Chinese Remainder Theorem leads to the conclusion that

#M10(x) ≪
x(log log x)2

(log x)λ log 2
. (24)

On comparing the upper bounds (11), (12), (13), (14), (16), (17), (21), (22),
(23) and (24) we get that

#M(x) ≪ x

(log x)min{κδ,ν,λ log 2}
.

In order to minimize this upper bound we choose κ and λ in such a way
that κδ = ν = λ log 2. Thus, λ = κδ/ log 2, and we get

κδ =

(

1− κ

2

)

− κδ

log 2
log

(

e(1 − κ) log 2

2κδ

)

.

Solving we get κ = 0.600541 with λ = 0.07452 . . . . Note that λ < (1− κ)/2
as we required at the outset. The final exponent on the logarithm in the
saving over the trivial bound #M(x) ≤ x is κδ = 0.0516894 . . . , which leads
to the desired conclusion.
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