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EULER CLASS GROUPS, AND THE HOMOLOGY OF

AR .

ELEMENTARY AND SPECIAL LINEAR GROUPS

MARCO SCHLICHTING

ABSTRACT. We prove homology stability for elementary and special linear
groups over rings with many units improving known stability ranges. Our
result implies stability for unstable Quillen K-groups and proves a conjecture
of Bass. For commutative local rings with infinite residue fields, we show that
the obstruction to further stability is given by Milnor-Witt K-theory. As an
application we construct Euler classes of projective modules with values in the
cohomology of the Milnor-Witt K-theory sheaf. For d-dimensional commuta-
tive noetherian rings with infinite residue fields we show that the vanishing of
the Euler class is necessary and sufficient for a projective module P of rank
d to split off a rank 1 free direct summand. Along the way we obtain a new
presentation of Milnor-Witt K-theory.
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1. INTRODUCTION

REEEEEREEE mm=

The purpose of this paper is to improve stability ranges in homology and alge-
braic K-theory of elementary and special linear groups, and to apply these results
to construct obstruction classes for projective modules to split off a free direct
summand.

Our first result concerns a conjecture of Bass Conjecture XVI on p. 43].
In loc. cit. he conjectured that for a commutative noetherian ring A whose maximal
ideal spectrum has dimension d the canonical maps

7, BGLY | (A) — m;BGL} (A)
1
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are surjective for n > d + ¢ + 1 and bijective for n > d + ¢ + 2. Here, for a
connected space X, we denote by X Quillen’s plus-construction with respect to
the maximal perfect subgroup of m1 X, and we write BGL}(A) for BGL,(A)T. In
this generality, there are counterexamples to Bass’ conjecture; see [vdK76) §8]. The
best general positive results to date concerning the conjecture are due to van der
Kallen [vdK80] and Suslin [Sus82]. They prove that the maps are surjective for
n — 1 > max(2i,sr(A) + ¢ — 1) and bijective for n — 1 > max(2¢,sr(A) + ¢) where
st(A) denotes the stable rank of A [Vas71]. Here A need not be commutative nor
noetherian.

In this paper we prove Bass’ conjecture for rings with many units. Recall [NS89]
that a ring A (always associative with unit) has many units if for every integer
n > 1 there is a family of n central elements of A such that the sum of each non-
empty subfamily is a unit. Examples of rings with many units are infinite fields,
commutative local rings with infinite residue field and algebras over a ring with
many units. Here is our first main result.

Theorem 1.1 (Theorem BI0). Let A be a ring with many units. Then the natural
homomorphism
is an isomorphism for n > i+ sr(A) + 1 and surjective for n > i+ sr(A).

The ring A in Theorem [[T]is not assumed to be commutative. If A is commu-
tative noetherian with maximal ideal spectrum of dimension d then sr(A) < d+1
[Bas64, Theorem 11.1]. So, our theorem proves Bass’ conjecture in case A has many
units. If A is commutative local with infinite residue field then sr(4) = 1 and the
theorem admits the following refinement which shows that the stability range in
Theorem [[T] is sharp in many cases. Denote by KMW(A) the n-th Milnor-Witt
K-theory of A [Mor12l Definition 3.1] which makes sense for any commutative ring
A; see Definition

Theorem 1.2 (Theorem B.38)). Let A be a commutative local ring with infinite
residue field. Then the natural homomorphism

is an isomorphism for n > i+ 2 and surjective for n > i+ 1. Moreover, there is an
exact sequence for n > 2

1, BGL} (A) = m, BGL}(A) — KMW(A) - 7,_1BGL}_|(A) — m,_1BGL/ (A).

Theorem [Tl follows from the following homology stability result for elementary
linear groups. Recall [Bas64, §1] that the group of elementary r X r-matrices of
a ring A is the subgroup E,(A) of GL,(A) generated by the elementary matrices
eijla)=1+a- eie;fr, a € A where e; € A" is the i-th standard column basis vector.

Theorem 1.3 (Theorem B3)). Let A be a ring with many units. Then the natural
homomorphism

H,(E,_1(A),Z) — H;(E,(A),Z)
is an isomorphism for n > i+ sr(A) + 1 and surjective for n > i+ sr(A).
For a division ring A with infinite center, Theorem proves a conjecture of

Sah [Sah89, 2.6 Conjecture]. From Theorem [[3] one easily deduces the following
homology stability result for the special linear groups of commutative rings.
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Theorem 1.4 (Theorem BI2). Let A be a commutative ring with many units.
Then the natural homomorphism

H;(SL,-1(A),Z) — H;(SL,(A),Z)
is an isomorphism for n > i+ sr(A) + 1 and surjective for n > i+ sr(A).

When A is a commutative local ring with infinite residue field Theorem [[.4] says
that H;(SLy(A),SL,—1(A)) = 0 for i < n. The following theorem gives an explicit
presentation of these groups for i = n.

Theorem 1.5 (Theorem B37). Let A be a commutative local ring with infinite
residue field. Then for all n > 2 we have

H,(SL,(A),SL,_1(A)) = KMV (A).

Moreover, for n even, the map H,(SL,(A)) = H,(SL,(A),SL,—1(A)) is surjec-
tive. In particular, the map H;(SLp,—1(A)) = H;(SL,(A)) is an isomorphism for
1 < n—2 and surjective (bijective) for i =n—1 and n odd (n even).

Theorems [[4] and generalize a result of Hutchinson and Tao [HT10] who
proved them for fields of characteristic zero, though for n odd, the identification
of the relative homology with Milnor-Witt K-theory is only implicit in their work.
Contrary to [HTI0], our proof is independent of the characteristic of the residue
field, works for local rings other than fields and does not use the solution of the
Milnor conjecture on quadratic forms. In Theorem we also give explicit com-
putations of the kernel and cokernel of the stabilization map in homology at the
edge of stabilization recovering and generalizing the remaining results of [HT10].
This, however, requires the solution of the Milnor conjecture.

Our proof of Theorem [[.5] uses a new presentation of the Milnor-Witt K-groups
KMW(A) for n > 2. Denote by Z[A*] the group ring of the group of units A*
in A, and I[A*] the augmentation ideal. For a € A* denote by (a) € Z[A*] the
corresponding element in the group ring, and by [a] € I[A*] the element (a) —1. We
define the graded ring KMW (A) as the graded Z[A*]-algebra generated in degree 1
by I[A*] modulo the two sided ideal generated by the Steinberg relations [a][l — a]
for all a,1 — a € A*; see Definition

Theorem 1.6 (Theorem[IR)). Let A be a commutative local ring. If A is not a field
assume that tfze cardinality of its residue field is at least 4. ThAen the natural map of
graded rings KMW (A) — KMW (A) induces an isomorphism KMW (A) =2 KMW (A)
forn > 2.

In particular, for a local ring A with infinite residue field, the Schur multiplier
H3(SL2(A)) has the pleasant presentation as the quotient of I[A*] ® 4« I[A*] by
the Steinberg relations (Theorem [B.27); compare [Moo68, Theorem 9.2], [Mat69,
Corollaire 5.11], [vdK77, Theorem 3.4].

Theorems [[.4] and are the SL,-analogs of a result of Nesterenko and Suslin
[NS89]. They proved that Theorems [[.4] and [LH hold when SL,,(A) and KW (A)
are replaced with GL,(A) and Milnor K-theory K*(A). Suslin and Nesterenko’s
proof rests on the computation of the homology of affine groups [NS89, Theorem
1.11] which is false if one simply replaces GL,(A) with SL,(A). Our innovation is
the correct replacement of [NS89, Theorem 1.11] in the context of SL,(A) and of
groups related to E,(A). This is done in Section 2] whose main result is Theorem
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24 and its Corollary With our new presentation of Milnor-Witt K-theory in
Section Ml Sections B and [l more or less follow the treatment in [NS89).

The importance of homology stability and the computation of the obstruction
to further stability in Theorem lies in the following application. Let R be a
commutative noetherian ring of dimension n all of whose residue fields are infinite.
Let P be an oriented rank n projective R-module. In §6, we define a class

such that e(P) = 0 if P splits off a free direct summand of rank 1. Here, XMW
denotes the Zariski sheaf associated with the presheaf A — KMW(A), and HZ,,
denotes Zariski cohomology. We prove the following.

Theorem 1.7 (Theorem [6.18)). Let R be a commutative noetherian ring of dimen-
sion n > 2. Assume that all residue fields of R are infinite. Let P be an oriented
rank n projective R-module. Then

P2Q@®Ree(P)=0¢c H}, (R KMV).

If R has dimension n and is of finite type over an algebraically closed field k,
then the canonical map KMW — KM of sheaves on X is an isomorphism. In par-
ticular, if R has dimension n and is smooth over an algebraically closed field, then
HZ (R,KMWY = H2 (R,KM) is isomorphic to the Chow group of codimension n
cycles on X = Spec R, by [Ker09, Theorem 7.5], and we recover a result of Murthy
[Mur94]. If R is smooth over a field of characteristic not 2 (which is not assumed
algebraically closed) then HZ_ (R,KMW) is isomorphic to the Chow-Witt groups
introduced by Barge and Morel [BM00] and studied by Fasel [Fas08].

Theorem [ is a generalization of a theorem of Morel [Mor12, Theorem 8.14] who
proved the result for R smooth of finite type over a perfect field]. Our arguments
don’t use Al-homotopy theory but they can be used to simplify some proofs in
[Mor12]; see proof of Theorem[6.22] There is also a definition of Euler class groups in
terms of generators and relations for which one can prove a result similar to Theorem
[C7in case R is smooth over an infinite perfect field [BS98] or in case R contains
the rational numbers [BS00]. The definitions in loc.cit. are not cohomological in
nature, and the relationship with Theorem [I.7] is unclear.

The proof of Theorem [I.7] relies on Theorem and a representability result of
vector bundles on noetherian affine schemes (Theorem[6.15]) which is of independent
interest. There is also a version (Theorem [6.21]) of Theorem [T for projective
modules with orientation in a line bundle other than R.

Conventions. All rings are associative with unit. The group of units of a
ring A is denoted A*. The stable rank [Vas71] of a ring A is denoted sr(A). By
“space” we mean “simplicial set”. Unless otherwise stated, tensor products are
over Z and homology has coefficients in Z. For a commutative ring A and integer
n > 1, the group SL,(A) is the group of n x n matrices with entries in A and
determinant 1. The symbol SLg(A) will stand for the discrete set (or discrete
groupoid) A*. This has the effect that for all n > 0 and any GL,(A)-module M,

we have H;(SLy(A), M) = Tor™ " (Z[A*], M) where Z[A*] is a GL,(A)-module

1Currently7 the proof of [Mor12| Theorem 8.14] is only documented in the literature for infinite
perfect fields; see [Mor12l Footnote on p. 5]
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via the determinant map GL,(A) — A*. Moreover, for all n > 0, we have a
homotopy fibration of classifying spaces BSL,,(A) — BGL,(A) — BA*.

We denote by sSets the category of simplicial sets endowed with its standard
Kan model structure.

Acknowledgements. Most of the results of this article were found in Spring
2014 while the author was visiting Max-Planck-Institute for Mathematics in Bonn.
I would like to thank MPIM Bonn for its hospitality. I also would like to thank
Marc Hoyois whose comments lead to the appendix, and Wataru Kai for pointing

out a mistake in a previous version in the proof of the centrality of the element
[_15 1] .

2. THE HOMOLOGY OF AFFINE GROUPS

For a group G, we denote by Z[G] its integral group ring and we write (g) for
the element in Z[G] corresponding to g € G. Furthermore, we denote by ¢ : Z[G] —
Z : {g) + 1 the augmentation ring homomorphism, and by I[G] = ker(¢) its kernel,
the augmentation ideal. Let G be an abelian group and s € Z[G] an element in its
group ring. A G-module M is called s-torsion if for every x € M there is n € N such
that s"x = 0, or equivalently if [s~}]M = 0. The category of s-torsion G-modules
is closed under taking subobjects, quotient objects and extensions in the category
of all G-modules.

Many of our computations concern the homology H;(G, M) of a group G with
coefficients in a G-module M. We recall the basic functoriality of this construc-
tion [Bro82, §IIL.8]. Let G, G’ be groups, and M, M’ be G, G'-modules, re-
spectively. A pair of maps (¢, f) : (G,M) = (G',M’) where ¢ : G — G’ is a
group homomorphism and f : M — M’ is a homomorphism of abelian groups
with f(gz) = ¢(g9)f(x) for all ¢ € G and = € M induces a map of homol-
ogy groups (¢, f)« : HJ(G,M) — H.(G',M’). Given two such pairs of maps
(v0, fo), (p1, f1) : (G,M) — (G',M’). If there is an element h € G’ such that
©1(9) = hpo(g)h~! and f1(z) = hfo(z) for all g € G and z € M, then the induced
maps on homology agree: (¢, fo)« = (p1, f1)« : Hi(G, M) = H.(G', M").

For an integer m > 1, write [m] for the set {1,...,m} of integers between 1 and
m. Let R,, be the commutative ring

Ron = Z[X1, .oy Xpn][2 7Y

obtained by localizing the polynomial ring Z[ X7, ..., X,,,] in the m variables Xy, ..., X,
at the set of all non-empty partial sums of the variables

S ={X;|0#JCm]}, where X;=> Xj.
jeJ
A ring which admits an R,,-algebra structure for every m is called a ring with
many units. For instance, a commutative local ring with infinite residue field has
many units, and any algebra over a ring with many units has many units [NS89,
Corollary 1.3].
We will denote by s, € Z[R*,] the following element in the group ring of R :

sm=— 3 (~)Ixy).

D#JC[m]
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Note that the augmentation homomorphism sends s,, to 1:
(om) == 3 (D= () 3 )Y =1 - =1,
0#JC[m] JCm]
More generally, for an integer ¢t € Z we will write s, + for the image of s,, under
the ring homomorphism ¢ : Z[R},] — Z[R},] : (a) — (a'), that is,
s == S (CDM(X).
D#JC[m]

For an R,-algebra A we will also write s,,, and sy, ; for the images in Z[A*] of s,
and Sy, under the ring homomorphism Z[R},] — Z[A*].

For an integer k > 1, we denote by Vi(A) the ring (A%%)®r of invariants of the
natural action of the symmetric group X5 on A®* permuting the k tensor factors.

Lemma 2.1. Let A be a commutative R, -algebra and let k,t > 1 be integers with
k-t <m. Then the ring homomorphism Z[A*] = Vi(4) : (a) —» a ® --- ® a sends
Sm,t € Z[A*] to 0 € Vi (A).

Proof. Let aj be the image of X ; under the algebra structure map R,, — A. For
a function o : [k] — [m] we write a” = a5(1) ® - ® a,x). Note that ag = 0 and
(ag)®* = 0. In V;,(A) we have

—sm= > (D)= 3 ()Pl = 3 @ Y (—pM=0

JC[m] a:.][i][ﬂJ o:[k]—[m] ImoCJC[m]

since for I C [m] with I # [m] we have
Z (- = (=)l Z (—D)M = (=)l — 1)lmI=1T = o,
ICcJC[m] JC[m]—1
This shows that s, = s;,.1 = 0 € Vi (A), that is, the case t = 1. For general ¢t > 1,
; g

the lemma follows from the case ¢ = 1 and the commutative diagram of rings

Z|A*] — > 7Z[A]

| .

Vit (A) 22— Vi (A)

where the top horizontal map is induced by (a) + (a') and the lower horizontal
arrow is induced by the Yj-equivariant map u®* : (A®H)®F — A®F where p is the
multiplication map p: A% - A:a1 @ - @ ay —> a1+ ay. O

For an integer k > 1 and an A-module M, consider the k-th exterior power A% M
of M over Z; see [Bro82, §V.6]. This is an A*-module under the diagonal action
a-(xy A~ Axg) =axy A--- Aaxy where a € A* and z; € M.

Corollary 2.2. Let M be an Rp,-module. Then for all integers k,t > 1 with
k-t <m the R}, -module A%M U8 Sy t-torsion.

Proof. The abelian group AXM has a natural Vi(R,,)-module structure [NS89,
Lemma 1.7]

Vk(’Rm)xAkM—>AkM:(a1®-~-®ak, T A Axg) = a1z A A agy
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which induces the diagonal R -action on A* M via the ring map Z[R},] — Vi(Rmn).
The result now follows from Lemma [2.1] with A = R,,. O

Proposition 2.3. Let M be an R,,-module. Then for all integers t,q > 1 with
tq < m the integral homology groups Hq(M,Z) of M are Sy, -torsion.

Proof. Choose a simplicial homotopy equivalence P, — M in the category of
simplicial R,,-modules such that P, is projective in each degree. Applying the
classifying space-functor degree-wise, we obtain an R} -equivariant weak equiv-
alence of simplicial sets BP, — BM and hence R}, -equivariant isomorphisms
H,(BP,) & H,(BM) of integral homology groups. To the R -equivariant sim-
plicial space s — BPs is associated a strongly convergent first quadrant spectral
sequence of R} -modules

E!, = H.(BP,,Z) = H,1(BP.,Z) = H,,,(BM,Z)

where d* : H,(P;) — H,(Ps_1) is the alternating sum of the face maps of the
simplicial abelian group s — H,.(BP;s). Since the ring R,, is flat over Z, each P
is a torsion-free abelian group, and thus, the Pontryagin map A} P, — H,.(BPF;) is
an isomorphism of R* -modules [Bro82, Theorem V.6.4.(ii)]. By Corollary 2.2 the
Ry,-module Ay Py is sy, 4-torsion for all tr < m. Since E§ , = 0 for s > 1 it follows
from the spectral sequence that Hy(M) is sy, ¢-torsion whenever 1 < tqg <m. O

Let A be a ring and Z(A) its center. Let ¢ > 1 be an integer. The inclusions
GL4(A) C GLg11(A) CGL(A) : M — (¥79)

define group homomorphisms det : GL,(A) — GL(A)® = K;(A) whose kernel we
denote by SG4(A). If A is an R,,-algebra, we will need an action of R}, on the
integral homology groups of SG4(A). For that end, let A* be the image in K;(A) of
the map Z(A)* C GL1(A) — K1(A). We denote by G,(A) the subgroup of GL,(A)
consisting of those matrices T' € GL,(A) whose class det(T") € K1(A) lies in the
subgroup A* C K;(A). Note that G,(A) contains all invertible diagonal matrices
with entries in Z(A). In particular, the map det : GLy(A) — K1(A) restricts to a
surjective group homomorphism det : G4(A4) — A*, and we have an exact sequence
of groups
1 SGy(A) — Gg(A) L5 A% 5 1.
We will write Affg’:q(A) and Affgf; (A) for the following subgroups of GLp44(A)

G _ ([ GqA) O SG [ 8Gq.(A) 0
A, = (with ) and DG = (G D).

For any M € M, 4(A) and T € GL4(A), the matrices T' and
T 0 _ lg 0N/ T o0
(i) = (ur 0y ) (55)
have the same class in K;(A). It follows that the map det : GL,y14(A) = K1(A)

restricts to a surjective group homomorphism Affg  (A) = A* with kernel the group
Affﬁf;(A). Hence, for integers ¢ > 1, p > 0 the exact sequence of groups

sG G det 7x
L — Aff) 0 (A) — Aff) (A) — A" — 1
makes the homology groups HT(AHE_EI; (A)) into A*-modules [Bro82, Corollary I11.8.2].
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For an R,-algebra A, we denote by s, ; € Z[A*] the image of s,,, € Z[R},] un-
der the ring homomorphism Z[R},] — Z[A*] induced by the group homomorphism
RE, — Z(A)* — A*. The following is our analog of [NS89, Theorem 1.11].

Theorem 2.4. Let A be an R,,-algebra. Let t,q > 1 be integers such that q divides
t. Then for all integers p,r > 0 such that rt < mq the inclusion

SGq(A) = AFYS(A) : M — (L)
induces an isomorphism of A*-modules
H,(SGy(A)) = sy, Ho(AFSG(A)).

Proof. A matrix T € G4(A) defines an automorphism of the exact sequence of
groups

SG4(A) 0
(2.1) 0 Myg(4) > (50200 ) = SGy(4) 51
through right multiplication by 7—! on M, ,(A), through conjugation by (:5 107) ) on
the middle term and through conjugation by T on SG4(A). This defines an action
of the group G,(A) on the exact sequence and hence an action on the associated
Hochschild-Serre spectral sequence

(A
(2.2) Efg = Hi(5G4A4, Hj(Mp,qA)) = Hiyj (]\S4fq((A)) 1(;)

which descents to an A*-action via the determinant map G,(A) — A*, in view of the
basic functoriality of group homology recalled at the beginning of this section. Since
the surjection in the exact sequence (2Z.1)) splits, we have H;(SGy,Z) = E}( = E,.

On the homology groups H;(SG4A, H;(My 4A)), the element T' € G4(A) acts
through conjugation on SG,(A) and right multiplication by 7! on M, 4(A). Since
q divides t, we can write t = ¢ - k for some integer k > 1. For a € A*, the element
(a~*) acts on the spectral sequence as the diagonal matrix 7' = a=*-1, € G, where
a € Z(A)* is a lift of @ € A*. This element acts on the pair (SG,A, H;j(M, ,A))
through conjugation by a=* - 1, on SG,A which is the identity map, and through
right translation by 7! = (a=* - 1,)~! = a* - 1, on M, ,A which is the action by
(a*) € Z[A*] induced by the usual left Z(A)-module structure on M, ,A. In view
of Proposition 23] it follows that for j > 1 and kj < m we have

Sy Hi(SGyA, Hy(My g A)) = Hi(SGy A, s, Hy (M, A)) =
Moreover,

sty Hi(SGyA, Ho(M, ,A)) = Hi(SG,A, s " Hy(M, ,A)) = Hi(SG,A,Z)

m, ’2m,k
since Spmk acts through e(s;, ) = 1 on Ho(M,,A) = Z. Localizing the spec-
tral sequence (Z2) at s,, ¢ € Z[A*] yields a spectral sequence which satisfies
Spi_y B2, =50 B2 =0fortj <mgand s, , B}, =s.' , B = Hi(SG,,Z).
The claim follows. g

It will be convenient to reinterpret this result in somewhat different notation.
To that end, we introduce the rings A and A, ; as

A = Z[A*], Am,t = (Smﬁft)ilA.

Note that the natural maps of groups GL,(A4) — Ki(A) induce ring homomor-
phisms Z[G4(A)] = A — A, + compatible with the inclusions G4(A) C Ggy1(A).
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Recall that for bounded below complexes of right, respectively left, G-modules

M, respectively N, the derived tensor product M (ELQG N is the complex of abelian
groups P ®¢g @ where P — M and Q — N are quasi-isomorphisms of bounded
below complexes of right and left G-modules with P; and @); projective right and
left G-modules, respectively. The derived tensor product is well-defined up to quasi-
isomorphism of complexes. The natural maps M ®¢ Q <+ P ®¢ Q — P ®g N are
quasi-isomorphisms, and one has

L L
Tor%(M,N) = Hi(M ®¢ N), Hi(G,N) = H;(Z @c N).

Corollary 2.5. Let A be an Ry, -algebra. Let t,q > 1 be integers such that q
divides t. Then for all integers p > 0 the canonical inclusions of groups and rings

SG,(A) C Gy(A) C Affgq(A) and Z C Ay, + induce maps of complezes

L L L
Z ®5aG,(A) Z—Np s ®Gq(A) Z—Np ®Afff,q(A) Z.
which are isomorphisms on homology groups in degrees r < mq/t.

Proof. Recall that for a subgroup N C G of a group, we have Shapiro’s Lemma
L L L L
ZIN\G|®¢Z=7Z QN Z|G] ®c¢ Z =7 ®N Z

L
since Z[N\G] = Z ®n Z|G] = Z ®n Z|G] as Z|G] is a free N-module. If N is

L
normal in G then G/N = N\G is a group and Z[G/N] ®¢ Z is a complex of left
G/N-modules. On homology, the isomorphism

L L
H;(Z|G/N) ®¢ Z) 2 H;(Z ®n Z) = H;(N)
is an isomorphism of G/N-modules where the action on H;(N) is the usual conju-
gation action. Applied to N = AﬁiG and G = AfF¢

p ».g» We have an isomorphism
;

A ~ I7T. sG
H»L(A ®Aﬁ-gq Z) = H’L(Aﬁ‘p)q)
of A-modules. Localizing at s, —+ using Theorem 2.4] the result follows. O

3. STABILITY IN HOMOLOGY AND K-THEORY

Let A be a ring and recall from §2] the definition of the groups G4(A) for ¢ > 1.
We set Go(A) = {1}, the one-element group. Let n > r > 0 be integers. We denote
by Ur(A™) C M, (A) the set of left invertible n x r matrices with entries in A,
and by GU,(A™) C U,(A™) the subset of those left invertible matrices which can
be completed to a matrix in G, (A). For instance Up(A™) = GUy(A™) = 0 is the
one element set and GU,,(A™) = G, (A4). By convention, U, (4A") = GU,.(A") = 0
whenever r < 0 or > n. By [NS89, Lemma 2.1] we have U,(A"™) = GU,.(A™) for
r <n—sr(A).

We define a complex C(A™) of abelian groups whose degree r component is
the free abelian group C,.(A™) = Z|GU,(A™)] generated by the set GU,.(A™). For
i = 1,...,r one has maps of abelian groups 4% : C.(A") — C,_1(A") defined on
basis elements by 6 (v1,...,v.) = (v1,..., 74, ...,v,) omitting the i-th entry where
(vi, ..., vp) is a left invertible matrix with i-th column the vector v;. We set
(3.1) de =Y (=1)"716): Cr(A™) = Croa (A,

=1
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and it is standard that d,d,+1 = 0. This defines the chain complex C(A™).

Lemma 3.1. Let A be a ring and n > 0 an integer. Then for all i < n —sr(A) we
have

H;(C(A™)) =0

Proof. We check that the proof of [NS89, Lemma 2.2] goes through with G,,(4) in
place of GL,,(A). If we denote by C'(A™) the complex with C,(A™) = Z[U,(A™)] in
degree ¢ and differential given by the same formula as for C(A™), then we have an
inclusion of complexes C(A") C C(A™) with Cy(A") = Cy(A™) for ¢ < n —sr A,
by [NS89, Lemma 2.1]. By [vdK8&0, 2.6. Theorem (i)] we have H;(C(A™)) = 0
whenever i < n — sr A. Thus, it suffices to show that the boundary dz of every
x € Up—ry1(A) is a boundary in C'(A™) where r = sr(A4). By [NS89, Lemma 2.1],
there is a matrix o € E,(A) C G, (A) such that ax = (1"0*’" v) with u € My_,.1(A)

v

and v € M, 1(A). Left invertibility of ax implies that there are T' € M,,_, (A) and
b € My, such that wu+Tv =0 and bv = 1. The matrix 8 = (1"0’T B ) (1"0’T 7T)

17“,7“ 17“,7“
is a product of elementary matrices where B € M,,_, »(A) is the matrix all of whose
rows equal b. Then fax = (1"O*T el+"';r8"”) and the matrix w = (Bazx, ep—ri1)
satisfies 07"/ T2 (w) = Baz. For i = 1,..,n —r + 1, the matrix &,_, ,(w) can be

completed to the matrix (67 _, o(w), €n—ri2,...,en) € SGy(A). It follows that
y=x+ (—1)"""da" 17w € C, i1 (A™)
and dy = dz. O
The group GL,(A) acts on U,(A™) by left matrix multiplication, and so does
its subgroup G, (A). This makes the complex C(A™) into a complex of left G, (A)-

modules. We may sometimes drop the letter A in the notation Gy, (4), SG,,(A) etc
when the ring A is understood.

Lemma 3.2. For any ring A, right G, (A)-module M and integers i,n > 0 with
i <n—sr(A) we have
L
H;(M ®G,(A) C(A™) =0.

Proof. This follows from Lemma B.1]in view of the spectral sequence

L
B2, = Tor§" (M, Hy(C(A™)) = Hpiy(M &g, C(A™)).

For our arguments below we frequently need the following assumptions.

(x) Let m,ng,t > 1, n > 0 be integers such that A has an R,,,-algebra structure,
no -t <mand 0 < n < ng, and ¢ is a multiple of every positive integer
< ng. Set 0 = s,y € Z[A"].

For an integer r, we denote by C<,(A™) the subcomplex of C(A™) which is
C<r(A™); = Ci(A™) for i < rand C<,(A™); = 0 otherwise. So, C<,(A"™)/C<,—_1(A™)
is Cr(A™) placed in homological degree r. This defines a filtration on C'(A™) by
complexes of G, (A)-modules and thus a spectral sequence of A-modules

L
(3.2) E} (A™) = TorS™ (Am.t, Cq(A™)) = Hyiq(Amy ®c, C(A™))



EULER CLASS GROUPS 11

with differential d" of bidegree (r — 1, —r). The spectral sequence ([B.2]) comes with
a filtration by A-modules
L
0C Fpiq0 C Fprg-11 C Fpyg—22 C -+ C Foprg = Hppg(Amt ®c, C(A"))

where Fj4 45 s is the image of

L L
Hp-‘rq(Am,t ®a, CSS(AR)) - Hp-‘rq(Am,t ®a, C(An))v
and Fyig—s,s/Fptq—st+1,5-1 = EpY (A™).

pt+q—s,s

Lemma 3.3. Assume (x). Then the spectral sequence (3.2) has
H,(SGn—q(A),Z), 0<g<mn, p<mng
E;,q(An) = At p=0,qg=n
0, g=nandp#0, orqg<0, orq>n.
Proof. By definition, the group G, (A) acts transitively on the set GU,(A™) with

stabilizer at (ep—g+1, ..., €n) € GUg(A™) the subgroup Affinfq(A). Recall (Shapiro’s

Lemma) that for any right G-module M we have the quasi-isomorphism

L ~ L
M ®Nn Z = M ®¢ Z|G/N]
induced by the inclusions N C G and Z C Z[G/N]. For M = Apt, G = Gp(4)
and N = Aff¢ _ (A) we therefore have quasi-isomorphisms

q,n—q
L ~ L a L "
Am,t ®Aff$n7q Z — Am,t ®Gn Z[Gn/AHq,n—q] = Am,t ®Gn Cq(A )

In view of Corollary 2.5l for ¢ < n we have the map of complexes

L L
7 ®SGn7q Z—>Am)t ®Aﬂ‘an7q 7.

which induces an isomorphism on homology in degrees < ng < m/t < m(n — q)/t.
For ¢ = n we have C,,(A") = Z[G,,] and thus,

L L
Am,t ®Gn Cn(An) = Am,t ®Gn Z[Gn] = Am,t-
([l
Lemma 3.4. Assume (x). Then for 0 < q¢ < n and p < ng, the differential
dy o By (A") — E} 1 (A™) in the spectral sequence (3.2) is zero if q is even and
for q odd it is the map
Hp(SGn—q(A), Z) = Hp(SGn—q11(A), Z)
induced by the standard inclusion SGp_q(A) = SGp—g41(A).
For ¢ = n we have dzlm =0 forp#0, and d(l))n = 0 for n even and for n odd
dp.,, is the map Ay — Z induced by the augmentation e : A = Z[A*] = Z.

Proof. The differential dj, , is the map
) kl . , L L
dp,q = Z(_l)] (1 ® 5J)* : Hp(Am,t ®a., Z[GUq]) - Hp(Am,t ®a., Z[GUq—l])
j=1
where 87 : Z|GU,] — Z|GU,_1] is induced by the map & : GU, — GU,_; defined
by (v1, ..., Ug) = (V1,.0, D, ooy Un).
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Assume first that ¢ < n. Consider the diagram

L 1Qul L L
Z ®sq, , L——=1®sc, LIGU;(A")] ——— Ayt ®c,, ZIGU,(A™)]

| » [

L 1®ug_y _ L L
L ®5G,— g1 L— L Rs5a, LIGUs—1(A")] — Ap s ®c,, Z|GUq—1(A")]

induced by the natural inclusions of groups and rings SG,—4, C Aﬁig_q C Gy,
SGn—q CSGp—g+1, Z C Ay and where uy : Z — Z|GU4(A™)] sends 1 to the left
invertible matrix (e,—g+1, .., €n). The horizontal compositions induce the isomor-
phisms in Lemma upon taking homology in degrees < ng. We will show that
the outer diagram commutes upon taking homology groups. This implies the claim
for ¢ < n. Since the right square commutes, it suffices to show that the left square
commutes upon taking homology.

We will use the basic functoriality of group homology as recalled at the beginning
of section Upon taking homology, the left hand square of the diagram is the
diagram

(in—gouq)

H,(S8G,_q,7) > H,(S5G,,Z|GU,])

(izgﬂ,l)*l l(mi)*
H,(SGn—g+1,2Z) H,(SGr,Z|GU4-1])

n n
’Lnfq+1 ’uqfl *

where ] is the left invertible matrix (ep—r41, ..., €n) and @2 : SG, — SG; denotes
the standard embedding for » < s. Consider the matrix

h=(e1, s en—q,Ten—qtj, 0’ uy) € SGp

where 7 € {1, —1} is chosen so that det(h) = 1 € K;(A). Then h-i)!_ -h™' =4y,
and &7 (ug) = h-uy_4 . In view of the basic functoriality of group homology, the two
compositions (iy_,, 0’ uy ). and (i;_,, ug_1)« are equal, and the square commutes.
Hence the lemma for ¢ < n.

For ¢ = n and p # 0 we have d}, ,, = 0 since E} (A™) = 0. To prove the claim
for ¢ = n and p = 0, we need to show the commutativity of the diagram

1Qu™
At —2 o N 1@, TG (A)]

o

El ll®6j
1Qu™

7 —"" App1®a, Z[GU, 1 (A™)].

Since (B2)) is a spectral sequence of A,, ;-modules, this diagram is a diagram of
Ay, +-modules. So, it suffices to show that the two compositions send 1 € A, ¢+ to
the same element, that is, we need to see that

16 (W) =1@u'_| € A i®c, Z[GU,_1(A™)]

for all j = 1,...,n. Consider the matrix h; = (7e;,e1,e2,...,€j,...,e,) € SGy(A4)
where 7 € {1, —1} is chosen so that det(h;) =1 € K;(A). Then §’ (u?) = h 1
and thus

108 (W) = 1@ hy-uly = hy @y = 1, € Ame®c, ZCU,—1(A")]
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since h; € SGp,(A) goes to 1 € A* under the map G,,(A4) — A*. O

Proposition 3.5. Assume (). The differentials dj, , in the spectral sequence (3.2)
are zero for r > 2 and p < ng.

Proof. We argue by induction on n. For n = 0,1, the differentials d", r > 2, are
zero since E] (A") = 0 for ¢ # 0,1. Assume n > 2. Similar to [NS89], consider
the homomorphism of complexes v : C(A"~2)[—2] — C(A") defined in degree g by
¥ =)o — 1 + 12 where for (vq,...,v4—2) € GUy_2(A"™?) the map 1; is given by

1/)0(1)17---7011—2) = (vla-'-avqf%enflven)
¢1(U17---7Uq—2) = (Ulu'-'uvq—27en—17en_e’n—l)
¢2(’U17-'-7vq—2) = (Ulu---uvq—2aenuen_en—l)-

The map ¥ commutes with differentials and is compatible with the actions by
Gn—2(A) and G, (A) via the standard inclusion G,_2(4) C G,(A). Hence, ¥
induces a map of spectral sequences E(A"2)[0,—2] — E(A™). Denote by E and
E the spectral sequences E(A") and E(A"2)[0, —2]. From Lemma B3, we have

Hy(SGn—q(A),Z) 2<q<mn, p<mng

E;,q = E;,q—2(An72) = Am,t g=mn, p= 0
0 g=nandp#0, or g <2, orq>n.
The claim follows by induction on 7 using the following lemma. O

Lemma 3.6. Assume (x). Under the identifications of Lemmal33, the homomor-
phism P : E;)q — E;q is the identity for 2 < q <n and p < ny.

Proof. Keeping the notations of the proof of Lemma[3.4] we will check the commu-
tativity of the following diagrams for j = 0, 1,2 upon taking homology groups

L 1®“;l:22 L _9 L -2
Z ®SGn*q Z - Z ®SG7172 Z[GUq_2(An )] - Am;t ®Gn72 Z[GUq_2(An )]
l1®’¢'j l1®¢j
1®u(7;
L L
1®u;~3
(3.3) At ————> A t®G, ,Z[Gn—2]
1®u;, ll®wj

Am,t®Gn Z[Gn]

where in the first diagram 2 < ¢ < n, and the second diagram takes care of ¢ = n.
Since ¥ = Yy — Y1 + Y2, commutativity of the diagrams on homology groups will
imply the claim.
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In the first diagram the right hand square commutes, and so we are left with
showing the commutativity of the left hand square on homology, that is, the com-
mutativity of the diagram

(inZhug=3)s

(3.4) Hp(SGp—q, L) H,(SGy—2,Z|GU,—2(A"2)])

(i —grug)=

l(iﬁzx%‘)*
Hy(SG, ZIGU, (A™).

Commutativity for 7 = 0 is clear. For j7 = 1 we consider the following matrix
h=(e1,...,en—1,€n—en_1) € SGu(A). For 2 < g <n wehave h-iy_, -h™' =ip_,
and houy = ¢y (ug__g), this shows commutativity of diagram (B4 in this case.
For j = 2, we replace the matrix h with the matrix (ey,...,en—2,€n,€n — €p—1) in
SGp(A). This finishes the proof of commutativity of B4 for j = 0,1, 2.

To show commutativity of the second diagram ([B3)), note that it is a diagram of

A, i-modules and that the horizontal and diagonal arrows are isomorphisms with

inverses the multiplication maps A, ; ®a Z[G] 1&det At ® Ay — Ay . Since

Yj(u'3) =1 =ul € A* C K;(A), the claim follows. O
Theorem 3.7. Let A be a ring with many units. Then the natural homomorphism
H;(SG,,-1(A),Z) — H;(SG,(A),Z)

is an isomorphism for n > i+ sr(A) + 1 and surjective for n > i+ sr(A).

Proof. Choose ng, m,t as in (x). In particular n < ng. Then we have the spectral
sequence ([3.2) with E'-term given by Lemma 3.3 and dzlnq was computed in Lemma
B4 for p < ng. By Proposition and Lemma we have E;q = By, =0 for
n>p+q+sr(A4) and p < ng. The claim follows. O

We can reformulate Theorem [3.7] in terms of elementary linear groups. Recall
[Bas64l §1] that the group of elementary r X r-matrices of a ring A is the subgroup
E,(A) of GL,(A) generated by the elementary matrices ¢; j(a) = 1+a-e;e] , a € A.

Lemma 3.8. Let A be a ring with many units. Then for n > sr(A), we have
E.(A) = SG,(A), and this group is the commutator and the mazximal perfect sub-
group of GL,(A). Moreover, the natural map GL,(A) — K1(A) is surjective for
n > sr(A).

Proof. We clearly have E,,(4) C SGy(A). It follows from the GL,,-version of The-
orem BT proved in [NS89] that the natural map GL,(A) — K;(A) is surjective for
r > st(A) and GL,(A)® = K;(A) for n > sr(A). Therefore, GL,(A)/SG(A) =
K1(A) for r > sr(A) and SG,,(A) = [GL,(A),GL,(A)] for n > sr(A).

For the rest of the proof assume n > sr(A). From [Vas69, Theorem 3.2], we have
GL,(A)/E,(A) = K1(A), hence E,(A) = SG,,(A). Classically, the group E,,(A) is
perfect for n > 3 [Bas64, Corollary 1.5]. Alternatively, from Theorem B7 we have
an isomorphism

H1(SGo(A)) = Hy(B(A)) = 0
since the infinite elementary linear group E(A) is perfect and colim, SG,(A) =
E(A). Hence, the group E,(A) is perfect (also when n = 2). Since the quotient
GL,(A)/E,(A) = K1(A) is abelian, the group E,(A) is the maximal perfect sub-
group of GL,(A). O
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Theorem 3.9. Let A be a ring with many units. Then the natural homomorphism
Hi(En-1(A),Z) — Hi(En(A), Z)

is an isomorphism for n > i+ sr(A) + 1 and surjective for n > i+ sr(A).

Proof. This follows from Theorem 3.1 in view of Lemma [3.8 O

Denote by BGL;' (A) the space obtained by applying Quillen’s plus construction
to the classifying space BGL,(A) of GL,(A) with respect to the maximal perfect
subgroup of GL,(A). The following proves a conjecture of Bass [Bas73, Conjecture
XVI on p. 43] in the case of rings with many units.

Theorem 3.10. Let A be a ring with many units, and let n > 1 be an integer.
Then the natural homomorphism

is an isomorphism for n > i+ sr(A) + 1 and surjective for n > i+ sr(A).
Proof. The case i = 0 is trivial and the case i = 1 follows at once from Lemma B.8
Now, assume i > 2 and n > i + sr(4) > 2 4 sr(A). Denote by .%#,(A) the

homotopy fibre of the map BGLY |(A) — BGL;}(A). If follows from Lemma 3.8,

that .7, is also the homotopy fibre of BE | (A) — BE; (A). Since E,,_1(A) and
E,(A) are perfect, %, (A) is connected and m.%,(A) is abelian as a quotient of
moBE;(A). From Theorem and the (relative) Serre spectral sequence

Ep = H,(BE; (A), Hy(pt, ) = H,+s(BE;[ (A), BE,_, (A))
associated to the fibration .#, — BE] | (A) — BE;}(A) with simply connected
base we find

Hi—1(Fn,pt) = Hi(pt, Fp) = Hi(En(A), En_1(A))
for i < n —sr(A) + 1 where pt € %#,(A) denotes the base point of .#,(A). By
Hurewicz’s Theorem, it follows from Theorem [3.9] that the natural map
Ti—1(Fn(A),pt) = Hi—1(Fn(A), pt)
is an isomorphism for i < n — sr(A) + 1. In particular, we have
mi—1(Fn(A),pt) = Hi(E,(A),E—1(A)) =0, i<n-—sr(4).
Hence the result. O

Recall that for a commutative ring A and integer n > 1, the special linear group
SLy(A) of A is the kernel of the determinant map GL,(A) — A*.

Theorem 3.11. Let A be a local commutative ring with infinite residue field,
and let n > 2 be an integer. Denote by %, (A) the homotopy fibre of the map
BGL} |(A) — BGL(A). Then fori > 1 we have

0, t1<n
Tri_lyn(A) = { HZ(SLn(A),SLnfl(A))’ i =mn.

Proof. Note that for A as in the theorem F,(A) = SL,(A) is the maximal per-
fect subgroup of GL,(A) for all » > 1. Now the proof is the same as for Theo-

rem [3.10) the only improvement being that %, is already the homotopy fibre of
BE,_1(A)T™ — BE,(A)T for n > 2. O
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Theorem 3.12. Let A be a commutative ring with many units and n > 2 an
integer. Then the natural homomorphism

H;(SL,-1(A),Z) — H;(SL,(A),Z)
is an isomorphism for n > i+ sr(A) + 1 and surjective for n > i+ sr(A).

Proof. For r > sr(A), the natural map GL,(A) — K1(A) is surjective, by Lemma
B8 When A is commutative we have an exact sequence of groups for r > sr(A)

1— 8G,.(A) —» SL.(A) —» SK,1(A) — 0.
Hence, for n > sr(A) 4+ 1 we have the associated Serre spectral sequence
H;,(SK.(A),H;(SG,A,SGp-1A)) = Hij(SL,(A),SL,_1(4)).
The result now follows from Theorem B.711 O

4. MILNOR-WITT K-THEORY

Let A be a commutative ring. Recall that we denote by A* the group of units
in A. Elements in the integral group ring Z[A*] of A* corresponding to a € A*
are denoted by (a). Note that (1) = 1 € Z[A*]. We denote by ({a)) the element
({(a)) = (a)—1 € Z[A*]. Let I[A*] be the augmentation ideal in Z[A*], that is, [[A*]
is the kernel of the ring homomorphism Z[A*] — Z : (a) — 1. We denote by [a] the
element [a] = (a) — 1 € I[A*]. Under the canonical embedding I[A*] C Z[A*], the
element [a] maps to ({a)).

Lemma 4.1. The augmentation ideal I[A*] is the Z[A*]-module generated by sym-
bols [a] for a € A* subject to the relation

[ab] = [a] + {a)[0].

Proof. Clearly, the equation [ab] = [a] + (a)[b] holds in I[A*]. Let Ia- be the Z[A*]-
module generated by symbols [a] for a € A* subject to the relation [ab] = [a]+ (a)[b].
Note that [1] = 0 in T4~ because [1-1] = [1] 4 (1)[1] and (1) = 1 € Z[A*].
Consider the Z[A*]-module map 4~ — I[A*] : [a] — (a) — 1. The set consisting
of (a) =1 € I[A*], a € A*, a # 1, defines a Z-basis of I[A*]. This allows us to define
a Z-linear homomorphism I[A*] — I4- : (a) — 1 — [a]. Clearly, the composition
I[A*] = I4- — I[A*] is the identity. Finally, the map I[A*] — T4~ is surjective
because (b)[a] = [ab] — [b]. O

Definition 4.2. Let A be a commutative ring. We define the graded ring Ki‘/IW (A4)
as the tensor algebra of the augmentation ideal I[A*] (placed in degree 1) over the
group ring Z[A*] modulo the Steinberg relation [a][l —a] =0 for a,1 —a € A*:

KM (4) = @ K7 (A) = Tensgia)(I[A*])/[a][1 - a].
n>0
In view of Lemma 1] the graded ring KMW (A) is the Z[A*]-algebra generated
by symbols [a], a € A*, in degree 1 subject to the relations

(1) For a,b € A* we have [ab] = [a] + {(a)[b].
(2) For a,1 —a € A* we have the Steinberg relation [a][l — a] = 0.
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It is convenient to write [ay, ..., a,], b and & for the following elements in XMW (A)
[alv '-'70’71] = [al] T [&n] € KrIyW(A)v
h=1+(-1), e=—(-1) e K} (A)
where aq, ..., a, € A*.

Lemma 4.3. Let A be a commutative ring. Then in the ring IA(NW(A) we have
for all a,b,c,d € A* the following relations.

ab] = [a] + (a)[b]

b) = (a) - (b) and (a) is central in KMW (A).
] pllok

ol = (B0 i particulr, (7] = ~{67

Proof. Ttems (@)- () follow from the definition of KMW (A).
@ We have [a] = 4 - 5] = [¢] + (£) b
@) We have [a] + {(a)[b] = [ab] = [b] + (b)[a] which is ({a))[b] = (
@ By (@) and the Steinberg relation we have ({a))[b, c] = ({(¢))]
([@ Similarly, we have ({a)){(b))[c,d] = {{c)){{d))]a,b] = 0, by @) and t

berg relation.

@) From (&) and @) we have ((a))[b, c] = ((b))[a, ¢] = ({¢))[a, ] = ((a))[c,0]. O

Lemma 4.4. Let A be either a field or a commutative local ring whose residue field
has at least 4 elements. Then for all a,b,c € A* the following relations hold in

(@)
=
:ro'

e Steln

KMW (4).
(1) [a][-a] =0
(2) [alla] = [al[-1] = [-1][a]
(3) [a][b] = e[b][a] where e = —(—1)
(4) {{a)) -h-[b,c] =0 where h =1+ (—1).
(5) [a®,b] = h-[a,b]
(6) ((a®))[b,c] =0, in particular, {(a®)[b,c] = [b,c].

Proof. ([0l First assume a@ # 1 where @ means reduction modulo the maximal ideal
in A. Then 1 —a,1—a"' € A* and —a = ==%;. Therefore, [a][—a] = [a][==2] =

[al([1—-a] = (=a)[1—a"]) = —(=a)la][1—a™'] = —(=a){a)[a~"][1—a""] = O where
the second to last equation is from Lemma ). This already implies the case
when A is a field.

Now assume that A is local whose residue field has at least 4 elements. As-
sume @ = 1 and choose b € A* with b # 1. Then ab # 1. Therefore, 0 =
[ab][—ab] = ([a] + (@)[b])[—ab] = [al[-ab] + (a)[b][-ab] = [al([-a] + (—a)[b]) +
(a)[0]([a] + (a)[-b]) = [a][—a] + (—a)[a][b] + (a)[b][a]. Hence, for all b # 1 we have
[a][—a] = —(—a)[a][b] — (a)[b][a]. Now, choose b1,bs € A* such that by, bs, b1bs # 1.
This is possible if the residue field of A has at least 4 elements. Then [a][—a] =
—(—a)[a]babs] — (@)[brballa] = —(—a)[a]([ba] + (ba)ba]) — (@) (or] + (br)[ba)la] =
—(=a)[a][b1] — (a)[br][a] + (b1)(=(=a)[a][ba] — (@)[ba]la]) = lal[-a] + (b1)]a][-al.
Hence, (b1)[a][—a] = 0. Multiplying with (b; ') yields the result.
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@) We have [a][a] = [(-1)(—a)][a] = ([-1] 4+ (=1)[—a])[a] = [~1][a]. Similarly,
la][a] = [a][(=1)(=a)] = [a]([-1] + (=1)[~a]) = [a][-1

@) We have 0 = [ab][-ba] = ([a] + (a)[b])[—ab] = [a][—ab] + (a)[b][—ab] =
[a]([—a] + <—ai [6]) + (a)[b]([a] J]r (a)[=b]) = (—a)al[b] + (a)[b][a]. Multiplying with

@) From Lemma3 () and Lemmalﬂ @) we have ((a))[b, c] = —(=1){{a))[d, c]
and thus ((a))(1 + (—1))[b,c] = 0.

@) We have [a2,b] = [a, b] = 2[a, b] + ({a))[a, b] = 2[a,b] + {(b))[a,a] =

\.g —
|

=h-[a,b)].
@) We have ((a®))[b,c] = ((b))[a®,c] = ((b)) - h - [a,c] = 0. O
Corollary 4.5. Let A be a either a field or a commutative local ring whose residue
field has at least 4 elements. Then in KMW(A) we have [a1,...,a,] =0 if a;+a; =

1 ora;+a; =0 for somei # j.
Proof. This follows from the Steinberg relation and Lemma 4] () and (3). O

Definition 4.6. Let A be a commutative ring. We define the ring
GW (A)

as the quotient of the group ring Z[A*] modulo the following relations.

(1) For all a € A* we have ((a))h = 0.

(2) (Steinberg relation) For all a,1 —a € A* we have ((a))({1 — a)) = 0.
Definition 4.7. Let A be a commutative ring. We define the Z[A*]-module

V(A)

as the quotient of the augmentation ideal I[A*] modulo the relations

(1) For all a,b € A* we have ((a)) - h-[b] = 0.

(2) (Steinberg relation) For all a,1 —a € A* we have ((a))[1 —a] = 0.

Since ((a))[b] = ((b))[a] in I[A*] and hence in V' (A), we see that the Z[A*]-module
V(A) is naturally a GW (A)-module.

Proposition 4.8. Let A be commutative ring. Then the natural surjections Z[A*] —
GW (A) and I[A*] — V(A) induce a surjective map of graded rings

KMW (4) = Tensgw(ay V(A) / [a][1  al.

If A is either a field or a local ring whose residue field has at least 4 elements then
this map is an isomorphism in degrees > 2.

Proof. Tt is clear that the map in the proposition is a surjective ring homomorphism.
Its kernel is the (homogeneous) ideal in KMW (A) generated by the elements of the
form ((a))h (a € A*), {(a)){{1 —a)) and ((a)}[1 —a] (a,1 —a € A*). If A is a field
or a local ring with residue field cardinality > 4, then this ideal is zero in degrees

> 2, in view of Lemmas 3| (@), (@) and €4 @), @). O

Remark 4.9. Since the homomorphism of graded rings in Proposition 8] is sur-
jective for any commutative ring A, all formulas in Lemma 3 also hold in the
target of that map.

In case A is a field the following definition is due to Hopkins and Morel [Mor12,
Definition 3.1]. For commutative local rings, the definition was also considered in
[GSZ15].
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Definition 4.10. Let A be a commutative ring. The Milnor-Witt K-theory of A
is the graded associative ring KM"W (A) generated by symbols [a], a € A*, of degree
1 and one symbol 1 of degree —1 subject to the following relations.

(1) For a,1 —a € A* we have [a][1 — a] = 0.

(2) For a,b € A*, we have [ab] = [a] + [b] + n[a][b].

(3) For each a € A*, we have n[a] = [a]n, and

(4) 7*[-1]+2n=0.

Definition 4.11. Let A be a commutative ring and n an integer. Let KMW (A) be
the abelian group generated by symbols of the form [n™, w1, ..., Up4m] with m > 0,
n+m >0, u; € A*, subject to the following three relations.

(1) ™, w1,y Uppm] = 0 if w; + ujpq = 1 for some i =1,....n+m — 1.

(2) For all a,b e A*, m >0 and i = 1,...n + m we have

[nm,ul, ey Uj—1, ab, Ui+1, ] =

[T]m, ey Uj—15 Ay Uj41, ] + [’I]m, ceey Ug—1, b, Ui41, ] + [T]erl, s Uj—1, 0, b, Ui+1, ]
(3) For each m >0 and i =1,...,n+ m + 2 we have

[nm+2,u1, ey Uj—1, —1,ui+1, ceey ’un+m+2] + 2[77m+17 ey Ug—15y U1y oeey un+m+2] =0.

We make KMW(A) = @, KMV (A) into a graded ring with multiplication
KMV (4) @ KMV (4) — K4 (4)
defined by
(™
By going through the 3 relations in Definition [.11] this map is well-defined as map

of abelian groups. The multiplication is obviously associative and unital with unit
1 = [n°]. We define a map of graded rings

KM (A4) — KMV (4)

by sending 7 to [n] and [u] to [n°,u]. Tt is easy to check that the defining relations
for KMW(A) hold in KMW (A).

m—+n

y UL,y - ;u'r+m] Y [7’]”,1}1, ...,1}5+n] = [T] y ULy« ooy Uptm, ULy - - -vs+n]-

Lemma 4.12. [Morl2, Lemma 3.4] For any commutative ring A , the maps
KY(A) = K™ (A) 2 ™ ey ] = 0™ [wn] - [uncm]
define an isomorphism of graded rings
KMW(4) = KM (4).
Proof. The composition KMW(A) — KMW(A) — KMW(A) is the identity, and
the first map is surjective. (|
For a € A* set (a) = 1+nfa] € K}MW(A) and ((a)) = (a) — 1 = nla] € KMV (A).
Lemma 4.13. Let A be a commutative ring. Then for all a,b € A* we have in
KMW(A) the following.
[ab] = [a] + (a)[b]
1) =1 and [1] =0,
] — (&)[b], in particular, [b~1] = —(b=1)[b].
b) = (a) - (b) and (a) is central in KMW (A).
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(5) The map Z[A*] — K}MW(A) : (a) = (a) is a surjective ring homomorphism
making KMW (A) into a Z[A*]-algebra.
(6) ((a))-h =0 where h=1+ ( 1).

(7) If a+b=1 then {{a))[b] =

Proof. (@) We have [ab] = [a] + [b] + nla][b] = [a] + (1 + na])[b] = [a] + (a >[]
@) We have [—1] = [=1]+[1]+n[-1][1], hence 0 = n[1]+n*[-1][1] = n[1]-2ny[1] =
—n[1]. This shows (1) = 1. Now, [1] = [1-1] = [1] + (1)[1] = [1] + [1] from which

we obtain [1] = 0.

@ We have [a] = [24] = 2] + ()]

@) We have (a) - (6) = (1-n{a]) (1 +n[t]) = 1 +n((a] + (6] + nfal[8]) = 1+ nfab] =
(ab). Moreover, {a)[b] = (1 + n[a])[b] = [b] + n[a][b] = [ab] — [a] = [ba] — [a] whereas
bl(a) = [b)(1 + nla]) = [b] + nfbl[a] = [ba] — [a]. Hence {a)[6] = [5)(a).

@) It is clear that Z[A*] — K}MW(A) is a ring homomorphism. By Lemma
A12 the group KJ* W(A) s additively generated by [n°] and [, a], equivalently, by
M =1= (1) and [n°] + [n,a] = (a). Hence, the map of rings is surjective. The
ring KMW (A) is a Z[A*]-algebra since K/ (A) is central in KMW (A).

@) We have (a) - h = (1 +mn[a]) -h = h because nh = 0. Hence ((a)) -h =0

(@ If a + b =1 then ({(a))[b] = nla][b] = 0.

Lemma 4.14. Let A be a commutative ring. Then the following map defines an
isomorphism of rings

—-

GW(A) = KMV (A) : (a) — (a)

Proof. By Lemma the map in the lemma is a surjective ring homomorphism.
Using Lemma [£.12] we define the inverse by
K™ (A) = GW(A) : [n™, a1, am] = [ [ ((as))
i=1
It is easy to check that this also defines a surjective ring homomorphism. Since the
composition GW (A4) — KW (A) — GW (A) is the identity, we are done. O

Lemma 4.15. Let A be a commutative ring. Then for a,b € A* we have in V(A)
(1) {{a))[b] = {(b))la]
(2) hlb] = 2[b] + ((0))[-1]
Proof. () The equation holds in I[A*] and hence in its quotient V(A).
@) We have A[b] = [b] + (=1)[b] = 2[b] + ((=1))[b] = 2[b] + {((b))[-1]. O

Lemma 4.16. Let A be a commutative ring. Then we have an isomorphism of
GW (A) = K}V (A)-modules

V(A) = KMW(4) 1 [a] ~ al.

Proof. By Lemma [£.13] the map in the lemma is well-defined. Using Lemma [4.12]
we define the inverse by

K (A) = V(A) ™ uny ] = <H<<ui>>> [t 41]-

i=1
This map preserves the relations of Definition [.11] the last one follows from Lemma
@) which implies 0 = ((a))h[b] = ({a)){(b))[—1] + 2{{a))[b] € V(A). O
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For A a field, the following is a remark (without proof) in [Mor12].

Proposition 4.17. Let A be a commutative ring. The isomorphisms GW (A) =
KMW(A) and V(A) =2 KMW(A) in Lemmas and [{.16] extend to an isomor-
phism of graded rings

Tensgw (a) V(A)/{[a][l — a]| a,1 —a € A*} =5 KMV (A).

Proof. Using Lemma [£.12] the inverse is given by the ring map

K%W(A) —  Tensgway V(A4)/{la][l —a]| a,1 —a € A*}

m

[Wma U, - .- vuern] = <H<<U1>>> [um+1] ce [uern]

i=1

This map is well-defined and indeed the required inverse in view of Lemma (.17l
and Remark O

Now we come to the main result of this section. For fields, a related but different
presentation is given in [HT13].

Theorem 4.18. Let A be either a field or a local ring whose residue field has at
least 4 elements. Then the homomorphism of graded Z|A*]-algebras

KMV (A) » KMY(A) : [a] = [a]
induces an isomorphism for all n > 2

KMW (4) =5 KMW (A).

n

Proof. The theorem follows from Propositions [4.8] and .17 d

Proposition 4.19. Let A be either a field or a local ring with residue field cardi-
nality at least 4. Let n > 1 an integer. Then for a; € A* (1 <i<n) and \; € A*
(1 <i<n) with \; # \; fori# j (X denotes reduction of X modulo the mazximal
ideal), the following relation holds in KMW (A):

[A1a,. .., \nan] — [a1, ..., an]

o —

= E?:l EiJrn . <a1> . [()\1 — /\i)al, ceey (/\z — /\i)ai, . (/\n — )\i)an, )\1]
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Proof. We will prove the statement by induction on n. For n = 1 this is Lemma
[@. For n > 2 we have

Z?;ll €i+n . (al> . [()\1 — )\i)al, ey ()\Z — )\i)ai, ey ()\n — )\i)an, )\1]

—

(:) E?:_ll €i+n . (al> . [()\1 — )\i)al, ey ()\Z — )\i)ai, ey )\nan, )\1]

+ Z?;ll e (@) Anan) (A = A)at, oy ooy et = A)an—1,1 = Xi/Ans A

—

(:) (Zzl:_ll EH_n_l <ai>[()\1 — )\i)al, ey ()\Z — )\i)ai, ey ()\n—l — )\i)an_l, Az]) [)\nan]

F M) S0 e @) (A = A)at, -y ey et = A1, 1= A/ An, An]
@ [A1at,. .., A\nan] —[a1,. .., an—1, Anay)

te(Anan) S0 e @) (3 — Mar, ., L (3 = A a1, 1— 20,
G Dar, . Awan] = [a1s -y an] — (@)[ats - s an_1, An]

+e(Anan) ([(1 — Mag,., (1= 22 a1 M) — [ars- . ane, )\n])
= [Mat, ..., an] — a1, ... an] — {an)ar, .. an—1, An]
—<6Ln>[(>\1 — )\n)al, ceey (/\nfl — )\n)anfl, /\n] + (an>[a1, ey, Qp—1, >\n]

= [)\1@1, RN )\nan] — [al, ceey an] — (an>[()\1 — )\n)al, ey ()\n—l — )\n)an_l, )\n]
Here, equation (1) follows from
[(An = Ai)an] = [(1 = Ai/An) - Anan] = [Anan] + (Anan)[1 = Ai/An],

equation (2) follows from [\;] = [\, ;n] = [An] + <)\n>[§‘n] together with the Stein-
berg relation which yields

[1= X/ A = [1 = Ai/Ans An)-

Equation (3) follows from the induction hypothesis and
[—a/XA] = [a, Al + (a)[=1/A Al = [a, A] + (—a/A)[=A, Al = [a, Al

Equation (4) follows from the induction hypothesis. Equation (5) follows from
[=a/A Al = la, Al and (=1)[a, A} = (=D[(=)(=5)I[A] = (=D ([=A]+(=A)[=a/A)A]
Nl=a/X A = Na, AJ. 0

5. THE OBSTRUCTION TO FURTHER STABILITY

The purpose of this section is to prove Theorems and from the Introduc-
tion.

In subsection 5.} A can be any commutative ring, unless otherwise stated. In
the remaining subsections, A will be a local commutative ring with infinite residue
field k. In this case, A has many units, its stable rank is sr(4) = 1, and we write
a € k for the reduction of @ € A modulo the maximal ideal in A.
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5.1. Multiplicative properties of the spectral sequence. Let A be a com-
mutative ring. Recall from Section Bl the complexes C(A™) with C,(A™) the free
abelian group generated by the set U,.(A™) of left invertible n X r-matrices with
entries in A. Matrix multiplication makes C'(A™) into a complex of left GL,,(A)-
modules. Recall also the spectral sequence

(5.1) Bl (A") = TorSEn (Z[A*], Cy(A™)) = Hysg(ZAY] Bar, C(A™))

with differential d” of bidegree (r—1, —r). This is the spectral sequence E} ,(A™) =
Gp+q(A™) of the exact couple

(5:2) EBp,q E;)Q(A") —— EBp,q D£7q(An) —> 69p-l-q Gpqg(A™)
\X lj /
EBp,q Dy 4(A™)
where
DL (A") = HyroZ[A] Go1, C<g(A™)
B, (A") = Hyiy(Z[AY] éGLn Cq(A™)[g]) = Hy(Z[A”] é)GLn Cq(A™))
Gp+q(A™) = Hpiq(Z[A”] Sar, C(AM)).

For r = 1, the maps i, j, k are the maps of the long exact sequence of homology
groups associated with the exact sequence of complexes

0= Ceq1(A") = Cgq(A") = C(A™)[g] = 0

and the map p is induced by the inclusion C<4(A™) C C(A™). The derived couple
is obtained by keeping G and replacing D with Im(j), £ with the homology of
(E,ko1), and 1, j, k, p with certain induced maps.

The spectral sequence comes with a filtration of the abuttment

(5.3) 0C Fpiqo(A") C Fpig-1,1(A") C -+ C Fopig(A") = Gpig(A™)

where F), ;(A™) is the image of p : Dp q(A™) — Gpiq(A™) (that image is indepen-
dent of r) and an exact sequence

(5.4) 0= Fpy1,g-1(A") = F, 4(A") = B (A") — 0.

For large r (depending on (p,q)), the map i is zero, E} , = E5<,, and the exact
sequence (5.4) is the exact sequence

0= Dpyq4-1(A") = Dy (A") = E} (A") = 0.

In this section, we are interested in the degree n-part of the spectral sequence
E(A™), and we set
L
Sn(A) = Hn(Z[A"] ®crL, C(A")) (= Gn(A™)).

For instance, we have

So(A) = Z[A™],  Si(A) = I[A7]
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since Z[GLy(A)] = Z, and C(A') is the augmentation complex ¢ : Z[A*] — Z with
Z placed in degree 0.

Remark 5.1. If A is a local ring with infinite residue field, we let Z,,(A™) be the
GL,(A)-module

Zn(A™) = ker(dy, : Cp(A™) — Crm1(A™)).
From Lemma BT or Lemma below, the canonical map Z,(A™)[n] — C(A"™) is
a quasi-isomorphism of complexes of GL,,(A)-modules, and thus,
(5.5)
Z®srL, Zn(A™) = SL\Z,(A™), n>1

Sn(A) = Z[A™|®ar, Zn(A") =
Z[A*], n=0

Let A be a commutative ring. Since the complex C(A™) is concentrated in
degrees between 0 and n, the spectral sequence F(A™) has two edge maps. Set

L H,(SL,A,Z), n>1
B, (A) = H,(Z[A*] ®¢L, Z) =
(5.6) Z[A*], n=0

(: D}l,o(An) = E}l,o(An))-

Then the incoming edge map is the map B,,(A) — S, (A4) induced by the inclusion
Z = Cy(A™) C C(A™). The outgoing edge map is the map

Su(4) = Ha(ZIA"] B, ZIGL ) = ZA"
induced by the projection C(A™) — C,(A™)[n] = Z|GL,(A)][n].

Remark 5.2. Let A be a local ring with infinite residue field. In the description
E3) of S, (A), the outgoing edge map is the determinant map

det : S, (A) = Z[A*] : z — det(z)

sending the class of a cycle z = >, n; - (] € Z,(A"), a; € GLp(A), n; € Z, to its
determinant
det(z) = > mi(deta;) € Z[A"].

Let A be a commutative ring. We will need some multiplicative properties of
the spectral sequence which we explain now. For a group G, denote by E(G)
the standard contractible simplicial set with free G-action on the right, and by
ZE(G) the chain complex associated with the free simplicial abelian group gen-
erated by F(G). So, ZE(G) is the standard free Z[G]-resolution of the trivial
G-module Z with ZE,(G) = Z[G9™'] and differential d, = Y7 _,(—1)"6" defined by
5%(goy -y 9q) = (goy -+, Gis --gq)- The group G acts from the right on ZE(G) by the
formula (go, .-, 9¢)9 = (909, ---, 9q9). Recall that the shuffle map

V: ZE(Gl) ® ZE(GQ) — ZE(Gl X Gg)
is a quasi-isomorphism and a lax monoidal transformation and thus makes the usual
unit and associativity diagrams commute; see for instance [SS03| §2.2 and 2.3].

Let A be a commutative ring which is flat over Z. Let G be a group equipped
with a group homomorphism G — A* to the group of units of A, that is, a
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ring homomorphism Z[G] — A. We consider A as a right G-module via this
ring homomorphism. We let G act on AE(G) = A ® ZE(G) via the formula
(A ® (g0, -99)) - 9 = A\g ® (9095 ---,9q9). Then AE(G) is a free resolution of A
in the category of A[G]-modules. Let M be a bounded complex of G-modules.
Then A ® M is a bounded complex of A[G]-modules. Since A is flat over Z, the
canonical map
L L
Arag (AQM) — A®g M

induced by the isomorphism
A®AG(A ® M) i} ARaM : A\ ® ()\2 ®m) — A2 ®m

is a quasi-isomorphism. This can be checked using a Z[G]-projective resolution of
M. In particular,

AE(G) ®AG) (AQM)ZAE(G) ¢ M

represents A (EL@G M.

Let G1, G2 be groups equipped with group homomorphisms G1, Gy — A*. Since
A is commutative, we obtain a group homomorphism G; x Go — A*. Let My, My
be bounded complexes of G; and Gs-modules, respectively. Then M; ® Ms is a

complex of G7 X Ga-modules. The cross product
% Tor§" (A, My) @4 Tor? (A, Mz) — TorS: X2 (A, My ® M)
is the map on homology induced by the map of complexes

{AE(G1) ®G, M1} ®r {AE(G2) ®¢, Ma}

~  {AE(G1) ®r AE(G2)} ®cy xa, (M1 ® Ma)

V;)@l AE(Gl X GQ) ®G1><G2 (Ml ®M2)-

Since the shuffle map is unital and associative, so is the cross product.

We apply the previous considerations to A = Z[A*], G1 = GL,(A), G2 =
GL,(A), M; = C(A™), and My = C(A™). The cross product together with the
GL,,(A) x GLy(A)-equivariant map of complexes [NS89, §3]

(5.7) C(A™) @z C(A™) = C(A™™) iz @y (z,v)
given on basis elements by concatenation of sequences, then defines a product
Sm (A> R A~ Sn (A) — Sm+n (A)

wich makes

S(A) = EP Su(4)

n>0
into an associative and unital Z[A*]-algebra.

Remark 5.3. Let A be a local ring with infinite residue field. In terms of cycles
(E3), the product is given by

(Z mi[ozi]> . an[ﬂj] = Zminj [06% g?]]
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where a; € GL,,(A) and B; € GL,(A), m;,n; € Z. In particular, the outgoing
edge map det : S(A) — Z[A*] is a ring homomorphism.
Let A be a commutative ring. The map of complexes (B.7)) restricts to maps
Cer(A™) ® C<s(A") = Ccpas(A™TT)
which, together with the cross products define pairings
m Tr(Am) ®A* n—s, S(An) — D71n+n r—s T+S(Am+n)
that are suitably associative and unital. In particular,
— @ 5.4) = @ D4
n>0 n>0
is a unital and associative Z[A*]-algebra, and for all > 0 the graded A*-module
@ Dn T, ’I"
n>0
is a graded B(A) bimodule. The map B(A) — S(A) is a map of graded Z[A*]-
algebras, and the maps
%@Dn rr )_»@FW—T,T(An)%S(A)
n>0 n>0

are B(A)-bimodule maps. Since all maps in (B.2]) are B(A)-bimodule maps, the
resulting spectral sequence

D B (4" = P Cpra(4™)
n>0 n>0
is a spectral of B(A)-bimodules.

For a group G and a subgroup H < G, write C(G, H) for the complex of G-
modules Z[G/H| — Z : gH — 1 with Z placed in degree 0. By Shapiro’s Lemma,
we have a canonical isomorphism H, (G, H;Z) = H,(G,C(G, H)).

For n > 2, the inclusion SL,_1(A) C Afffﬁ 1(A) defines a map of complexes of
SLy(A)-modules

(5.8) C(SLn(A),SLy,_1(A)) = C(SL, A, AffSE o1 A) =C<1(A™).
Lemma 5.4. Let A be a commutative ring with many units. Let 2 < n < ngy and
o € Z[A*] as in (x).
(1) The map (28) induces an isomorphism of A*-modules
H(SLuA, SLo1d) = 0D,y 4(A).

2) The natural surjetion DL, (A) = F,_1.1(A) induces an isomorphism A*-
7 n—1,1 ,
modules
UﬁlDi_l)l(A) i> Uﬁan,Ll(A).

Proof. Tt follows from Theorem 24 and the five lemma that the map (58] induces
an isomorphism

Hy(SLy(A), SLy—1(A)) — o ' H,(SL, A, AffY | A)
for all p < ng. This proves ().
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For part (2)), consider the exact sequence
1 J.pl k. 1 il
Dyo=Dyp 11— E, 11— Dy 1y

and the isomorphism &k : D), , = E} ;. By Lemma B4 the differential d =
ki:o 'E) ,, = 0 'E)_, is zero. Hence, 0"'E}_, | is the kernel of the map
i: o0 'El_; = 07'D) ;o The exact sequence above induces the exact se-
quence 0 — Im(j) — D;_;; — ker(d) — 0 which, after localization at o, is
0o 'Dy -0 'D, 1, - o 'E. ;, — 0. By Proposition B5, we have
0_1D,2170 =07 1F, o and 0_1E72171_’1 = U_lEg‘iLl. Now, the last exact sequence
maps to 0 — U_an)Q — U_an_Ll — 0_1Eg°7171 — 0. By the five lemma, we are
done. 0

5.2. Presentation and decomposability.
In this subsection, A is a commutative local Ting with infinite residue field.

In order to obtain a presentation of S,(A), we need to recall from [NS89] the
definition of the complex of GL, (A)-modules C(A™). A sequence (vy,...,v,) of r
vectors in A™ is said to be in general position if any min(r, n) of the vectors vy, ..., v,
span a free submodule of rank min(r,n). A rank r general position sequence in A™
is a sequence (vy,...,v,) of r vectors in A™ which are in general position. Note
that (v1,...,v,) is in general position in A™ if and only if their reduction (o1, ..., )
modulo the maximal ideal of A is in general position in k™. This is because a
set of vectors vy, ...,vs spans a free submodule of rank s if and only if the matrix
(v1,...,vs) has a left inverse.

Let V = (v1,...,v,) be a general position sequence, we call a vector w € A"
transversal to V if (V,w) = (v1,..., v, w) is also in general position.

Lemma 5.5. Let (A, m, k) be a local ring with infinite residue field k. Let V1, .., V*
be a finite set of rank r general position sequences in A™. Then there is an element
e € A™ which is transversal to V1, ..., V.

Proof. Since a set of vectors is in general position in A™ if and only if it is modulo
m, we can assume A = k is an infinite field. Let V be the union of the vectors
occurring in the sequences V!,...V*. Let ry = min(r,n) — 1. Each subset of V
of cardinality 7o generates a k-linear subspace of k™ of dimension < 7y. Since k
is infinite and ry < n there is e € A™ which is not in any of these finitely many
subspaces. Any such e is transversal to V1, ..., V. O

Let U,.(A™) be the set of sequences (vy,...,v,) of vectors vy, ..., v, which are in
general position in A”. For integers r, n with n > 0, let C,.(A™) = Z[U”(A)] be the
free abelian group with basis the rank r general position sequences (v1, ..., v,) in A™.
For instance, C, (A™) =0 for r < 0, C'O(A") = Z generated by the empty sequence,
and C,,(A") = Z|GL,(A)]. For i = 1,...,r one has maps 0% : C? — C™ , defined
on basis elements by §i(v1,...,v,.) = (v1,...,0;, ..., v,) omitting the i-th entry. We
set d = > 1, (=1)"1oL C, — C,_1, and it is standard that d,d,, = 0. This
defines the chain complex C'(A™). The group GL,,(A) acts on this complex by left
matrix multiplication.

Lemma 5.6. Let A be a local ring with infinite residue field. Then the complex

C(A™) is acyclic, that is, for all v € 7 we have

H,(C(A™)) = 0.
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Proof. Let € = S°;_ n;V? € C(A") where V' are rank r general position se-
quences. By Lemma we can choose e € A™ which is transversal to Vi, Ve
Set (&,e) =>i_ni(V'e) € Cry1(A™). If & = 0 then

drp1(€e) =0 (=1716] (6 e) = S5 (1716 (6 0) + (1) 8T (€ e)

= (de&,e) + (=1)"6, 115 e) = (-1)7¢.
This shows that £ is a boundary. O

In the following proposition, we consider the empty symbol [] as a symbol, the
unique symbol of length zero.

Proposition 5.7. For n > 0, the Z[A*]-module S,(A) has the following presen-
tation. Generators are the symbols [a1, ..., an] with a; € A*. A system of defining
relations has the form

[)\1a1,...,/\nan] — [al,...,an]

= Z?:l EH_n . <ai> . [()\1 — )\i)al, ey ()\z — )\i)ai, P ()\n — )\i)an, )\1]
where \; € A* and \; # \j € k for i # j and e = —(—1) € Z[A*].

Proof. For n = 0, the module given by the presentation is generated by the empty
symbol [] subject to the trivial relation [] — [] = 0. Hence, this module is Z[A*]
which is So(A). For n = 1, the module given by the presentation is generated by
symbols [a] for a € A* subject to the relation [Aa] — [a] = (a)[]] for a, A € A*. By
Lemma [T} this module is the augmentation ideal I[A*] which is S1(A).

For n > 2, the proof is the same as in [HT10, Theorem 3.3]. We have

Su(A) = Ho(Z[A*] Gr, Zn(A™)) = Ho(SLy, Zo(A™))

since det : GL,(A) — A* is surjective with kernel SL, (A) (Shapiro’s Lemma). In
view of Lemma [5.6] we have an exact sequence of GL,(A)-modules

dnt2 A n n
Cri2(A™) 25 Cpi1(A™) = Z,(A™).

Taking S Ly, (A)-coinvariants yields a presentation of S,,(A) as A* = GL,,(A)/SL,(A)-
module.
As GL,(A)-sets we have equalities

Upi(A") = || GLu(A)-(e1,....en,0)

where a = a1e, + -+ ane, and

Uni2(A") = || GLu(A)-(e1,....en,a,b)
bibaeAr

where a = aien + -+ + anepn, b = bie, + -+ + bpe, with d_il;j #* djgi € k for i # j.
In other words b; = Asa; for some A\; € A* such that A\; # ;.
For i =1,...,n we have

diyro(€1y ey €ny @, D) = (€1, ey €1y ony €y @, b) = M (a) - (€1, ..y €n, )
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where M?(a) is the matrix (e, ..., €, ..., €n, a) and

—

c=M'(a)"'b=((\ = Ai)ar, -, (A = A)ai, .- (A = Ai)an, A).

Since det M%(a) = (—1)""a; we have the following presentation for S,,(A) as Z[A*]-
module. Generators are the symbols [a] = [a1, ..., an] With a = a1e1 + -+ + ape,
where a; € A*, the symbol [a] representing the SL,,(A)-orbit of (eq, ..., en,a). The
relations are

n

0 = dnta(er, s enya,b) = (=1)" 0] = (=1)"[a] + (1) ((=1)" a;)[M' (a) "]
i=1

where b; = \ja; with \; # /_\j for ¢ # j. This can be written as

n

Bl = [a] =D e {ai)[M*(a) 0.

i=1

Remark 5.8. We compute the determinant of [aq, ..., a,] as

detlay, ..an] = (=1)"(1) + X (—=1)*+1(det(es, .... 61, ..o, €n, a))
= (=D)™1) + X () H(=1)" a;)

where a = a1e1 + - - - + ane,. For instance,

det[a, b] = (—a)— () +(1)
detla,b,c] = {(a)— (=b) + {(c) — (1).

Let S>1(A) = €D,,5, Sn(A) C S(A) be the ideal of positive degree elements, and
define the graded ideal S(A)¢ of decomposable elements as

S(A)¥ec = S5 (A) - S>1(A) C S(A).
The algebra of indecomposable elements is the quotient
S(A)™ = 5(A)/S(A)"

We will show in Proposition .14 that ¢~1S"4(A) = 0 for n > 3. The proof
requires the complexes C(V, W) from [NS89| §3] which we recall now. Let V and W
be finitely generated free A-modules. Let Uy, (V, W) = U, (V) x W™ C Up, (VO W)

be the set of sequences
V1 V2 Um
wy) \wz) 77 \wm

with v; € V and w; € W such that (v1,va, ..., v,) can be completed to a basis of V.
Let C,(V,W) = Z|U,,(V,W)] be the free abelian group generated by U,,(V, W),
and define a differential d : Cp,(V,W) — Cp—1(V,W) as in BI)). In particu-
lar, C(V,W) is a subcomplex of C,,(V @& W), and C(V,0) = C(V). Note that
Cpn(V,W) =0 for m > rkV where rkV denotes the rank of the free A-module V.
The group
B GL(V) 0
ARV, W) = (Hom(v, w) 1W)
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acts on U, (V, W) by multiplication from the left making the complex C'(V, W) into
a complex of left Aff(V, W)-modules. For rkV = n let

Zn(V,W) =ker(d: Cp(V, W) = Cr—1 (V,W)).

Lemma 5.9. If n = rkV, then the canonical map of complexes of Aff(V,W)-
modules

Zn(V,W)[n] = C(V,W)

is a quasi-isomorphism.
Proof. This is NS89, Corollary 3.6]. O

The determinant map Aff(V,W) — A* makes Z[A*] into a right Aff(V,W)-
module. Write S(V, W) for the group

S(V,W) = TorA VW7 A*), C(V, W) = Z[A*] @ancv.w) Zn(V,W).

Lemma 5.10. Let V., W be finitely generated free A-modules with n =rkV. Let
n < ng and o € Z[A*] as in (x). Then for 0 < p < ng, the inclusion C(V) =
C(V,0) C C(V,W) induces isomorphisms

o~ Tor§EV)N(Z[A*], C(V)) = o7 Tord®VW(z[4*], O (V, W)).
In particular, the inclusion 0 C W induces an isomorphism A*-modules
oIS(V) =5 oISV, W).

Proof. The proof is the same as in [NS89, Proposition 3.9] replacing [NS89, Theorem
1.11] with Theorem 2.4 O

If n=rkV and m = rk W | then concatenation of sequences defines a map
Zpn(V,W) @ Zy(W) = Zpgm(VOW)

(whZwn) ® (yemzm) = (0 an S0 0)

which induces a well-definied multiplication
S(V,W)Q Zp(W) — S(VaeW).
Similarly, concatenation defines a product
Zm(W) ® S(V,W) - SVaew)

(21, zm) ® (Gin) = (O 0 i),

Proposition 5.11. Let V, W be finitely generated free A-modules with tk W = m.

If tkV < ng and o € Z[A*] as in (x), then the map p : S(V,W) — S(V) induced
by the unique map of A-modules W — 0 yields commutative diagrams

oSV, W) ® Z(W) —= 0~ 1S(V & W) ~—— Zp(W) @ 0~ 1S(V, W)
p®1l / \ l]*@p
o 1SV W)® o tS(V)

Proof. This is because the diagrams obviously commutes when the isomorphism
p:o 1S(V,W) — o=1S(V) is replaced with its inverse given in Lemma[I0 O
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Lemma 5.12. Let ng > n > 2 and o € Z[A*] as in (x). Then for ai,...,an,b € A*
and 1 < i < n we have in o~ 1S(A)"d

[a1, ..., ba;, ...,an] = (b)[a1, ..., an).

Proof. Using Proposition[5.11] the proof is the same as in [HT10, Theorem 6.2] and
INS89, Proposition 3.19]. We omit the details; the case n = 3 is explained in more
details in Lemma [B.T3] below. O

We will need a slightly more precise version of Lemma [5.12] when n = 3.

Lemma 5.13. Let ng > 3 and o € Z[A*] as in (x). Then for all a,b,c, A € A*, the
following holds in o=1S5(A) modulo S1(A) - So(A).

(1) [Aa,b, ] = (MN)]a, b q]

(2) [a, Ab,c] = (A)[a, b, c] + S2(A) - []
(3) la,b,Ac] = (N)[a, b, c] + 52(A4) - [A]
(4) [a,b,c] = (abc)[1,1,1] + S2(A) - [d].

Proof. To prove (), write x = Aaey + bea + ces and note that

[Aa,b,c] — (Ma,b,c] = d{(e1,ea,e3,z) — (Ne1,ea,e3,x)}
= (e1 — Aep) - d(eq,e3,)
= —P\] . [b,C] €515

where the last equality follows from Proposition B.111
To prove ([2)), write x = ae1 + Abea + ces, u = aey + A\bea and note that

[a, Ab,c] — (N)a,b,¢] = d{(e1,ea,e3,2) — (€1, Aea, e3, )}
= (ea — Aea) - d(u,es3,z) —d(er,u)(ea — Nea) - d(es, x)
+{u(ea — Xe2) + (e2 — Aea)u} - d(es, x)
€ S1-S2+ 82 [c]+ S2-[c]

where the last line follows from Proposition 5111
To prove @), write x = aej + bea + Aces and note that

[a,b, Ac] — (N)a,b,¢] = d{(e1,ea,e3,2) — (e1,€2,Aes, x)}
= (ea—e1) - {z(es — Ae3) + (e3 — Ae3)z}
—{(e1,e2) + (e2 —e1)x} - (e3 — Ae3)
€ 5152485 -[A]

where the last line follows from Proposition 5111
Finally, to prove (), we note that modulo S - S we have

[a,b,c] = (a)[1,b,c]

= (ab)[1,1,c] + Ss - [c]

= {abc)[1,1,1] 4+ S3 - [¢]

in view of (), ) and (@). O

The rest of the section is devoted to the proof of the following.
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Proposition 5.14. For 3 <n <ng and o € Z[A*] as in (x) we have
o 18, (A = 5718, (A).

Keep the hypothesis of Proposition 514l Let %1 (A) be the free Z[A*]-module
generated by the set of units a € A* with @ # 1. Define X(A) as the tensor
algebra of ¥1(A) over Z[A] with 31 (A) placed in degree 1. So, ,,(A) is the free
Z[A*]-module generated by symbols [a1, ..., a,] with a; € A* such that a; # 1, and
multiplication is given by concatenation of symbols. Similarly, let 3, (A) be the free
Z[A*]-module generated by the set of all units a € A*. Define $(A) as the tensor
algebra of 1 (A) over Z[A] with 3 (A) placed in degree 1. Consider the diagram
of graded Z[A*]-module maps

(5.9) S(A) —E= 5, (A) — - 7[A%) [T

S(A) —Es Gy, (A) —= o, (A)ind

where the maps are defined as follows. The map L : ¥(A) — 22*(A)~is the Z[A*]-
algebra map induced by the Z[A*]-module homomorphism 31 (A) — ¥o(A) defined
on generators a € A* of ¥1(A) by
L(a) = (-1)[1 —a,1] = (a)[1 —a" ", a™ "]+ [1,1].
The map R : 3(A) — S2.(A) is the Z[A*]-algebra homomorphism induced by the
Z[A*]-module homomorphism
Y1(A) — S2(A) : [a] = R(a) =[1,q].

The map IT : Xy, (A) — Z[A*][T?] is the Z[A*]-algebra homomorphism which is the
even part of

Y(A) = ZIAY][T] : [a1, ...y an] = (a1 -+ an)T™.
The middle and right vertical maps are the Z[A*]-module homomorphisms
p:En(A) = Sn(A) < [a1, ..., an)] = [a1, ..., ]
and _
q:Z[A*]-T™ — S, (A T 1, .., 1].

Lemma 5.15. The diagram (5.9) commutes in degrees < mg after inverting o €
Z[A*].

Proof. Commutativity of the right hand square follows from Lemma The
proof of the commutativity of the left hand square is the same is in [HT10, Lemma
6.6] and we omit the details. O

Lemma 5.16. Proposition is true for n > 4 even.

Proof. Set d =n/2. So d > 2. The composition of the two lower horizontal maps
in diagram (5.9)) is zero in degree d since X is decomposable in degrees > 2. The
right vertical map in that diagram is surjective in degree d after inverting o, by
Lemma 512 For any r > 1, when extending scalars along Z[A*] — Z[A* /A™], the
composition of the top two horizontal arrows in the diagram becomes surjective.
Forif a € Ais a unit with @” # 1 then 1 —a™" =a”" — 1 in A*/A™, and hence

IL(a") = (~1){1 —a") — (a"}{1 —a~"Ma"") + 1 =1 € Z[A*/A™].



EULER CLASS GROUPS 33

It follows that (ITo L) ® 4« Z[A*/A™] is surjective in degree 1 which implies surjec-
tivity in degrees ng > n > 1. We have thus shown that

(5.10) o018, (A)" @ 4. Z[A* JA™] =0

for all » > 1.

Taking the image of the filtration (5.3)) in 015, (A)"¢ defines the filtration 0 C
Find c .. C F{t = 0719,(A)™? with quotients E;°, (A™)"? = Find /Find | sub-
quotients of o~'E} (A™). Since the edge map det : S, (A) — EgS, = Ej,, = Z[A*]
sends the decomposable element [—1,1]¢ to det([—1,1]¢) = (det[—1,1])¢ = (1)¢ =
(1), we have E§S, (A™)™? = 0. Moreover, E5S, | (A™)™ =0aso 'E],,_,(A") =0.
For 2 < r < n, the A*-module £, (A")™4 is a subquotient of c"1E},  (A") =

H,.(SL,A) and hence a Z[A* /AT*j-I;lodule. Using (510), induction on r shows that
Eﬁf’n_r(A”)i"d =0 for all 7. Hence, 0715, (A)"? = 0. 0

Lemma 5.17. Proposition is true for n odd.

Proof. Let n = 2d + 1 be odd with d > 1. Choose A, A1, ..., \q € A* such that
i # Aj fori # j, Ay # XNi+ A fori,j = 1,...,d. This is possible since A has infinite
residue field. For i =d +1,...,2d set \; = A, — Ap—;. Then \; € A* and \; # S\j
for 1 <i#j<mn.Forl<ij<nwehave \; — A\ = —(A—j — Ap—;). Since n is
odd, for ¢ # n we therefore find

Qo = 2N [T v =2) = =DsiQn = Ans) [T 5 = 2nsa).

j#i,m j#ENn—i,n
The equation from Proposition B.7 with a; = ... = a,, = 1 together with Lemma
F.I2 then implies that —1 = 0 in the group o~1S,(A)"™?. Hence this group is
Z€ro. O

5.3. The Steinberg relation and Hy(SL2A).

In this subsection, A is a commutative local Ting with infinite residue field.
Definition 5.18. We define S(A) as the quotient left S(A)-module
S(A) = S(4)/ (S(4) - [-1,1]).

Recall the canonical maps
(5.11) B
H,(SL,(A),SL,-1(A)) — D,ll_lyl(A) — F_11(A™ 1) € S,(A) = S, (A).

all but the last of which were defined in Subsection 5.1} and the last is the natural
surjection.

Lemma 5.19. Let 2 < n < ng and o € Z[A*] as in (x). Then the map (511
induces isomorphisms of A*-modules

o~

Hp(SLu(A), SLy_1(A)) = 07 F,_11(A") = 0715,(A).

Proof. The first isomorphism was proved in Lemma [5.41
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For the second isomorphism, recall from the proof of Proposition 3.5 the map of
complexes 1 : C(A"~2)[-2] — C(A™) which induces maps of short exact sequences

0 Fpms4,5-3(A"7?) = 0T Fsia s 2(AMTY) 0 THERS 4 o 5 (A7T)

Ly Ly Ly
o _si15-1(A") — o E, s s(A™) — U_IEZS&S(A").

For s = 2, the right vertical map is an isomorphism and the upper left corner
is 0. It follows that the the middle map is injective with cokernel the lower left
corner 0~ 'F,,_11(A™). Since the right vertical map is an isomorphism for s > 2,
it follows by induction on s that ¢ : 07 1F, 125 2(A"72) — o7 1F,_;(A")
is injective with cokernel 0 ~1F,,_;1(A™). The case s = n is the isomorphism
o1 F,_11(A") = 0715, /1¥(Sn—2). Since the map 1 is right multiplication with
[—1,1], we have ¥(S,_2) = Sp—2 - [—1,1] and we are done. O

Remark 5.20. [NS89, Remark 3.14]. Let n > 1. We describe a standard procedure
which allows us to represent an arbitrary element in S,,(A) as a sum of generators
[a1,...,an]. Take an arbitrary cycle

r = an(al) € Z,(A")

with n; € Z[A*] and o; € GL,(A) and find a vector v € A™ in general position
with the column vectors of «; for all i. Then

z=(-1)"d(z,v) = (=)™ _nid(as,v).
We have
(a’iav) = Q- (ela "'aenao‘;lv) = <az> ! (ela ...,en,Oé;I’U) mod SLH(A)

where (a;) € Z[A*] denotes the determinant of «;. Hence,
r=> mila;) = (=1)" Y nifa)o; ],

Proposition 5.21. The map

T’n, : SH(A) - KyW(A) : [a17 ---,Cl,n] = [(1,1, ---,Cl,n]
defines a map of Z[A*|-algebras T : S(A) — KMW(A) sending S(A) - [-1,1] to
zero. In particular, it induces a map of left S(A)-modules

S(A) — KMW(A).

Proof. The map S,(A) — IA(,Il‘/[W(A) given by the formula in the proposition is
a well-defined map of Z[A*]-modules in view of Propositions 57 and In
order to check multiplicativity of this map, take x = >, m;(a;) € Z(A™) and
y=>_;1;(Bj) € Zn(A") with m;,n; € Z[A*] and «; € GLn(A) and B; € GLn(A).
Choose vectors v € A™ (and w € A™) which are in general position with respect to
a; (and f; respectively). Then (v,w) € A™*™ is in general position with respect

to the frames a; ® 3, = (O{f ;j ) By Remark 520} we have in S(A)

Ty = mej(ai ® B;) = mej<ai @ﬁjﬂa;lv,ﬁ;lw]



EULER CLASS GROUPS 35

whereas

z= meai) = Zmz—<ai>[a;1v]

y = an(ﬂj) = Z%(Bj)[ﬁ{lw]-

This proves multiplicativity. Since [-1,1] =0 € KW, we are done. O

Lemma 5.22. For arbitrary ay, ..., a, € A*, the following formula holds in S, (A)

k
[ai]---[an] = Z (—1)k<Hais>[al,...,l,...,l,...,an]
s=1

1<ip < <ipg<n
where the summand [a1,...,1,...,1,... ay], corresponding to the index (i1, ..., i),

is obtained from [ay,...,ay] by replacing a;, with 1 for s =1,..., k.

Proof. We have [a] = d(e1,ae1) = (aey) — (e1). Hence,

[ad] - [an] =TI ((ase) = (ed)

El§i1<___<ik§n(—1)"_k(el, ey By €y s @iy €ipy weeey €n)

The vector v = aje; + - - - + ané, is in general position with respect to this cycle.
Hence,

@l o= Y (CDMadag!

where o, .. i, is the matrix
Ay iy = (61, TR PRI s Qg €ipy weens €n) S GLn(A)

. . T
Since v = ;. 4, - (@1, 1,51, yan)” and det oy,

done. O

Lemma 5.23. For \ € A* such that \ # 1, the element
s(A) =1—=(1—=X) —(\) € Z[A"]
acts as a unit on the A*-module Ha(SLa(A)).

Proof. The proof is essentially contained in [Maz05, §2]. Let (ai,...,a,) be a se-
quence of units a; € A*. Then a sequence (v1, ..., v,) of vectors v; € A™ is in general
position if and only if the sequence (ajv1, ..., a,;v,) is in general position. For r > 1
we can therefore define the set PU,(A) as the quotient of the set U,(A) by the
equivalence relation (vy,...,v,) ~ (a1v1, ..., a,v,). We define the complex PC(A™)
by

PC,(A") = Z[PUr41(A™)]

for r > 0 and PC,.(A™) = 0 for r < 0 (note the shift in degree compared to C,.(A™)
The differential PC,.(A™) — PC,_1(A™) is given by the same formula as for C,.(A™
The action of GL,,(A) on A™ makes the complex PC(A™) into a complex of G L,, (A)-
modules. The unique map PU; — pt defines a map of complexes PC(A") — Z of
GL,(A)-modules where pt is the one-element set. The proof of Lemma shows

).
).
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that this map of complexes induces an isomorphism on homology. Hence, for n > 1
the homology of

L ~ L ~
(5.12) Z ®s1, PC(A™) ~ Z[A*] ®¢r, PC(A™)
computes the homology of SL,(A). Let PC<,.(A") C PC(A™) be the subcomplex
with PC<,(A"); = PC;(A™) for i < r and zero otherwise. This defines a filtration

L -
on (BI2) by the complexes Z[A*] ®¢r, PC<,(A™) of Z[A*]-modules and thus a
spectral sequence of Z[A*]-modules

EL (A") = Hy(Z[A"] Ear, PCo(A™)) = Hyyo(SLa(A))

with differentials d" of bidegree (r — 1, —r). For 1 < g < n, the group SL,(A) acts
transitively on the set PU,(A™) with stabilizer at (ep—g+1, ..., €) the group

PAfSE (A) =

q,n—q

{(M 9)| M € GLn_4(A), D € Ty(A),N € My ,_y(A), det MdetD =1}

where (A*)? = T,(A) C GL4(A) is the subgroup of diagonal matrices. By [Hut90,
Lemma 9] (whose proof works for local rings with infinite residue field), the inclusion
of groups

{(M9)| M € GL,—4(A), D€ T,(A), det Mdet D =1} C PAF>L_ (A)

q,n—q

induces an isomorphism on integral homology groups. For n = 2 and ¢ = 1, 2, the
left hand side is A* and thus, its homology has trivial A*-action. Thus, A* acts
trivially on E} (A?) for ¢ < 1. It follows that A* acts trivially on E>% (A?) for
q < 1. In particular, the element s()) acts as —1, hence as a unit on E;S, (A?) for
g < 1. To finish the proof of the lemma, it suffices to show that s(\) acts as a unit
on the cokernel of the Z[A*]-module map

(5.13) d': Ej 4(A%) — Ejo(A?).
As a GLa(A)-set we have
PU3(A%) = GLy(A)/Da(A) - (e1, €2, 1 + €2)

where Dy(A) = A* - 1 is the group of invertible scalar matrices. It follows that we
have isomorphisms of A*-modules

E;5(A%) = ZIA*) ®cr, Z[PU3(A”)) 2 Z[A"] @ p, Z 2= Z[A* |A™]

where 1 € Z[A*/A?*] corresponds to 1 ® (e1, ez, €1 + €3) € Z[A*] ®ar, Z[PUs(A?)).
As a GLa(A)-set we have

]PU4(A2) = |_| GLQ(A)/DQ(A) . (61,62,61 + eq,aeq +b€2).
a,bEA*, a#b
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The map (5I3) sends the element (eq, e2, €1+ €2, aer +bes) to the following element
in E&)Q (A?)

= ((=(b—a)a) = ((a = b)b) + (ab) — (1)) - (e1, €2, €1 + €2).

It follows that the cokernel of the map (5.13)) is the quotient of Z[A*/A?*] modulo
the A*-submodule generated by ((a—b)a)— ((a—b)b) + (ab) — (1) whenever a,b € A*
with @ # b. Setting a = 1 and b = \, we see that s(\) = —(\(1 — \)) acts invertibly
on the cokernel of (513). O

The following proposition shows that the Steinberg relation holds in o1 S5(A).

Proposition 5.24. Let 2 < ng and let o € Z[A*] as in (x). Then for any \ € A*
such that X # 1 we have in the A*-module 0=1S3(A) the following equality

AL =A] = ({1 = A)) - [=1,1].
Proof. By Lemma [5.22] we have
AT =A=[N1T=X=0=XXN1] = N\[1,1=A+ A1-=I)[1,1].
Recall from Proposition [5.7 that for a, 3, s,t € A* with & #  we have

(5.14) a5, 8] — [5,] = (£} (e — B)3, 8] — (~8)[(6 — @)1, .

Setting a = 1 —bA"!, B =1, s =a), t = b (where \ # b) in (5.14)), we obtain
(5.15)  [ak —ab,b] — [a\,b] = (BY[—ab, 1] — (—aX)[B2A"L,1 — bA7Y],
Setting « = A\, 3 =05, s =a and t = 1 (where A # b) in (5.14)), we obtain
(5.16) [aX, b] — [a,1] = [aX — ab,b] — (—a)[b— X, A].

Adding equations (5I5) and (5I6)), cancelling common summands and multiplying
with (—a~!) we obtain

(5.17) (—a™ D) [—ab, 1] + (—a H]a, 1] = (N [BPAH 1 —bA +[b— N ).

for any a,b, A € A* with A # b. Note that the right hand side of (5.17) is indepen-

dent of a € A*. Hence, so is the left hand side and thus it equals its evaluation at
a = —1, that is, we have

(—a~tb)[—ab, 1] + (—a " Y)[a, 1] = (b)[b, 1] + [~1,1].
Therefore,
(5.18) [—ab,1] = —(b"Y[a, 1] + (=a)[b, 1] + (—ab~")[-1,1],

for any a,b € A* (as we can always choose a A € A* with A # b). Replacing b with
—b in equation (5.I7) we see that the expression (a=1b)[ab, 1] + (—a"1)[a, 1] does
not depend on a. In particular, it equals its evaluation at a = 1, and we have

(@™'b)lab, 1] + (=a™")[a, 1] = (b)[b, 1] + (~1)[1, 1],
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that is,
(5.19) [ab, 1] = —(=b"Y[a, 1] + (a)[b, 1] + (—ab™1)[1,1].
For b =1 this yields
(5.20) la,1] = —(=1)[a, 1] + (a)[1,1] + (—a)[1,1].
Setting s =a, « = A\, t = 3 =1 (where \ # 1) in (5.14)), we obtain
[Aa, 1] = [a, 1] = [(A = D)a, 1] = (=a)[(1 = A), A]

that is,
(5.21) (—a)[1 =X\ A =[(A—1Da,1] — [Na, 1] + [a,1].
Together with equations (BI8)) and (EI9) this yields

(=a)[1 =X A

= Q=MD 1]+ (=a)I = A\ 1]+ {=a(l = A)7H[-1,1]
+H(=ATHa, 1 = (@)[\ 1] = (—aA™H[L, 1] + [a, 1]
= (1= ={A=N)"1))[a1]

H(=a) - (L= A1+ (1 = N)"H=L1] = (DA 1+ (=A7HIL]).

It follows that the expression
=@ =2"" =) (=a"Na,1]
does not depend on a. In particular,
(5.22) {1 =N =} {(=a™Na,1] = [-1,1]} = 0 € S2(A).
Since det[a, 1] = (—a), we have
(—a"Ha,1] = [~1,1] € o~ ker(det : Sy — Z[A*]) = 0 ' Fa g = Ha(SL2A),
where the equality o1 F} o(A?) = Ha(SL2A) follows from Lemma .19
By Lemma [£.23] the first factor in (5:22) is invertible in H3(SL2A) as square
units act trivially on that group. Hence, we have (—a=!)[a, 1] —[-1,1] = 0 € S2(A)
for all a € A* and therefore,
(5.23) [a,1] = (a)[1,1] € 071 S5(A).
Setting s =t =a =1, f = A with A # 1 in (5.I4)) yields
LAl = [LA] = [(1 = A), Al = (=)A= 1,1].

Putting this into (5.2I)) with a = 1 yields the equation in o =155(A)

(5.24) 1,A] = —(=1)[A\ 1]+ [1,1] + (—1)[1,1].
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Finally, putting @ = —1 in (5:21) and using (5.24) we find for A\ € A* with X\ # 1
the equation in o~1S5(A)
1= AA = = A1) = {1 = N[LA]+ (1= N1, 1]

(IEI:E) =M1+ [-1,1] = [-A1] = (A1 = A\ 1]

(=N (=EDM A+ L]+ EDL ) + (= N[, 1]
gzg THE QA=) ={1=X) - [
= (1= +QA1=2)=1T=1) [-1,1]
= (=2 [=11].
Replacing A with 1 — A yields the desired result. O

Lemma 5.25. Let 2 <n <ng and o € Z[A*] as in (x). Then the localization map
induces an isomorphism

KMW(4) =5 o 1KMW (A).

Proof. Since ng > 2, the number ¢ in () is even and o = s, acts as 1 on
KMW(A) for n > 2 since square units act as 1 on it (Lemmal4] (@) and (o) = 1.
Therefore, KMW(A) = o 7L KMW (A). O

Corollary 5.26. Let 2 < n < ng and o € Z[A*] as in (x). The following map is
well-defined and an isomorphism A*-modules

EMY(A) =5 67185(A) : [a,b] + [a] - [0].
The inverse isomorphism is the map Ty : 0 1S3(A) — o L KMW(A) = KMW (A)
from Proposition [5.21].

Proof. The map is well-defined, by Proposition B.24l It is surjective, by Lemma
5120 It follows from the multiplicativity of the map in Proposition [5.21] that the
composition KW (A) — 07155(A) — KW (A) is the identity. This proves the
claim. O

We have proved the following presentation of Ho(SL2A). Different presentations
were given in [Mat69, Corollaire 5.11], [Moo68, Theorem 9.2], [vdK77, Theorem
3.4].

Theorem 5.27. Let A be a commutative local ring with infinite residue field. Let
I[A*] C Z[A*] be the augmentation ideal, and write [a] for (a) — 1 € I[A*]. Then
there is an isomorphism of A*-modules

Hy(SLaA,Z) = I[A*] @4 1[A]/{[a] ® [1 — ]| a,1 — a € A*}.

Proof. Recall that the right hand side is K. MW (A), by definition. The isomorphism
in the theorem is the composition of isomorphisms

HQ(SLQA) i 0'_1F1)1(A2) i} 0_15’2 i Ké\/[W(A)
from Lemma [5.19 and Corollary [5.26] O
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Remark 5.28. For any a,b € A* we have in 0~ 1S5(A) the following equality
[a,b] = [a] - [b] + ({=a)} + (a) — (ab))[-1,1].
This follows from the isomorphism

(det, Ty) : 071 55(A) = o1 Z[A*] & KXW (A).

5.4. Centrality of [-1,1] and H,(SL,A,SL,_1A).

In this subsection, A is a commutative local ring with infinite residue field.
Definition 5.29. For A € A* with \ # 1, we define the element 3, € S3(A) as
Brn = [L,L1=XA—-[1,1=X\1]+[1,-\1]

=X N1+[1-X1,1] - [-A1,1).
Note that det 8y = 0, by Remark 5.8
Lemma 5.30. For all a, A € A* such that X # 1 we have in S3(A) the equality
[=1,1] - [a] = [a] - [-1,1] = ((a)) - Bx-
Moreover, By = B, for all \,;n € A* with A, p # 1.
Proof. Let u be the element u = d(eq, e3,e3 — e2) € Za(Aeq + Aes). We have

(1,1} [a] = [a] - [-1,1]
= d(e1,e2,ea —e1) - (ae3 —e3) — (aeq —e1) - d(ez, e3,e3 — e3)
= u-(ae; —e1) — (ae; —e1) - u
= {ler)-u—wu-(e1)} —{(aer) - u—u-(ae1)}
= (@){u-(e1) = (e2) - u}.

We need to show that 8y = w - (e;) — (e1) - u. Note that the right hand side is
independent of X\. The vector v = (1, —\,1)7 is in general position with respect to
the vectors e, ea, €3, €3 — ea occuring in u(e;) — (e1)u. Therefore, we obtain the
equality u(e1) — (e1)u = d{(e1,u,v) — (u,e1,v)}. In C4(A3)/SL3(A) we have

(e1,u,v) = (e1,e3,e3 — e2,v) — (e1,€2,€3 — €2,v) + (e1,€2,€3,v)
= (615627637’01) - (615627637’02) + (615627637’03)

where v; = (1,1 =X\, N7, vy = (1,1 =\, 1) and v3 = v since matrix multiplication
with (e1,es,e3 — e2), (e1,€2,e3 — €2) € SL3(A) yields v = (e1,e3,e3 — e2)v1 =
(e1,e2,e3 — e2)vy. Similarly, we have in Cy(A3)/SL3(A)

(u,e1,v) = (es,e3 —e2,e1,v) — (e2,e3 — €2,€1,v) + (e2,€3,€1,v)
= (615627637’04) - (615627637’05) + (615627637’06)

where vy = (1 =\ \ 17, v5 = (1 — A, 1,1)7 and vg = (=), 1,1)7 since matrix
multiplication with (es, es — e, €1), (e2,e3 —ea,€1), (ea,e3,e1) € SL3(A) yields v =
(e3,e3 — ea,e1)vg = (e2,e3 — ea,e1)v5 = (€2, e3,e1)vg. The result follows. O
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In view of the independence of A\ we will write 3 for 8. Write S2(A) for the
kernel of the determinant map det : S, (A) — Z[A*].

Lemma 5.31. Let ng > 3 and o € Z[A*] as in (x). Then
B e tSi(A)-SIA) C o tS3(A).

Proof. To simplify notation I will write S,, for 0=15,,(A). From the definition of 3
and Lemma [B.T3] @) we have in S5 modulo S2[A] + 5152 the equality

B={{A=2)N ==+ -((1=-NN)+1T=X)—=(=AN}-[1,1,1]=0.

Therefore, 3 € Sa[\] + S152. By Remark 528 we have So = Z[A*] - [-1,1] +
5151, and hence, § € Z[A*] - [-1, 1][A] + S1.S2. Since det[—1,1] = 1, we have the
decomposition Sy = S9 + Z[A*] - [-1,1], and thus, 8 = 7 - [-1,1][\] + ¢ - [-1,1]
modulo 5159 for some r € Z[A*] and ¢ € S; (depending on \). Since det 3 = 0
we can compare determinants and use det(5159) = det(S7)det(S9) = 0 to find
¢ = —r[)\]. Hence, for all A € A* with A # 1 there is 7 € Z[A*] such that

(5.25) B=r-{(\)-B mod S;S3.

Since det 8 = 0, we have 8 € S9 = 071 F» 1(A3) = H3(SL3A, SLyA). Since square
units act trivially on Hz(SL2A) and cube units act trivially on H3(SLsA), the
exact sequence

Hg(SLgA) — Hg(SLgA, SLQA) — HQ(SLQA)

implies that for all a,b € A* we have ((a?))((b?)) - H3(SLsA,SLyA) = 0. In
particular, {(a?))((b®)) - 8 = 0. Now choose a,b € A* such that a*,b> # 1. This is
possible since A has infinite residue field. From (525) we infer that

B =mrir((a®))((b*)) - B =0 mod 5,55
Hence, 3 € $1.59. ([l

Lemma 5.32. Let ng > 3 and o € Z[A*] as in (x). Then
B S Uﬁngyo(AB).

Proof. To simplify, write F, 4, E, ;, D, , and S, also for their localizations at o.

Since det 8 = 0, we have 3 € ker(det) = F} 2(A?) = Fy1(A%). So, we have to show
that S is sent to zero under the map (when n = 3)

(5.26) Foo11(A") = B2 1(A") = E72171,1(An) - Erllfl,l(An)

which is well-defined for n < ng, by Lemma [3.4] and Proposition By Lemma
5.4 @), this is also the map D}, ; ;(A") — E}_, ;(A™). For n = 1, this map is the
map [[A*] = Z[A*] : [a] — ({a)). Taking the direct sum over n, the map (B.26]) is
part of a B(A)-bimodule map

D Fri@) = P Ei(AM= D o Tt (ZIAT], Cr(AM)]L]),

0<n<ng 0<n<ng 0<n<ng

by Subsection 5.1l Consider the embedding

1 * 1
GL,-1(A) — (O GLnA) M — (O M)
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of GL,,_1(A) into the stabilizer at ey of the GL,,(A)-action on U (A™). By Theorem
2.4l the inclusion induces an isomorphism

@ o ! TorGL" YZ[A @ o~ Tory " (Z[A*], C1(A™)[1])
0<n<ng 0<n<ng

of A*-modules. This map is also a map of right B(A)-modules. The composition
of the B(A)-bimodule map and the inverse of the right B(A)-module map defines a
right B(A)-module map

i= P 6 P Focra(@)— P o' Torgly (2[4, 2).
0<n<ng 0<n<ng 0<n<ng

We have to show that d3(3) = 0.
I claim that the following diagram commutes (all localized at o):

T3

(5.27) $189 s Py € Ss K31 (4)

|

F2 1 —> HQ(SLQA) - SQ —> KMW(A)

To see this, note that the A*-module S;.59 is generated by products [a] - v where
a € A* and v € S9. We have S§ = By(A), and thus, v € By(A). Since § is a right
B(A)-module morphism and T is a map of rings, we have

T2d3([a] - v) = Ta(61([al) - 7) = Ta(((a)) - ) = ({@)) T2 (v)

since d1([a]) = ({a)) as shown above. On the other hand

n-Ts([a] - v) =n-Ti(la]) - T2(v) = n - [a] - Ta(y) = {{a))T2(7).
So, the diagram does indeed commute.

Since [1] = 0 € KMW(A) and T is multiplicative, the definition of 3 yields
T3(8) = 0. By commutativity of diagram ([B.27), we have T2d5(8) = 0. By (the
proof of) Theorem 527 the map Ty : Ho(SLyA) — KMW(A) is an isomorphism.
Hence, §3(3) = 0. O

Lemma 5.33. Let ng > 3 and o € Z[A*] as in (*).
(1) A% acts trivially on o=151(A)SS(A).
(2) A* acts trivially on F30(A) No~1S1(A)SY(A).
In particular, for all a € A*, we have
((a))-B=0 € o tS3(A).

Proof. Since square units act trivially on =189 = Hy(SLyA), this shows part ().
The group of cube units A%* acts trivially on ¢ 1F3,0(A3) as this group is a quotient
of H3(SL3A). Hence, if v € F50(A)No~151(A)SY(A), then (a?)y = v = (a3)7y and
thus, (a)y = ~. This proves part ({2]).

By Lemmas [5.31] and (.32 we have 3 € F30(A) No~151(A)SY(A). Hence, for
all a € A*, we have (a)§ = 0§, that is, ((a)) - 8 = 0. O

Proposition 5.34. Let ng > 3 and o € Z[A*] as in (x). Then for all a € A*, we
have in 0=1S5(A) the equality

[a] - [-1,1) = [-1,1] - [a].
Proof. This follows from Lemmas and [5.33 O
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For a graded ring R = @, -, Rn, denote by R<,, the quotient ring which is R;
in degrees i < n and 0 otherwise.

Corollary 5.35. Let ng > n > 3 and o € Z[A*] as in (x). Then the element [—1, 1]
is central in 0=1S<,(A). In particular,

07 S<n = 07 S<n(4)/S<n—2(A)[-1,1]
is a quotient algebra of c=1S(A).

Proof. Centrality follows from Proposition (.34 in view of Proposition [(5.14] and
Lemma The claim follows. O

Proposition 5.36. Let 2 < n < ng and o € Z[A*] as in (x). Then the following
map is a well-defined isomorphism A*-algebras

KMW(A) =5 07182,(A) : [a,6] = [a] - [B].
with inverse the map T<p, : 0~ S<n(A) = o P KXW (A) from Proposition 5211

Proof. The map is well-defined, by Proposition It is surjective, by Lemma
and Proposition 514l It follows from the multiplicativity of the map T that
the composition o ' KMW (A) = 0715, (A) = o ' KXW (A) is the identity. This
proves the claim. B B (I

The following proves Theorem[[.Hlin view of Theorem I8 Recall our convention
for SLo(A) from the Introduction so that H,(SL,A) = H.(GL, A, Z[A*]) for n > 0.
We set SL,(A) = GL,(A) =0 for n < 0.

Theorem 5.37. Let A be a commutative local ring with infinite residue field.
(1) Then H;(SL,(A),SL,—1(A)) = 0 for i < n and the maps in Proposition
5217 and Lemma 519 induce isomorphisms of A*-modules for n >0
Hy(SLy(A), SL_1(A)) = KMW(A).
(2) If n is even, then the natural map
H,(SL,(A)) = H,(SL,(A),SL,_1(A))
is surjective and inclusion SL, 1A C SL,A induces an isomorphism
H, 1(SL,—1A) 2 H, 1(SL,A).
Proof. For i < n, the vanishing of homology follows from Theorem 3.9 as sr(A4) = 1
and E,(A) = SL,(A).
The statement of the theorem is clear for n < 1. So, assume n > 2. For
2 < n < ng, the identification with Milnor-Witt K-theory follows from Proposition

£.30] together with Lemma [5.19
For the second part, assume n is even. We have maps of graded Z[A*]-algebras

Tensgja+) Ha(SL2(A)) = B(A) = @ Ha(SLa(A)) = S(A) L KMW(4)
n>0
where Ho(SL2(A)) is placed in degree 2 and Ho(SLoA) = Z[A*], by our convention
for SLo(A). The composition is an isomorphism in degrees 0 and 2. Since the target
ring KMW (A) is generated in degree 1, its even part is generated in degree 2, and
the composition is surjective in even degrees. The claim follows. O
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Theorem 5.38. Let A be a commutative local ring with infinite residue field. Then,
for i >0, the natural homomorphism

is an isomorphism for n > i+ 2 and surjective for n > i+ 1. Moreover, for n > 2
there is an exact sequence

7, BGL (A) = m, BGL}(A) - KMW(A) - 7, 1BGL} (A) — m,_1BGL(A).
Proof. The theorem follows from Theorem (537 in view of Theorem B.1T1 O

5.5. Prestability.
In this subsection, A is a commutative local ring with infinite residue field.

This subsection is devoted to an explicit computation of the kernel and cokernel
of the stabilization map in homology at the edge of stabilization as was done in
[HT10] for characteristic zero fields.

Assume that A is a local ring for which the Milnor conjecture on bilinear forms
holds, that is, the ring homomorphism defined by Milnor [Mil70] is an isomorphism

(5.28) KM(A)/2= P I"(A)/ 1" (A)
n>0

where I(A) C W(A) is the fundamental ideal in the Witt ring of A. By the work of
Voevodsky and collaborators [OVV07] and its extension by Kerz [Ker09, Theorem
7.10], the map (5.28) is an isomorphism if A is local and contains an infinite field of
characteristic not 2. The map is also an isomorphism for any henselian local ring
A with % € A as both sides agree with their value at the residue field of A. Using
the isomorphism (5:28)) we obtain a commutative diagram

n

(5.29) KMW(4) s [n(A)

i i

KM(A) — = KM(4)/2.

n

In the following theorem we will assume this diagram to be cartesian. By [Mor04],
this is the case for fields whose characteristic is different from 2. This was gener-
alized in [GSZ15] to commutative local rings containing an infinite field of charac-
teristic different from 2. So, our theorem holds in this case.

Theorem 5.39. Let A be a commutative local Ting with infinite residue field. As-
sume that the map [2228) is an isomorphism and that the diagram [5.29) is cartesian
for alln > 0. Then for n > 3 odd we have exact sequences

H,(SL, 1A) = H,(SL,A) — 2KM(A) — 0,

0—-I"(A) - Hy,-1(SLp—1A) —» H,—1(SL,A) — 0.
The proof requires the following lemma.

Lemma 5.40. Let A be a local ring with infinite residue field for which (228) is an
isomorphism and the square (5.29) is cartesian for all n > 0. Then the following
hold.
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(1) The following sequence is exact
IV (A) G (A4) 7 KDY (4) = KL (4) = 0

where hy, and n, are multiplication with h =1+ (—=1) and 7, respectively.
(2) Forn >3 odd, under the isomorphism of Theorem[5.37, the boundary map

8n : Hn(SLnA, SLnflA) — anl(SLnflA, SLn,QA)

of the triple (SLpA,SLy_1A, SL,_2A) is multiplication with 7.
(3) The following square is bicartesian for n > 3 odd

Hy1(SLy_1A) Ho_1(SLnA)

i i

anl(SLnflA, SLH,QA) —> n—1 (SLHA, SLH,QA)

Proof. The sequence in (] is exact since it is isomorphic to the exact sequence

n

(5.30)  I" > KM OB 1 KM S ot KM s KM 0

in view of the cartesian square (5.29]).
We prove (2)). Under the isomorphism KXW (A) = KMW(A) for n > 2 proved
in Theorem ELT8 multiplication by 7 € KW (A) corresponds to the map

s KW (A) = KN (A) : [ar, o an] = ((@n)[ar, s @],
We will show that for all odd n > 1 the map in () is 7,. This is clear for n = 1.
The map
(5.31) B(A) = @ Ha(SL,A) — P K} (4)
n>0 n>0
is a Z[A*]-algebra homomorphism which is surjective in even degrees (Theorem

(E3T7). Moreover, the maps in (2)) assemble to a map of left B-modules
0: @ Hn(SLnA, SL, 1 A) = @D Ha(SLn(A), SL, 1 A) = KMV (A).

n>0 n>0

For n > 3 odd and [ai,...,an] € Hn(SL,A,SL, 1A) = KMW(A) choose a lift
be B,_1(A) of [a1,...,an_1] for the map (5.31). Then

On(lar, - an]) = b-O([an]) = b- ((an)) = ({an))la1; -, an-]-

This proves (2]).

We prove [B)). The horizontal maps in diagram (3]) are surjective because we have
H, 1(SL,A,SL,_1A) = 0. The left vertical map is surjective, by Theorem .37
It follows that the right vertical map is also surjective. The total complex of the
square in (B]) is part of a Mayer-Vietoris type long exact sequence with boundary
map the composition

Hy(SLyA, SLy_2A) %S Hy(SLpA, SLy_1A) 28 Hy_1(SLn_1A).

Thus, the square in (B)) is bicartesian if and only if 6, = 0. From (1) and (@)
we have Im(w,) = ker(n,) = Im(h,,). Hence, the square in (3]) is bicartesian if and
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only if d,h, = 0. For n = 3, the square in (3] is bicartesian since the vertical maps
are isomorphisms. In particular, dshs = 0. Now, the map

§: @D Hn(SLn(A), SLy_1A) = @D Hn(SLnA)
n>0 n>0
is a left B(A)-module map. Take [a1,...,a,] € KMW(A) = H,(SL,A,SL,_1A)
where n > 5 is odd. Then the element [a1, ..., a,_3] € KMW (A) lifts to b € B,,_3(A)
and
5n(h . [al, ceey an]) =b- 53h3([an_2, Ap—1, an]) =b-0=0
]

Proof of Theorem[5.39. From Lemma we have (using the notation of that
lemma)
ker (Hp,—1(SLp—1A) = Hy,—1(SL,A)) =Im(0,) = Im(n,) = I"(A)
and
coker (H,,(SL,,_1A) — H,(SL,A)) = ker(8,) = ker(n,) = Im(h,) = 2KM(A)

where the last equality follows because of the exact sequence of Lemma 540 ()
being isomorphic to (530). O

6. EULER CLASS GROUPS

Let X be a separated noetherian scheme, and denote by Openy the category
of Zariski open subsets of X and inclusions thereof as morphisms. For a simplicial
presheaf F : Open¥y — sSets on the small Zariski site of X, we denote by

[X, F]Zar = WO(FZGT(X))

the set of maps from X to F' in the homotopy category of simplicial presheaves
on X for the Zariski-topology [BGT3]. This is the set of path components of the
simplicial set Fzq,(X) where F' — Fgz,, is a map of simplicial presheaves which
induces a weak equivalence of simplicial sets F, — (Fzq ). on all stalks, z € X, and
Fyz.r is object-wise weakly equivalent to its fibrant model in the Zariski topology
[BGT3]. The latter means that Fz,,.(0) is contractible and Fz,, sends a square

UuV < U

(6.1) t t
1% ~— UnV

of inclusions of open subsets of X to a homotopy cartesian square of simplicial sets;
see [BGT3, Theorem 4].

Example 6.1. For the presheaf BGL,, defined by U — BGL,(I'(U,Ox)) write
Bz4+GL,, for (BGL,,)zar. Then Bz,GL,(X) is a (functorial) model of the clas-
sifying space B Vect,, (X)) of the category Vect, (X) of rank n-vector bundles on X
with isomorphisms as morphisms. For the inclusion of the automorphisms of O%
into Vect,,(X) induces a map of simplicial presheaves BGL,, — B Vect,, which is a
weak equivalence at the stalks of X as vector bundles over local rings are free. More-
over, Bz, GL, = B Vect, sends the squares (6.1]) to homotopy cartesian squares,
by an application of Quillen’s Theorem B [Qui73], for instance. Hence,

®,,(X) =[X,BGL,]zar
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is the set 7B Vect,,(X) of isomorphism classes of rank n vector bundles on X.

Example 6.2. Similar to Example [6.I] the simplicial presheaf BSL,, defined by
U+~ BSL,(I'(U,Ox)) has a model Bz,,-SL,, where Bz,,.SLy(X) is the classifying
space B Vect (X) of the category Vect (X) of oriented rank n-vector bundles on
X with isomorphisms as morphisms. Here, an oriented vector bundle of rank n
is a pair (V,w) consisting of a vector bundle V' of rank n and an isomorphism
w : A"V = Ox of line bundles called orientation. Morphisms of oriented vector
bundles are isomorphisms of vector bundles preserving the orientation. So, the set

(I):LF(X) = [X7 BSLn]Zar
is the set moB Vect,! (X) of isomorphism classes of rank n oriented vector bundles

on X.

Example 6.3. Let n > 2 be an integer, and let F' be a pointed simplicial presheaf
such that 7;(F,) = 0 for ¢ # n and x € X where F, denotes the stalk of F' at
x € X. Then there is a natural bijection of pointed sets

[X7 F]ZGT = Hgar(X7 ﬁ-nF)

where the right hand side denotes Zariski cohomology of X with coefficients in the
sheaf of abelian groups 7, F associated with the presheaf U — m,(F(U)) [BGT73,
Propositions 2 and 3].

Denote by 4%, (SLy,,SL,—1) the Zariski sheaf associated to the presheaf
Uw— H,(SL,(T'(U,Ox)),SL,—1(I'(U,Ox))).
Similarly, denote by MW the sheaf associated to the presheaf U — KMW(T'(U, Ox)).

Lemma 6.4. Let X be a scheme with infinite residue fields. Then for n > 2 there
is an isomorphism of sheaves of abelian groups on X

H(SLy, SLy, 1) = KMW,
Proof. Let A be a commutative ring. Recall from §5.1] the graded Z[A*]-algebra
S(A) = D,505n(A). It has Sp(A) = Z[A*] and S1(A) = I[A*]. Denote by &
the sheaf of graded algebras associated with the presheaf U — S(I'(U,Ox)). Let
2 <n <ngando € Z[A*] asin (). By Corollary[5.35 the element [—1,1] € #(X)
is central in 07*.%<,,(X), and we can define the quotient sheaf of algebras
U_ljgn = U_lygn/[—l, 1]ygn_2.
The map of graded algebras Tensz 4+ I[A*] — S(A) induced by the identity in de-
grees 0 and 1 induces the homomorphism of sheaves of algebras l@%‘[nw — U_ljgn,
by Proposition 52241 Together with the map (511]), which is defined even when A
is not local, we obtain the diagram of sheaves
A (SLyp,SLy_1) — 0~ L%, +— KMW

in which the maps are isomorphisms, by Lemma [5.19 and Proposition [5.36 Since
ng > 2 can be any integer, we have

Aoy (SLn, SLy_1) = KMW

for all n > 2. Finally, by Theorem T8 the natural surjection of sheaves of graded
algebras KMW — MW . [q] ~ [a] is an isomorphism in degrees > 2. O
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For a commutative ring R, we denote by AR the standard simplicial ring
n—= A,R=R[Ty,..Ton]/(-1+To+ -+ Tp).

For an integer n > 0, let E, (R) be the maximal perfect subgroup of the kernel of
GL,(R) — moGL,(AR). Note that E,(R) is in fact a subgroup of SL,(R) since
it maps to zero in the commutative group GL,(R)/SL,(R) = R*.

Lemma 6.5. Let X = SpecR, and x € X. Let n > 1 be an integer. If n # 2 or
n = 2 and the residue field k(x) of © has more than 3 elements, then the inclusion
E, C SL,, of presheaves induces an isomorphism on stalks at x

(En)e = SLy(0Ox.2).

Proof. The statement is trivial for n = 1. So we assume n > 2. Every elementary
matrix e; ;j(r) € GL,(R), v € R, is the evaluation at T = 1 of the elementary
matrix e; j(T'r) € GL,(R[T]) whereas the evaluation at T' = 0 yields 1. Therefore,
on fundamental groups the natural map BGL,(R) — BGL,(AR) sends E,(R) to
1.

If n > 3, the group E,,(R) is perfect. If n = 2, our hypothesis implies that there
is f € R such that 0 # f € k(z) and Ry has a unit w such that v+ 1 and u — 1
are also units. Replacing R with Ry, we can assume that R and any localization
A of R has this property. For such rings A the group Fs(A) is perfect since for all

a € A we have
(5200, (80797 )] = (69,

and (g u91 ) is a product of elementary matrices.
In any case, we can assume F,(A) perfect and contained in E,(A) for all lo-
calizations A of R. From the inclusions E,(A4) C E,(A) C SL,(A) we obtain the

inclusions of corresponding stalks (Ey )y C (En)e C (SLp)y = SLy(Ox ). Since
the composition is an isomorphism, the lemma follows. 0

We will write BGL}(R) and BSL}(R) for a functorial version of Quillen’s
plus-construction applied to BGL,(R) and BSL,(R) with respect to the per-
fect normal subgroup E,(R). See [BK72, VII §6] for how to make the plus-
construction functorial. The canonical inclusion GL,_1(R) C GL,(R) induces
maps BGL | — BGL; and BSL} | — BSL;.

Recall from [May67, §8] that for every integer n > 0 there is an endofunctor
P, : sSets — sSets of the category of simplicial sets together with natural trans-
formations S — P<,S such that for every choice of base point x € Sy, the map
(S, ) = mi(P<pnS, x) is an isomorphism for ¢ < n and m;(P<,S,x) = 0 for i > n.
Moreover, the map S — P<,S factors naturally as S — P<,415 — P<,S. If F
is a simplicial presheaf then P<,F denotes the presheaf U — P<,(F(U)). For a
pointed simplicial presheaf F' we denote by m; F' the Zariski sheaf associated with
the presheaf U — m;(F(U), z9) where zg is the base point of F'. We consider the
quotient B/A of an inclusion of simplicial sets A C B and P<,(B/A) pointed at

{A}.
Lemma 6.6. Let X be a scheme with infinite residue fields. Then for n > 2 there

are isomorphisms of Zariski sheaves on X

7 P<n(BSL; /BSL;_;) = { O,CMW bl

T =n.
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Proof. From the properties of P<,,, the statement is clear for ¢ > n. So, assume
1 < n. We have the following string of sheaves

7; P<,(BSL}/BSL ) Z #;(BSL} /BSL} |) — #(SLyn,SLy,_1)

where the right arrow is the Hurewicz homomorphism which is an isomorphism for
i < n, by Theorem 537 and the fact that BSL}R/BSL,} | R is simply connected
for local rings R (with infinite residue field). Using Lemma [6:4] the claim follows.

O

Corollary 6.7. Let X be a noetherian separated scheme with infinite residue fields.
Then for n > 2, there is a natural bijection of pointed sets

[X, PSn(BSL:/BSL:—l)]ZaT = Hgar(Xu ICS/[W)-
Proof. This is Example and Lemma [6.6 O

Definition 6.8. The Fuler class map (for rank n oriented vector bundles) is the
composition of maps of simplicial presheaves

e:BSLY — BSL}/BSL} | — P<,(BSL}/BSL} ,).
By definition, it is trivial when restricted to BSL} .

Let n > 2. In view of Corollary [61, applying the functor F +— [X, F]z4r to the
sequence

BSL} |, — BSL} % P.,(BSL}/BSL/_,)
yields the sequence

(6.2) [X,BSL} |]zar — [X, BSL}) zar — H% .. (X, KMW).

A sequence U — V' — W of sets with W pointed is called ezact if every element
of V' which is sent to the base point in W comes from U.

Theorem 6.9. Let n > 2 be an integer and let X be a noetherian separated scheme
with infinite residue fields. Assume that the dimension of X is at most n. Then
the sequence of sets (6.2) is exact.

Proof. This follows from obstruction theory [Morl2, Corollary B.10] in view of
Lemma [6.6] O

One would like to replace BSL; with BSL, for r = n — 1,n in Theorem
This motivates the following.

Question 6.10. For which (affine) noetherian scheme X is the canonical map
[X, BGLy)zar — [X, BGL} ] zar
a bijection?

Unfortunately, we don’t know the answer to Question [6.I0 (other than for n =1
or when X is affine and dim X > n). Instead we will prove a weaker version in
Corollary [6.16 below. This will be sufficient for our application.
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Lemma 6.11. Let R be a commutative ring. If f,g € R with fR+ gR = R, then
the following diagram is homotopy cartesian

Bz.-GL,, (R) BZarGLn(Rf)

| |

BZarGLn(RQ) - BZ‘WGLn(ng)'

Proof. This follows from descent and can also be checked using Quillen’s Theorem
B [Qui73]. O

For n € N, we write VectZ(R[T}, ..., T;]) for the full subcategory of the category
Vect,, (R[T4, ..., Ty]) of those projective modules P which are extended from R, that
is, which are isomorphic to @Q ®g R[T1,...,T,] for some @ € Vect,(R). Write
BE GL,(R[T1,...,T,]) for the classifying space (that is, nerve) of the category
Vect®(R[TY, ..., Ty)).

Lemma 6.12. Let R be a commutative ring. If f,g € R with fR+ gR = R, then
for all integers q > 0 the following diagram is homotopy cartesian

BB GL,(R[Ty,...,T,]) B} GL,(Ry[Ty, ..., T,))

l |

Byt GLy(Ry[Ty, ..., T,)) — Byl GLy(Ryy[Th, .., Ty)).

Proof. By Quillen’s Patching Theorem [Qui76, Theorem 1], a projective R[T1, ..., T]-
module P is extended from R if and only if P; and P, are extended from R; and
R,. Hence, the lemma follows from Lemmal[6. 1T with R[T, ..., Ty] in place of R. O

Write BE  GL, (AR) for the diagonal of the simplicial space ¢ — BE  GL,(A,R).

Corollary 6.13. Let R be a commutative ring. If f,g € R with fR+ gR = R,
then the following diagram of simplicial sets is homotopy cartesian

BIZ%arGLn(AR) BIZ%(];TGLW(ARf)

| |

B, GLa(ARy) ——= By 11 GLy(ARy,).

Proof. For ¢ € N, the diagram is homotopy cartesian for A, in place of A, in
view of Lemma [6.121 The Corollary now follows from the Bousfield-Friedlander
Theorem [BET78, Theorem B.4] which we can apply since the simplicial set ¢ —
noBE, GL,(A,R) of connected components is a constant simplicial set for any
R. O

Write By, GLS the simplicial presheaf
X +— BE GL,(AR), where R=T(X,0x).

Inclusion of its degree zero space into the simplicial space induces a map of simplicial
presheaves Bz,,.GL,, — B%MGL,%.
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Theorem 6.14. Let X = Spec R where R is a noetherian ring. Then the natural
maps of simplicial presheaves BGL,, - Bz, GL, — B%MGLﬁ induce a bijection

[Xa BGLH]ZM = [Xa B%arGLﬁ]Zar-
Proof. This follows from Corollary [6.13] in view of Theorem O

We can reformulate the theorem as follows. For a simplicial presheaf F' defined

on the category of schemes, we write SingAl F' for the simplicial presheaf X —
(¢ — F(X x SpecAyZ)). The map of simplicial rings Z — A induces a natural

map F' — SingAl F of simplicial presheaves.

Theorem 6.15. Let X = Spec R where R is a noetherian ring. Then the natural
1
map of simplicial presheaves BGL,, — Sing® BGL, induces a bijection

®,(X) = [X, BGLy) zar = [X, Sing® BGLy)zar-
Proof. This follows from Theorem[G.14]since the natural map of simplicial presheaves

SingAl BGL, — BY,, GL5 is a weak equivalence at the local rings of X. O

By definition of the presheaf of perfect groups E,,, the canonical map of simplicial

presheaves BGL, — SimgAl BGL, factors through BGL;". From Theorem [6.15 we
therefore obtain the following.

Corollary 6.16. Let X = Spec R be an affine noetherian scheme. Then the string
1

of maps of simplicial presheaves BGL, — BGL} — SingA BGL,, induces the

sequence of maps

(X, BGLn] zar — [ X, BGL} ] zar — [ X, Sing® BGLy|zar
whose composition is a bijection.

Definition 6.17. Let X be a scheme with infinite residue fields and V' an oriented
rank n vector bundle on X. The Fuler class

e(V) € Hyor (X, K3)
of V is the image of [V] € [X, BSL,)z4 under the canonical map
[X, BSLy] zar = [X, BSL} ] zar = Ho (X, K)).

By construction, we have e(W @ Ox) = 0 for any rank n — 1 oriented vector bundle
w.

Theorem 6.18. Let R be a commutative noetherian ring of dimension n > 2.
Assume that all its residue fields are infinite. Let P be an oriented rank n projective
R-module. Then

P2Q@®Ree(P)=0¢c H}, (R, KMV,

Proof. We already know that e(Q & R) = 0. So assume e(P) = 0. In view of
Corollary [6.16], the maps of simplicial presheaves

BSL, — BSLY — BGL' — Sing® BGL,
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induce a commutative diagram

[Xa BSLnfl]Zar I [X7 BSL:;fl]Zar I [X7 BGLnfl]Zar

! l |

[XaBSLn]Zar [X7 BSL;";]Z&T‘ [XaBGLn]Zar

where the horizontal composition is the map which forgets the orientation. The
commutativity of this diagram together with Theorem and the hypothesis
e(P) = 0 implies the result. O

Remark 6.19. Theorem is a generalization of a theorem of Morel [Morl2]
Theorem 8.14] who proved it for X smooth affine over an infinite perfect field. To
compare the two versions, note that instead of our Milnor-Witt K-theory sheaf,
Morel uses the unramified Milnor-Witt K-theory sheaf. But for a smooth X over
an infinite field of characteristic not 2, the canonical map from our Milnor-Witt
K-sheaf to Morel’s Milnor-Witt K-sheaf is an isomorphism which follows from
the exactness of the Gersten complex for Milnor-Witt K-theory of regular local
rings containing an infinite field of characteristic not 2 [GSZ15]. Moreover, Morel
uses Nisnevich cohomology instead of Zariski cohomology. Again because of the
exactness of the Gersten complex for KW the change of topology map is an
isomorphism for X smooth over an infinite field of characteristic not 2:

H}ar(X7K:MW) = H]ifis(Xu ICMW)

Remark 6.20. Let L be a line bundle on X = Spec R. Theorem[6.18 has an evident
generalization to rank n vector bundles P with orientation w : AR P = Lin L. Equip
R '@ L with the canonical orientation A%(R" '@ L) 2 A} 'R 1@ ALL =L,
and denote by SLL(R) the group of orientation perserving R-linear automorphisms
of R" '@ L. Then
(I)rIL/(X) = [Xa BSLrIL/]Zar

is the set of isomorphism classes of rank n vector bundles on X with orientation in
L. Define the sheaf XMW (L) on X as

KMW (L) = #,(SLE, SLE_)).

n—1

Its stalks are, of course, the usual Milnor-Witt K-groups of the local rings of X.
Replacing SL,, with SLL everywhere, we obtain an Euler class map as in Definition
and an Euler class e(P, L) € H"(R,KMW (L)) for projective modules P with
orientation in L as in Definition [6.17]

With the definitions in Remark [6.20] we have the following theorem whose proof
is mutatis mutandis the same as in the case L = R in Theorem [6.18§

Theorem 6.21. Let R be a commutative noetherian ring of dimension n > 2.
Assume that all its residue fields are infinite. Let L be a line bundle on R. Let P
be a rank n projective R-module with orientation in L. Then

P2Q@®Ree(P,L)=0¢c HE, (R,KMV(L)).
For a field k, denote by % (k) the Morel-Voevodsky unstable Al-homotopy cat-

egory of smooth schemes over k [MV99]. Recall that ®,,(X) denotes the set of
isomorphism classes of rank n vector bundles on the scheme X. The arguments in
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the proof of Theorem [6.14] can be used to give a simple proof of a theorem of Morel
[Mor12, Theorem 8.1 (3)]. Note that we do not need to exclude the case n = 2.

Theorem 6.22 (Morel). Let k be an infinite perfect field. Then for any smooth
affine k-scheme X, there is a natural bijection

P, (X) ¢ [X, BGLn]%(k).
Proof. Let R be a smooth k-algebra. For each ¢ > 0, the simplicial presheaf
BzarGL,Ay = B Vect, A,

has the affine B.G.-property for the Zariski and the Nisnevich topology (see [Mor12]
for the definition), by descent, or an application of Quillen’s theorem B.

By a result of Lindel [Lin82], for any smooth k-algebra R, extension by scalars
induces a bijection ®,,(R) = ®,,(R[T]). In other words, the simplicial set of con-
nected components ¢ — ®,(AgR) = mBzarGLn(AqR) of the simplicial space
q — BzaGL,Ay¢R is constant. In view of the Bousfield-Friedlander Theorem
[BETS, Theorem B.4.], it follows that the diagonal SingAl Bz.-GL,, of the bisim-
plicial presheaf ¢ — Bz, GL,A, has the affine B.G.-property for the Zariski and

the Nisnevich topology. By construcion, the simplicial presheaf SingAl Bzu+GL,, is
Al-invariant. We will show that the map of simplicial presheaves
(6.3) Sing®' BzarGLn — Ly Sing® Bze,GLy,
is a weak equivalence on affine k-schemes, by an application of [Mor12, Theorem
A.19]. We already know that the source of ([6.3) is Al-invariant, and satisfies the
affine B.G.-property for the Zariski and the Nisnevich topology. Furtheremore,
SingAl GL, = Q; SingAl Bz.-GL, has the affine B.G.-property for the Nisnevich
topology because SingAl Bzu.-GL, has. The my sheaf of SingAl Bz.-GL, is trivial
in the Zariski topology because over a local ring every rank n vector bundle is
trivial. Finally, the m; sheaf of SingAl Bz4.-GL,, in the Zariski topology is the
mo-sheaf of SingAl GL,, which is the group of units (for integral schemes), hence
strongly Al-invariant, since for a local ring R and n > 1, we have SL,R = E, R.
In view of [Mor12, Theorem A.19], the map (G3]) is a weak equivalence on affine
k-schemes.

Now, the map BGL, — SingAl Bz.,-GL, is an A'-weak equivalence, and, by
Lindel’s theorem, we have ®,,(R) = 79 BzarGL,(AR). This finishes the proof. O

Remark 6.23. Similar arguments apply to the symplectic groups Sp,, in place of
GL,.
APPENDIX A. THE AFFINE B.G.-PROPERTY FOR THE ZARISKI TOPOLOGY

Definition A.1. Let X be a scheme and let ' : Open¥f — sSets be a simplicial
presheaf on X. We say that F has the affine B.G.-property for the Zariski topology
if F(0) is contractible and for any affine U = Spec R € Openy and f,g € R with
(f,9) = R, the following square of simplicial sets is homotopy cartesian

(A1) F(R) —— F(Ry)

L

F(Rg) — F(Rgq).
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The aim of this appendix is to give a proof of the following result due to Marc
Hoyois [Hoy15]. Whereas Hoyois’ proof uses oo-categories, we give a proof in the
framework of model categories based on standard manipulations of homotopy limits.

Theorem A.2 (Hoyois). Let X be a noetherian scheme and let F : Open% — sSets
be a simplicial presheaf on X which has the affine B.G.-property. Then for all affine
Y € Openy, the following canonical map is a weak equivalence

F(Y) = Fza,.(Y),
where F' — Fyzq. is a fibrant replacement of F' for the Zariski topology on X.

The proof will occupy the rest of this appendix. We start by reviewing basic
properties of homotopy limits [BK72], [CS02].

Let f : C — D be a functor between small categories. For an object D of
D, the category (f | D) has objects pairs (C,a) where C is an object of C and
a: f(C) = D is amap in D. A map (C,a) — (C',d’) in (f | D) is a map
C — (' in C which makes the induced triangle in D commute. Composition is
composition of maps in C. There is a similar category (D | f) whose objects are
pairs (C,a : D — fC). When f = id: C — C is the identity functor, one writes
(C1C)and (C |C) for (id | C) and (C | id). For a small category C, we denote
by BC the classifying space of C, that is, the nerve simplicial set of C.

Let F' : C — sSets be a functor from a small category C to simplicial sets. Assume
that F' is object-wise fibrant, that is, F'C is a fibrant simplicial set for all objects
C of C. Then the homotopy limit of F' over C is the simplicial set defined by the
equalizer diagram

R
cec b y:C—C’eC

holime F — [ [ Hom(B(C | C), F(C)) — [[ Hom(B(C|C) F(C))

where a and b are induced by

Hom(B(C | C), F(C)) —~ Hom(B(C | C), F(C"))

Hom(B(C | C"), F(C")) "L Hom(B(C | ©), F(C")).

If F is not object-wise fibrant, we define the homotopy limit of F' over C as the
homotopy limit of Ex® F over C as above where ' — Ex™ F is Kan’s fibrant
replacement functor in the category of simplicial sets. So, FF — Ex™ F is an
object-wise weak equivalence, that is, FFC — Ex® FC' is a weak equivalence for all
C € C, and Ex™ F is object-wise fibrant.

The homotopy limit has the following useful properties.

Functoriality. The homotopy limit holim¢ F' is covariantly functorial in F' and
contravariantly functorial in C. More precisely, define a category [Cat, sSets] whose
objects are pairs (C, F') where C is a small category and F : C — sSets is a functor.
Given two objects (C, F') and (D, G) of [Cat,sSets|, a morphism (C, F) — (D,G)
in [Cat, sSets] is a pair (f, ) where f : C — D is a functor and ¢ : f*G — F a
natural transformation. Composition is defined as (g,7v) o (f,¢) = (9.f, ¢ o f*(7))-
The homotopy limit defines a functor

(A.2) holim : [Cat, sSets]? — sSets
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which sends the map (f, ¢) : (C, F) — (D, G) in [Cat, sSets] to the map of simplicial
sets

(f,©)" : holimp G — holime F
which is the composition of the two maps [BK72, XTI §3.2]

holimp G "2 holime G "2 holime F.

Homotopy Lemma. Let F' — F’ be a natural transformation of functors F, F’ :
C — sSets such that for all C' € C the map F(C) — F'(C) is a weak equivalence
of simplicial sets, then the induced map on homotopy limits is a weak equivalence
[BKT2, XT §5.6]:

hOth F L) holimc F/.

Cofinality. A functor f : C — D between small categories is called left cofinal if
for every D € D, the classifyting space of the category (f | D) is contractible.

Let f : C — D be a left cofinal functor. Then for every functor F' : D — sSets,
the induced map on homotopy limits is a weak equivalence [BK72, XTI §9.2]:

(f,1)* : holimp F — holim¢ f*F.

Fubini’s theorem. A functor
(A.3) C — [Cat, sSets]? : C — (D¢, F¢)
is given by the following data:

e a functor D : C°? — Cat : C — D¢,
e for every object C € C a functor F¢ : Do — sSets, and
e for every map v : Cyp — C; a natural transformation d., : DiFc, — Fo,
such that §; = id and 6,~, = 0, D+, (64,) for any two composable arrows
Yo, v1 in C.
To give such data is equivalent to giving a functor

(A.4) F:C ¢ D — sSets

where C § D = (C° [ D)°P is the opposite of the Grothendieck construction on the
functor D : C°? — Cat. In detail, C § D is the category whose objects are pairs
(C, z) where C'is an object of C and x is an object of Do. A map (Co, x9) — (C1, 1)
in C § D is given by a pair (v, a) where y : Cy — Cy isamap inC and a : zg — D1
is a map in D¢,. Composition is defined by (y1,a1) 0 (70, a0) = (Y170, D+, (a1) 0 ao).
The functor (A4) induced by the collection of data above sends (C,z) to Fo(x)
and a map (7, a) to d(z1) o Fe,(a).
The composition of the functors (A2) and (A3) determine a functor

C — sSets : C' — holimyep, Fo(x)
which in turn defines a simplicial set
holimeec holimgep,, Fe(x).
On the other hand, the functor (A4 also determines a simplicial set
holim ¢ zyec ¢ p Fo (x).
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The Fubini Theorem for homotopy limits asserts that these two simplicial sets are
naturally weakly equivalent [CS02, IIT Theorem 26.8 and III 31.5]:

(A.5) holimcec holimzep., Fo(z) >~ holim g zyec ¢ p Fo ().

If D:C° — Cat is a constant functor, that is, D, = id for all maps « in C, then
C f D = C x D and Fubini’s Theorem reduces to a weak equivalence [BK72, XI
Example 4.3

(AG) hOlimCeC hOlimxeD FC (I) >~ h01im(C,ac)eC><D FC (:E)

Homotopy pull-backs. A commutative square of simplicial sets

X——Y

|

Z ——W

is homotopy cartesian if and only if the natural map, induced by the unique map
from the index category to the final object in Cat,

X — holim(Y —» W « Z),

is a weak equivalence of simplicial sets [BK72, XI Example 4.1 (iv)].

Extended Functoriality. Let (fo, o), (f1,¢1) : (C,F) — (D,G) be morphisms
in [Cat,sSets]. A natural transformation § : (fo, o) = (f1,%1) in [Cat,sSets| is a
natural transformation of functors ¢ : fo — f1 such that ¢g = ¢10G(9) : fGG — F.

If there is a natural transformation ¢ : (fo, o) — (f1, 1) of maps in [Cat, sSets]
as above then the induced maps on homotopy limits

(fo,0)", (f1,¢1)" : holimp G — holime F

are homotopic.

Proof. The Extended Functoriality is a consequence of Cofinality as follows. Denote
by p: C x [1] = C the projection. The two maps (fi, ;) : (C,F) — (D, G) are the
two compositions in a diagram in [Cat, sSets]

M) « ()

(5171)

where [1] is the poset 0 < 1 and s; : C — C x [1] : C' +— (C,i) is the obvious
inclusion, ¢ = 0,1. The functor p : C x [1] — C is left cofinal since for every C € C
the composition

(ClO) = (piC) 5 (L0
is the identity whearas the the composition
(plO) = (CLO) 2 (plO)

admits a natural transformation to the identity. Since (C | C') has a final object,
this category and hence (p | C) are contractible. By Cofinality, the map

(p,1)" : holime F' — holime 1) p*F



EULER CLASS GROUPS 57

is a weak equivalence. Since (s;,1)*(p,1)* = 1, the two maps (s;, 1)* are homotopic,
i = 0,1. In particular, (fo,%0)* = (s0,1)*(f,%)* is homotopic to (f1,¢1)* =
(5171)*(f7 90)* U

Most functors we want to take a homotopy limit of factor through the category
Open¥ of open subsets of a space X. Since the category Open% is a poset, this
simplifies the treatment, and we introduce the following category Catx. Its objects
are pairs (C,U) where C is a small category and U : C — Open?¥ is a functor.
A map f: (C,U) — (D,V) in Catyx can be thought of as a “refinement”. It is
a functor f : C — D such that U(C) C V(f(C)) for all C € C. Composition in
Catx is composition of functors. A natural transformation § : f — g of maps
fig:(C,U) = (D,V) in Catx is by definition a natural transformation § : f — g
of functors f,g:C — D.

If F: Open¥ — sSets is a simplicial presheaf on X, then holimoF defines a
functor Caty — sSets by (holimoF)(C,U) = holim¢ FU. A map f : (C,U) —
(D,V) in Caty induces a map (f,can) : (C, FU) — (D, FV) in [Cat,sSets] where
can: f*FV — FU is the restriction map. Thus, F' defines a functor

F : Catx — [Cat,sSets] : (C,U) — (C,FU)

which sends natural transformations to natural transformations, and holimoF’ is
the composition

(A7) holim oF : Cat%f L, [Cat, sSets]? Pl (Sets .

Call two maps f,g : (C,U) — (D,V) in Catx homotopic if there is a zigzag f =
fo— f1 < fa = -+ < fn = g of natural transformations of maps (C,U) — (C,V)
in Catx. By the Extended functoriality for homotopy limits, the functor (A1)
sends homotopic maps to homotopic maps.

The category Catx has a final object, namely (*, X) where * denotes the one-
object-one-morphism category, that is, the final object in Cat. In particular, for
any (C,U) in Caty, there is a natural map of simplicial sets

F(X) — holime F(U).

If T is a set, we denote by Py(I) the category of non-empty subsets S C I where
we have a unique arrow S — S’ if § C §’, otherwise there is no arrow. An open
cover U = {U; — Ulier of some open U C X defines a functor U : Py(I) —
Open¥ : S — Us where Us = (g Us.

Definition A.3. Let X be a noetherian scheme, and U = {U; — Uli € I} an open
cover of some open subset U C X. We say that a simplicial presheaf F' : Open% —
sSets has descent for U if the following canonical map is a weak equivalence

F(U) = holimy g F(Us).
The following is a version of [Voel(, Lemma 5.6].

Lemma A.4 (Refinement Lemma). Let U = {U; — X }ier and V ={V; = X}jes
be open covers of X, and assume that V is a refinement of U, that is, there is a
map [ :J — I such that V; C Ugy) for all j € J. Let F' be a simplicial presheaf
on X. If F has descent for V and for VNUg ={V;NUg — Us}jes for all S C I,
then F' has descent for U.
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Proof. Consider the diagram in Catx

(*7X) ~— (PO(I)v U)

s

(Po(J),V) == (PoI) x Po(J),UNYV).

The square and the upper left triangle commute in Catx. We check that the lower
right triangle commutes up to homotopy. To this end, consider the map in Catx

g: (Po(I) x Po(J),UNV) = (Po(I),U) : (S,T)— SU f(T)

which is well-defined as Us N Vr C Ugsyy(r) in view of the equality Usyrr) =
UsNUy 7y and the inclusion V7 C Uf(ry. Now, the (unique) natural transformations
pr — g and fopy — g show that the lower right triangle commutes up to homotopy
in Catx. Applying the functor holim oF' yields a diagram of simplicial sets

(A.8) F(X) ——— = holimy,g; F(Us)

—

holim@?gTCJ F(VT) —_— hOhm@#TcJ F(US N VT)

0#SCI

in which the outer square and the upper triangle commute and the lower triangle
commutes up to homotopy. The left vertical map is a weak equivalence, by assump-
tion. By the Fubini Theorem for homotopy limits ([ALG]), the right vertical map can
be identified with the map

hOliHlQ)?gSC] F(Us) — hOhHl@#SC] hOhHl@#TCJ F(US N VT)
induced by the maps
F({Ug) — hohm@#TcJ F(UsnNVr)

which are weak equivalence, by assumption. Hence both vertical maps in diagram
(A.]) are weak equivalences. It follows that the diagonal map is a weak equivalence,
and hence, so are the horizontal maps. ([l

Corollary A.5. Let F be a simplicial presheaf on X and {U; — Ul}icr an open
cover of some open U C X. If for some i € I, the map U; — U is the identity,
then F has descent for the cover {U; = U }ticr.

Proof. By hypothesis, the cover {1 : U — U} refines {U; — U}. Since F has
descent for any cover of the form {1:V — V}, the Refinement Lemma [A4] implies
the result. 0

Corollary A.6. Let F be a simplicial presheaf on X. Let U and )V be open covers
of some open U C X. IfV is obtained from U by repeating some open sets, then F
has descent for U if and only if it has descent for V.

Proof. By assumption, U refines V and V refines . The result follows from the
Refinement Lemma [A.4] whose hypothesis we check using Corollary [A.5] O
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Lemma A.7 (Covering Lemma). Lef F' be a simplicial presheaf on X and V C X
some open subset. Let {V; — V}ier and {U; ; — Vi}jes be open covers for i € 1.
For a non-empty S C I and function o : S — J write Uy = (;cq Ui o). Assume
that F has descent for {V; = V}ier and for {Us = Vs}ois5, 0 £ S CI. Then F
has descent for {Us j — V}( jyerxs-

Proof. For two sets S,.J write J° for the set of functions S — .J. As before,
for a non-empty T' C J°, write Ur for Nyer Us. By assumption, we have weak
equivalences of simplicial sets

F(V) :> hOthEPU(I) F(VS) :> hOthEPU(I) hOlimTepo(JS) F(UT)

By the Fubini Theorem for homotopy limits (A]), the right hand term is holime f*FU
for the functor (map of posets)

f:C= Po(I)§ Po(J) ={(S.T)| S € Poll), T € Po(J%)} — Po(l xJ)

defined by

f5,T)={(Gj) e I xJlies, je{o(i)oecT}}
where F'U = F o U is the usual functor with

U:Po(IxJ)—Open¥: R Ur= () Ui

(4,7)ER
By Cofinality, we are done once we show that the functor f is left cofinal. Thus,

for R € Po(J%), we have to check that (f | R) is contractible. But the category

(f 4 R), considered as a full subcategory of C, has a final object, namely (Sg,Tr)
where

SR = {Z€I|HJEJ| (Z,])ER},
R, = {jeJ|(i,j) € R},
T = {O’ZSR—>J| O'(Z)ERZ}
Therefore, (f | R) is contractible, and we are done. O

Corollary A.8. LetY C X be an open subset of a space X . If a simplicial presheaf
F on X has descent for the open covers {V; — V}jes, {V =Y, W = Y} and
{V,iNW = VN W}jcy, then F has descent for {V; = Y, W — Y}cs.

Proof. In view of the hypothesis and Corollary [A.6] we can apply the Covering
Lemmal[ATto I ={0,1}, Vo =V, Vi =W, Uy ; =V}, Ur; = W. Therefore, F has
descent for {U; ; — Y }ier, jes which, after omitting repetitions, is {V; - Y, W —
Y} es. By Corollary [AlG] we are done. O

Let X be a noetherian scheme and U C X an open subscheme. We will call a
finite cover {U; — U}y of U elementary if there exists a total order on I such that
for all ¢ € I, there are f,g € I'(U<;,Ox) such that (f,g) generates the unit ideal
in F(Ugi,Ox) and such that UZ = (Ugi)f and U<i = (Ugi)g where Ugi = Uj<i Uj
and Ug; = Uj <; Uj. Note that elementary covers are closed under taking ‘base
change. Note also that if U is affine then U;, U<; and U<; are also affine.

Lemma A.9. Let R be a noetherian ring. Then any open cover of Spec R can be
refined by a finite elementary open cover.
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Proof. Since R is noetherian, any cover of X = Spec R can be refined by a finite
cover. So, it suffices to prove the claim for finite covers {U; — X }i—1,.. n. We will
prove by induction on n € N>; that any cover consisting of n open subsets can
be refined by an elementary open cover. If n = 1 then U; = X and the cover is
already elementary as we can choose f = 1 and g = 0. Assume now that n > 2.
Let I and J be the vanishing ideals of X — U,, and X — U.,,. Since U, and U,
cover X, we have I +J = R, and we can choose f € I, g € J with f+ ¢ = 1.
Then Xy C U, and Xy C U<y, and Xy and X, cover X. By induction hypothesis,
the cover {(U;)g = (U<n)g = Xg}i=1,... n—1 can be refined by an elementary cover
{Vi = Xgtier- Then {V; = X, Xy — X}icr is an elementary cover of X which
refines {Ul — X}i:l n- [l

Lemma A.10. Let X be a noetherian scheme and F a simplicial presheaf on
X which has the affine B.G.-property. Then for every open affine U C X, the
simplicial presheaf F' has descent for all elementary open covers of U.

Proof. We will prove the claim by induction on the cardinality of an elementary
open cover of an affine open subset of X. If n < 2, the claim follows from the
definition of the affine B.G.-property. Now assume n > 3. Let {U; — U}i=1,..»
be an elementary cover of an open affine U C X. By induction hypothesis and the
definition of elementary cover, the simplicial presheaf F' has descent for the covers
{Ul — U<n}i:1,...,n—lu {Ul NU, - U, N Un}izlymyn_l and {Un —U, Uspp — U}
By Corollary [A.8] the simplicial presheaf F' has descent for {U; — U}i=1,..n. O

Lemma A.11. Let X be a noetherian scheme and F a simplicial presheaf on
X which has the affine B.G.-property. Then for every open affine U C X, the
simplicial presheaf F' has descent for all open affine covers of U.

Proof. Note that an elementary open cover of an affine scheme is an affine cover.
Now the claim follows from Lemma and the Refinement Lemma [A4] which
we can apply since elementary covers are closed under base change, and every
intersection of affine open subsets in U is affine. O

Denote by Sch a small full subcategory of the category of schemes closed under
taking open subschemes and fibre products. For instance, Sch could be the category
of open subsets of a given scheme, the category of finite type S-scheme, or smooth
S-scheme for a noetherian scheme S. Let Aff C Sch be the full subcategory of affine
schemes. For a simplicial presheaf F' on Sch, its homotopy right Kan extension from
Aff to Sch is the simplicial presheaf F on Sch defined by

(A.9) F(X) = holimpe amy x) F(U).

The canonical map ((Aff | X),F) — (x,F(X)) in [Cat,sSets] induces a map of
simplicial presheaves

F— F.
When U € Sch is affine then this map induces a weak equivalence of simplicial sets
F(U) S F(U) since then (Aff | U) has a final object.

Lemma A.12. Let X € Sch be a scheme, let L; be line bundles on X, and let
fi € T(X, L;) be global sections of L;, i = 1,....,n. Assume that X = (J,c; Xy,.
If F is a simplicial presheaf on Sch which has the affine B.G.-property, then its
homotopy right Kan extension F has descent for the open cover {X5, = X}ier.
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Proof. Let y: Y — X be an affine map of schemes. Consider the functor

AR X)) (AFLY): (V=2X)»y' V=(VxxY =Y).
The induced functor on opposite categories f°P is left cofinal because for every
w: W — Y in (Aff | Y), the category (w | f°P)°? = (w | f) has an initial
object given by yw : W — X and (1,yw) : W — W xx Y. For ) # S C I and

Y =Us = ();cs Xy, = X the open inclusion, Cofinality for homotopy limits then
yields a weak equivalence of simplicial sets

hOlimWe(Aqus) F(W) = hOlimVe(Aqu) F(V X x Us).

Taking homotopy limit over Py(I), we obtain from the Homotopy Lemma the weak
equivalence of simplicial sets

h01im56730(1) hoanE(Aff,I,Ug) F(W) - hOthePo(I) hOhInVe(Aqu) F(V XX Us)
The left hand side is
holimgep, (1) F(Us)
and the right hand side is
holimy ¢ (g x) holimgep, 1y F(V x x Us) = holimyeag, x) F(V) = F(X)

since I has descent for open covers of V, by Lemmal[A 11l Thus, we have a sequence
of maps in which the second map is a weak equivalence of simplicial sets

F(X) — holimgep, (1) F(Us) — F(X).

We are done once we show that the composition is homotopic to the identity. The
existence of the homotopy follows from the Extended Functoriality for homotopy
limits since the following diagram in [Cat,sSets] commutes up to natural transfor-
mation

(Po(I) x (Aff | X), f*F) —— (Po(I) § (Aff L Us), F)

T |

((Aff | X), F)

where the horizontal functor is (S,V — X) — (S,V xx Us — Ug), the diagonal
functor is (S,V — X) — (V — X) and the vertical functor is (S,W — Ug) +—
(W — X) using the inclusion Ug C X. The functor F sends (S,W — Ug) and
(W — X) to F(W). The natural transformation at (S,V — X) is the projection
map V xx Usg — V. [l

Recall that a quasi-compact scheme X admits an ample family of line bundles if
the open subsets Xy form a basis for the Zariski topology on X where f € I'(X, L)
and L runs through all line bundles on X. For instance, any quasi-affine scheme
has an ample family of line bundles.

Theorem A.13. Let Sch be a small category of noetherian schemes closed under
open immersions and fibre products. Let F be a simplicial presheaf on Sch which
has the affine B.G.-property. Let F' be the homotopy right Kan extension of F' from
the full subcategory Aff of affine schemes to Sch; see (A.9). Let X € Sch be a
noetherian scheme with an ample family of line bundles. Then F has descent for
all open covers of X.
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Proof. Since X has an ample family of line bundles, every open cover & of X can
be refined by a cover as in|A.12] Since those covers are closed under base change,
Lemma [A. T2 together with the Refinement Lemma [A 4] implies that I’ has descent
for U. (|

Proof of Theorem [A.2 For an open inclusion j : Y C X, the natural map of sim-
plicial presheaves (j*F)zar — j*(Fzar) is a map of fibrant objects and a weak
equivalence for the Zariski topology, hence it is an object-wise weak equivalence.
Therefore, we can replace F' with j*F and assume that X = Y is affine. Then
X and all its open subsets have an ample family of line bundles. Let U,V C X
be open subsets. By Theorem [A.13] with Sch = Openy and U UV in place of X,
the simplicial presheaf F' has descent for the cover {U — UUV,V — U UV} of
UUV. That is, F sends the square (61D to a homotopy cartesian square of simpli-
cial sets. By [BG73, Theorem 4], the map F — Fyqa from F to its Zariski fibrant
replacement is an object-wise weak equivalence. Since F' — Fis an equivalence on
affine schemes, the composition F — Fy,, is an equivalence on affine schemes and
a Zariski weak equivalences to a fibrant simplicial presheaf. (|
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