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GENERALIZED WEYL MODULES FOR TWISTED

CURRENT ALGEBRAS

EVGENY FEIGIN AND IEVGEN MAKEDONSKYI

Abstract. We introduce the notion of generalized Weyl modules for
twisted current algebras. We study their representation-theoretic and
combinatorial properties and connection to the theory of nonsymmetric
Macdonald polynomials. As an application we compute the dimension
of the classical Weyl modules in the remaining unknown case.

Introduction

Let gaf be an affine Lie algebra. It has a natural Z-grading gaf =⊕∞
k=−∞ g(k); in particular, g(0) = g0 ⊕ CK ⊕ Cd, where g0 is a finite-

dimensional simple Lie algebra, K is central and d is the degree element.

Consider the subalgebra g
af
≥0 = g0 ⊕

⊕∞
k=1 g(k) (g

af
≥0 coincides with a max-

imal parabolic subalgebra modulo K and d). If gaf is untwisted, then g
af
≥0

is the Lie algebra of polynomial currents: gaf≥0 ≃ g0 ⊗C[t]. If gaf is twisted,

then g
af
≥0 is called twisted current algebra. Let ∆ be the root system of g0,

∆+ (∆−) be the set of positive (negative) roots and δ be the basic imaginary
root. We fix a Cartan decomposition g0 = n−⊕h⊕n+, where h is the Cartan
subalgebra, n+ (n−) is the linear span of all positive root vectors (negative
root vectors). Then all real roots of gaf are of the form lα + kδ, α ∈ ∆,

k ∈ Z, l ∈ {1, 2} (note that l = 1 unless gaf is of type A
(2)
2n ). We fix a vector

eα from each real α-root space. We denote by hkδ ⊂ gaf the (imaginary)
root space corresponding to the root kδ. The classical Weyl modules are la-
beled by dominant weights λ of g0 (see [CIK, CFS, FK]). The module W (λ)

is defined as the cyclic g
af
≥0-module with a generator v and the following set

of relations:

hkδv = 0, k ≥ 1; hv = λ(h)v for all h ∈ h;

eα+kδv = 0, k ≥ 0; e
〈α∨,λ〉+1
−α v = 0 for all α ∈ ∆+.

These modules for untwisted affine Lie algebras were extensively studied
(see [CP, CL, FL1, FL2]). For simply-laced algebras Weyl modules are
isomorphic to level one Demazure modules. Weyl modules for twisted Lie
algebras were introduced in [CFS].

It was proven in [S, I, CI] that the characters of Weyl modules coincide
with the specializations of nonsymmetric Macdonald polynomials at t = 0.
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We introduce the following generalization of Weyl modules. The general-
ized Weyl modules are modules over the algebra naf spanned by all root
vectors eβ corresponding to positive roots β of gaf . Assume that g is of

dual untwisted type and let ∆s (∆l) be the set of short (long) roots of ∆.
We define len(α) = 1 for α ∈ ∆s and len(α) = j for α ∈ ∆l, where j is
the ratio of squared lengths of long and short roots. For an element σ in
the Weyl group W of g0 and α ∈ ∆+ we define the action of σ on the set
∆+ ∪ (∆s

− + δ) ∪ (∆l
− + jδ) as follows:

σ̂(α) =

{
σ(α), if σ(α) ∈ ∆+

σ(α) + len(α)δ, if σ(α) ∈ ∆−.
,

σ̂(−α+ len(α)δ) =

{
σ(−α) + len(α)δ, if σ(−α) ∈ ∆−

σ(−α), if σ(−α) ∈ ∆+
.

For β ∈ ∆+ ∪ (∆s
− + δ) ∪ (∆l

− + jδ) we define σ̂(eβ) = eσ̂(β).

Definition 0.1. Let gaf is not of type A
(2)
2n . Then for an arbitrary g0-weight

µ let us write µ = σ(λ), σ ∈ W , λ is antidominant. Then the (general-
ized) Weyl module Wµ is the cyclic naf module with a generator v and the
following relations:

hkδv = 0, k ≥ 1;

σ̂(e−α+len(α)δ)v = 0; (σ̂(eα))
−〈α∨,λ〉+1v = 0, α ∈ ∆+.

We also define the generalized Weyl modules in types A
(2)
2n (see Definition

2.2). In this there exist two definitions of the classical Weyl modules, cor-
responding to two natural choices of the maximal parabolic subalgebra (see
[CFS, CIK, FK]).The family of the generalized Weyl modules include both
types of classical Weyl modules.

Dimensions of classical Weyl modules were computed in [CL, N, FK, CIK].
In these papers the dimensions were computed using a link to the theory of

Demazure modules. The only remaining unknown case was gaf of type A
(2)
2n

and 〈λ, αn〉 ∈ 2Z. Using our approach we compute the dimensions in this
remaining case.

The properties of generalized Weyl modules are closely related to the
theory of nonsymmetric Macdonald polynomials Eλ(x, q, t) [Ch1, Ch2, OS].
More precisely, we prove the following Theorem (see [FM3] for the untwisted
case).

Theorem A. Let λ be an anti-dominant g0-weight, σ ∈ W , gaf is not of

type A
(2)
2n . Then:

(i) dimWσ(λ) = dimWλ.

(ii) chWw0λ = w0Eλ(x, q
−1,∞).

(iii) For any i = 1, . . . , rk(g) such that 〈λ, α∨
i 〉 < 0 the moduleWσ(λ) can

be decomposed into subquotients of the formWκ(λ+ωi), κ ∈ W . The
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subquotients are labeled by certain alcove paths and the number of
subquotients is equal to the dimension of the fundamental classical
Weyl module W (ωi).

Theorem A with minor modifications holds in types A
(2)
2n as well. In

particular, we prove the following new dimension formula for the classical
Weyl modules:

(0.1) dimW (

n−1∑

i=1

miωi + 2mnωn) =

n∏

i=1

(
2n + 1

i

)mi

.

We note that all the Weyl modules we consider in the paper are local.
However it is straightforward to define the global generalized Weyl modules
over twisted current algebras analogous to the untwisted case [FMO]. These
modules can be studied in same way as in [FMO] using the results of this
paper.

The paper is organized in the following way. In Section 1 we recollect all
the needed material on alcove paths [RY, GL] and combinatorial formula
of Orr and Shimozono [OS]. In Section 2 we define the class of generalized
Weyl modules in the twisted settings and study their properties. The proof
of the main theorem is reduced to the case of rank one and rank two level
zero algebras g0. In Section 3 we work out the case of low rank twisted
algebras.

1. Orr-Shimozono formula

1.1. Twisted Quantum Bruhat Graph. Let ∆ = ∆+ ⊔∆− be the root
system andX be the weight lattice of a finite-dimensional simple nonsimply-
laced Lie algebra g0, W = W (X) be its Weyl group. We denote by αi and
ωi, i = 1, . . . , rk(g0) simple roots and fundamental weights of g0. We write
X = X+⊔X−, whereX+ is the positive cone spanned by ωi andX− = −X+.
Let s1, . . . , sn, n = rk(g0) be the set of simple reflections in W . For a root α
we denote by sα the reflection at this root. For w ∈ W let l(w) be the length
of the element w. The twisted quantum Bruhat graph [Lu, BFP] (tQBG for

short) is the labeled graph whose set of vertices is W with edges w
α

−→ wsα
such that

• l(wsα) = l(w) + 1: an edge of the usual Bruhat graph;
• l(wsα) = l(w)− 〈2ρ∨, α〉+ 1: a quantum edge.

Here 2ρ∨ =
∑

α∈∆+
α∨, the sum of positive coroots. Note that this is the

standard quantum Bruhat graph for the dual Lie algebra g∨0 . The difference
between the QBG and tQBG is the interchange of roots and coroots in the
second condition (the QBG version contains 〈2ρ, α∨〉).

1.2. Alcove paths. Our first goal is to define the notion of the twisted
quantum alcove path. Let W a and W e be the affine and the extended affine
Weyl groups for g∨0 . In particular, W e = W a

⋊Π, Π = W e/W a and we have
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the natural embedding X ⊂ W e (see [OS, FM3]). For λ ∈ X we denote by
tλ the corresponding element in W e. Each element w ∈ W e defines the set
of affine roots β1(w), . . . , βl(w), l = l(w). Given a starting point u ∈ W e,
each subset J ⊂ {1, . . . , l} produces an alcove walk pJ , which is a sequence
of elements (σ0, . . . , σl) of W e, σ0 = u. Now a walk pJ defines an alcove
path (z0, . . . , zr), see e.g. [FMO], formula (2.3). In particular, we denote
z0 = uw and zr =: endpJ . We denote the resulting path by the same symbol
pJ .

Recall that W a is the semi-direct product of the finite Weyl group W
and the lattice X. For w ∈ W e we write w = πtwt(w)dir(w), where π ∈ Π,
dir(w) ∈ W . We thus have a natural projection dir : W e → W .

Let us define the set tQB(u,w) of the twisted quantum alcove paths. We
say that a path pJ is a twisted quantum alcove path if the projection dir(pJ)
is a path in the twisted quantum Bruhat graph of W .

Now let us define the set tQB(u,w) for types A
(2)
2n and A

(2)
2n

†
. We take W

to be the Weyl group of type Bn and the tQBG of type D
(2)
n+1. Then we say

that pj is a twisted quantum alcove path if its projection onto the tQBG of

type D
(2)
n+1 is the path in this graph and for A

(2)
2n (A

(2)
2n

†
) there is no quantum

(Bruhat) edges coming from βi’s with odd imaginary part (see [OS]).

We say that a path pJ ∈ tQ̃B(u,w) if the projection to tQBG is a path in
the reversed quantum Bruhat graph of W . Let J− ⊂ J be the set of jm ∈ J
such that the root Re(zmβjm) is negative (here Re denotes the real part of
an affine root). We note that j ∈ J− if and only if the corresponding edge
in the quantum Bruhat graph is quantum.

Let δ be the basic imaginary root. For any element of the affine root
lattice µ + Nδ, where µ ∈ X we denote deg(µ + Nδ) = N . For an alcove
path pJ we define qwt(pJ) =

∑
j∈J− βj .

Definition 1.1. For any u,w ∈ W e we define:

Cw
u (x, q) =

∑

pJ∈tQB(u,w)

xwt(end(pJ ))qdeg(qwt(pJ)).

In the rest of this section we describe the properties of the function Cw
u .

One has Cw
tµu = xµCw

u .

Theorem 1.2. [OS] Let λ ∈ X be an antidominant weight. Then

(i) Eλ(x; q, 0) = Ctλ
id .

(ii) Eλ(x; q
−1,∞) =

∑
pJ∈tQ̃B(λ)

xwt(end(pJ ))qdeg(qwt(pJ )),

(iii) Eλ(x; q
−1,∞) = w0C

tλ
w0
.

Let ri = l(t−ωi
) and let βi

j = βj(t−ωi
), j = 1, . . . , ri.

Lemma 1.3. For any λ ∈ X− the sequence of roots βj(tλ−ωi
) is equal to

βi
1 + 〈βi

1
∨
, λ〉δ, . . . , βi

ri + 〈βi
ri

∨
, λ〉δ, β1, . . . , βa,

where β1, . . . , βa is the sequence of β’s for tλ.
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Recall that for an affine root β we write β = Re(β)+deg(β)δ. For γ ∈ ∆
we denote by len(γ) the normalized length of γ, so len(γ) = 1, 2, 3 (1 for
short roots γ).

Proposition 1.4. a). For any reduced decomposition of t−ωi
the roots βj(t−ωi

)
satisfy the following properties:

• {Reβi
j} = {γ ∈ ∆−|〈γ

∨, ωi〉 < 0},

• |{j|Reβi
j = γ}| = −〈γ∨, ωi〉,

• For any γ the set {βj |Reβ
i
j = γ} is equal to {γ + len(γ)δ, . . . , γ −

len(γ)〈γ∨, ωi〉δ}.

b). There exists a reduced decomposition of t−ωi
giving the following or-

der on β’s. We set i1 = i, and let ik, k = 2, . . . , n, be some ordering of
the set {1, . . . , n}\{i}. Let us write (βi

j)
∨ = −ai1α

∨
i1
− · · · − ainα

∨
in + Dd.

Then the order on β’s is given by the lexicographic order on the vectors
(len(Reβi

j)
ai1
D ,

ai2
ai1

, . . . ,
ain
ai1

).

Proof. The proof is completely analogous to the proof of Proposition 1.15
in [FM3]. �

Corollary 1.5. i) βi
1 = −αi + len(αi)δ,

ii) if γ = τ + η, τ, η ∈ ∆∨
+, (Reβ

i
j)

∨ = −γ, then

|{k|(Reβi
k)

∨ = −γ, k ≤ j}| =

|{k|(Reβi
k)

∨ = −τ, k ≤ j}|+ |{k|(Reβi
k)

∨ = −η, k ≤ j}|.

iii) Let τ, η ∈ ∆∨
+ be roots such that τ∨ + 2η∨ ∈ ∆∨

+. Consider a subse-

quence βi
jk
, k = 1, . . . , p consisting of all roots with the property −(Reβi

jk
)∨ ∈

{τ, η, τ + η, τ + 2η} (jk < jk+1). Then the subsequence −(Reβi
jk
)∨, k =

1, . . . , p is a concatenation of copies of two following sequences:

(1.1) τ, τ + 2η, τ + η, τ + 2η and η, τ + η, τ + 2η.

Recall ri = t−ωi
. We denote by tQB(u, λ, β̄i,λ) all alcove paths of type

β̄i,λ = (βi
1 + len(Reβi

1)〈β
i
1
∨
, λ〉δ, . . . βi

ri + len(Reβi
r)〈β

i
r
∨
, λ〉δ) starting at

utλ−ωi
. In other words, instead of getting the sequence of roots βj from

a reduced decomposition of t−ωi
, we start with the fixed sequence β̄i,λ.

Theorem 1.6. Let λ ∈ −X+. Then for u ∈ W a the following holds:

C
tλ−ωi
u =

∑

p∈tQB(u,λ,β̄i,λ)

qdeg(qwt(p))Ctλ
end(p)t−λ

.

Further, if u ∈ W , then

C
tλ−ωi
u =

∑

p∈tQB(u,λ,β̄i,λ)

qdeg(qwt(p))Ctλ
dir(end(p))x

wt(end(p))−λ.
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2. Generalized Weyl Modules

2.1. Definitions and basic properties. Let g be a finite-dimensional sim-
ple Lie algebra and let τ be an automorphism of its Dynkin diagram of order

j. We fix a primitive root of unity ε of degree j . Let g =
⊕j−1

k=0 gk, τ |gk = εk

and let gk+j ≃ gk for any k ∈ Z. We consider the twisted current algebra

g[t](j) =
∞⊕

k=0

gk ⊗ tk.

By definition we have the following inclusion:

(2.1) g[t](j) ⊂ g[t].

The space g0 is a simple Lie algebra. Let g0 = n−⊕ h⊕ n+ be the Cartan
decomposition of g0. Let ∆ be the root system of g0. Denote by ∆s the set of
short roots and by ∆l the set of long roots in ∆. For a positive root α ∈ ∆+

let eα ∈ n+ and f−α ∈ n− be the Chevalley generators. The weight lattice
X contains the positive part X+; in particular, the fundamental weights
ω1, . . . , ωn belong to X+. For λ ∈ X+ we denote by Vλ the irreducible
highest weight g0-module with highest weight λ. The subalgebra

naf = n+ ⊕

∞⊕

k=1

gk ⊗ tk ⊂ g[t]

will play a crucial role in the constructions below.
Here is a list of diagram automorphisms: g = A2n−1 and j = 2, g = Dn+1

and j = 2, g = E6 and j = 2, g = D4 and j = 3 and g = A2n, j = 2
(see Figure 1). In all the cases except for the last one the g0 module g1
has the following property: wth0(g1) = ∆s ∪ {0}, i. e. the set of nonzero
weights of g1 is equal to the set of short roots of g0. Let δ be the basic
imaginary root. We note that gk contains the nontrivial weight kδ subspace
hkδ. For each α ∈ ∆ the weight α+ kδ, k ≥ 0 subspace of g(j)[t] is at most
one dimensional (this subspace is trivial for α long and k /∈ jZ). We fix a
generator of this vector space (if nontrivial) and denote it by eα+kδ. So the

set of real roots of the affine twisted Lie algebra (except for A
(2)
2n ) is equal

to (∆l + jZ≥0δ) ∪ (∆s + Z≥0δ). In the case g = A2n, j = 2 (A
(2)
2n ) the g0

module g1 is the highest weight module V2ω1
. The set of its nonzero weights

is equal to {α|α ∈ ∆} ∪ {2α|α ∈ ∆s}, i. e. all the roots of g0 and doubled
short roots of g0.

The classical Weyl modules W (λ), λ ∈ X+ for twisted Kac-Moody Lie
algebras were defined in [CFS]: W (λ) is a cyclic g[t](j) module with generator
v subject to the following defining relations:

hv = 0, h ∈ hkδ, k ≥ 1; hv = λ(h)v for all h ∈ h;(2.2)

eα+kδv = 0, k ≥ 0; f
〈α∨,λ〉+1
−α v = 0, for all α ∈ ∆+.(2.3)
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Let g be of dual untwisted type. Let W be the Weyl group of g0. In
what follows we use the following notation. For a root α let len(α) be
its normalized length, i. e. 1 for short and 2 or 3 for long roots. For
an element σ ∈ W and α ∈ ∆+ we define the action σ̂ of σ on the set
∆+ ∪ (∆s

− + δ) ∪ (∆l
− + jδ) as follows:

σ̂(α) =

{
σ(α), if σ(α) ∈ ∆+,

σ(α) + len(α)δ, if σ(α) ∈ ∆−,

σ̂(−α+ len(α)δ) =

{
σ(−α+ len(α)δ), if σ(−α) ∈ ∆−,

σ(−α), if σ(−α) ∈ ∆+.
.

We also define the corresponding action on the root vectors eβ, β ∈ ∆+ ∪

(∆s
− + δ) ∪ (∆l

− + jδ): σ̂eβ = eσ̂(β).
Using this action we define the generalized Weyl modules for dual un-

twisted types analogously to the untwisted definition from [FM3].

Definition 2.1. For µ ∈ X write µ = σ(λ), σ ∈ W , λ ∈ X−. Then the
(generalized) Weyl module Wµ is the cyclic naf module with a generator v
and the following relations:

hv = 0, h ∈ hkδ, k ≥ 1;(2.4)

(σ̂(e−α+len(α)δ)v = 0;(2.5)

(σ̂(eα))
−〈α∨,λ〉+1v = 0(2.6)

for any α ∈ ∆+.

2.2. Mixed type. In this subsection we consider types A
(2)
2n . In this case

g0 is of type Bn. Then real roots written in terms of orthonormal vectors
ǫ1, . . . , ǫn are ±ǫi + kδ,±ǫi ± ǫj + kδ,±2ǫi + (2k+1)δ, i, j ∈ 1, . . . , n, k ∈ Z.
Let ∆ be the root system of type Bn. We define the action of the Weyl
group on the set ∆+ ∪ (∆l

− + δ) ∪ (2∆s
− + δ), i.e. on the following set:

{ǫi} ∪ {ǫi ± ǫj |i > j} ∪ {−ǫi ∓ ǫj + δ|i > j} ∪ {−2ǫi + δ}.

The action is defined by the formulas

σ̂(ǫi ± ǫj) =

{
σ(ǫi ± ǫj) + δ, if σ(ǫi ± ǫj) ∈ ∆−

σ(ǫi ± ǫj), if σ(ǫi ± ǫj) ∈ ∆+
,

σ̂(−ǫi ∓ ǫj + δ) =

{
σ(−ǫi ∓ ǫj) + δ, if σ(−ǫi ∓ ǫj) ∈ ∆−

σ(−ǫi ∓ ǫj), if σ(−ǫi ∓ ǫj) ∈ ∆+

σ̂(ǫi) =

{
2σ(ǫi) + δ, if σ(ǫi) ∈ ∆−

σ(ǫi), if σ(ǫi) ∈ ∆+
,

σ̂(−2ǫi + δ) =

{
−2σ(ǫi) + δ, if σ(−ǫi) ∈ ∆−

σ(−ǫi), if σ(−ǫi) ∈ ∆+
,
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We define σ̂eβ = eσ̂(β) for β ∈ ∆+ ∪ (∆l
− + δ) ∪ (2∆s

− + δ).

Definition 2.2. For µ ∈ X write µ = σ(λ), σ ∈ W , λ ∈ X−. Then the
(generalized) Weyl module Wµ is the cyclic naf module with a generator v
and the following relations:

hv = 0, h ∈ hkδ, k ≥ 1;(2.7)

(σ̂(e−α+δ))v = 0, α ∈ ∆l
+ ∪ 2∆s

+;(2.8)

(σ̂(eα))
−〈α∨,λ〉+1v = 0, α ∈ ∆+

l ,(2.9)

(σ̂(eα))
−〈α∨,λ〉+1v = 0, α ∈ ∆+

s and σ(α) ∈ ∆+.(2.10)

(σ̂(eα))

[
−

〈α∨,λ〉
2

]
+1

v = 0, α ∈ ∆+
s and σ(α) ∈ ∆−.(2.11)

Remark 2.3. The restriction of W (λ) to n
af
+ is isomorphic to W−λ, λ ∈ X+

(since w0λ = −λ for non simply-laced algebras).

2.3. Dual mixed type. Let us consider the Dynkin diagram of affine type

A
(2)
2n :

α0
◦ +3

α1
◦

α2
◦

α3
◦

αn−3

◦
αn−2

◦
αn−1

◦ +3
αn
◦

We have two natural possibilities to choose a special vertex. If we call the

leftmost vertex special, then we obtain the usual A
(2)
2n picture with g0 = Bn.

Denote by ∆ the root system of this zero level algebra. If we call the
rightmost vertex special, then the underlying simple Lie algebra is of type

Cn and will be denoted by g†0. The corresponding twisted current algebra was
considered in [CIK] (the algebra is referred to as the hyperspecial parabolic

subalgebra). In the second case we have g
†
1 ≃ Vω1

, g†2 ≃ Vω2
, g†3 ≃ Vω1

,

g
†
i+4 ≃ g

†
i as g

†
0-modules. Let ∆† be the root system of g†0. Then the weights

of Vω1
can be identified with halves of the long roots of g†0 and the weights

of Vω2
can be identified with short roots of g†0. Therefore the roots of affine

algebra can be written in the following way:

{∆† + 4Zδ} ∪ {∆†s + (2 + 4Z)δ} ∪ {
1

2
∆†l + (1 + 2Z)δ}.

For a dominant λ we denote by W †(λ) the hyperspecial Weyl modules
from [CIK]. So W †(λ) is the cyclic module with the following relations:

hkδv = 0, k ≥ 1; eα+4kδv = 0; e1/2α+(1+2k)δv = 0, α ∈ ∆l
+, k ≥ 0;

eα+2kδv = 0, α ∈ ∆s
+, k ≥ 0; f

〈α,λ〉+1
−α v = 0, α ∈ ∆−.

One can define the generalized Weyl modules in this case as well. However
it does not make sense because the generalized Weyl modules of dual mixed
type are isomorphic to the generalized Weyl modules of mixed type. To
prove this claim, we consider the element w† of the Weyl group of type Bn
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sending αi to αn−i, 1 ≤ i ≤ n− 1 and w†αn = −α1 − · · · − αn (w† sends ǫi
to −ǫn+1−i).

Let [x] denotes the floor function of x.

Proposition 2.4. Let λ = −
∑n

i=1 miωi, λ
† = −

∑n−1
i=1 miωn−i −

[
mn

2

]
ω0.

Then Ww†(λ) ≃ W †(−λ†).

Proof. We have that α0 = −2(α1+ · · ·+αn)+δ and α0 = ŵ†(αn). Moreover

∆†
+ = ŵ†(∆+) and ŵ†(αi) = αn−i, i = 1, . . . , n− 1. Using (2.11) we have:

e
[mn

2 ]+1
α0

v = 0.

This completes the proof of the Proposition. �

2.4. Properties of Wσ(λ). It is easy to see that the generalized Weyl mod-
ules are well defined, i.e. Wµ does not depend on the choice of σ and λ such
that σ(λ) = µ (see Lemma 2.2 in [FM3]).

We note that the algebra naf does not contain the finite Cartan subalgebra
h. However, sometimes it is convenient to add extra operators from h acting
on Wµ.

Definition 2.5. For ν ∈ X we define W ν
µ to be the naf ⊕h-module where the

action of h is defined by hv = ν(h)v for all h ∈ h and the cyclic vector v. If
ν = µ, we omit the upper index and write Wµ for W µ

µ .

The modules W ν
µ are naturally graded by the Cartan subalgebra h and

carry additional degree grading defined by two conditions: deg(v) = 0 and
the operators eγ+kδ increase the degree by k. We define the character by
the formula:

chW ν
µ =

∑
dimW ν

µ [γ, k]x
γqk,

where W ν
µ [γ, k] consists of degree k vectors of g0-weight γ. In particular, we

write chWµ for the character of W µ
µ .

2.5. Fusion-like construction. Our first goal is to define the action of naf

on the Weyl modules of the corresponding untwisted algebra g[t]. Let λ be
an antidominant weight of g and let W (w̄0λ) be the (classical) Weyl module
over g[t] with a lowest weight vector v (where w̄0 is the longest element of
the Weyl group of the algebra g). Recall the inclusion (2.1). Let z be some
nonzero complex number. For u ∈ W (w̄0λ), eα⊗ tk ∈ g[t](j) we consider the
shifted action:

eα ⊗ tk.u = eα ⊗ (t+ z)ku.

Let σ be an element of the Weyl group of the algebra g0. Since g0 ⊂ g, the
Weyl group of g0 acts projectively on the irreducible gmodule Vλ ⊂ W (w̄0λ).
We consider a vector σv ∈ W (w̄0λ) defined up to a scalar. Then it is easy
to see using the Vandermonde determinant that the cyclic naf -submodule
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e1
◦

e2
◦

e3
◦

en−2

◦
en−1

◦

❙❙
❙❙

❙❙
❙❙

❙❙

en
◦

❧❧
❧❧
❧❧
❧❧
❧❧

◦
e2n−1

◦
e2n−2

◦
e2n−3

◦
en+2

◦
en+1

◦
e1+e2n−1

2

◦
e2+e2n−2

2

◦
e3+e2n−3

2

◦
en−2+en+2

2

◦
en−1+en+1

2

ks ◦
en

Cn ⊂ A2n−1

en
◦

e1
◦

e2
◦

e3
◦

en−2

◦
en−1

◦

❙❙
❙❙

❙❙
❙❙

❙

❦❦❦❦❦❦❦❦❦❦

en+1

◦

e1
◦

e2
◦

e3
◦

en−2

◦
en−1

◦ +3

en+en+1

2
◦ Bn ⊂ Dn+1

e1
◦

e3
◦

◗◗
◗◗

◗◗
◗◗

◗◗

e1
◦

❙❙
❙❙

❙❙
❙❙

❙❙
❙❙

e4
◦

e2
◦

e3
◦

e2
◦

e6
◦

e5
◦

♠♠♠♠♠♠♠♠♠♠

F4 ⊂ E6
e4
◦

❦❦❦❦❦❦❦❦❦❦❦❦

e1+e6
2
◦

e3+e5
2
◦ ks

e4
◦

e2
◦

e1+e3+e4
3
◦ ❴jt

e2
◦ G2 ⊂ D4

e1
◦

e2
◦

e3
◦

en−1

◦
en
◦

◦
e2n

◦
e2n−1

◦
e2n−2

◦
en+2

◦
en+1

e1+e2n
2
◦

e2+e2n−1

2
◦

e3+e2n−2

2
◦

en−2+en+1

2
◦ +3

en−1+en

2
◦ Bn ⊂ A2n

Figure 1. Subalgebras X0
n ⊂ Xn

U(naf )σ(v) coincides with the whole module W (w̄0λ). We consider the
following filtration on this module: F0 = Cσ(v) and

Fr = span{(x1 ⊗ ts1 . . . xl ⊗ tsl).σ(v)}, s1 + · · ·+ sl ≤ r, xa ⊗ tsa ∈ naf}.

Let W ⋆
σ,λ be the corresponded graded module.

To stress the difference between the weights of g and g0 we denote by
ωi the fundamental weight of g and by ω0i, i = 1, . . . , n, n = rk(g0) the
fundamental weights of g0. We use this notation in this subsection only.

Lemma 2.6. Let λ = −
∑n

i=1miωi be an antidominant weight of the algebra
g. Let λ0 be the antidominant weight of g0 defined by: λ0 = −

∑n
i=1miω0i
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for dual untwisted types and λ0 = −
∑n−1

i=1 miω0i − 2mnω0n for types A
(2)
2n

(see Figure 1 for the numbering). We consider the g[t]-module W (w̄0λ).
Then for any element σ of the Weyl group W of the Lie algebra g0 we have:

(2.12) dimWσ(λ0) ≥ dimW (w̄0λ).

Proof. We show that there exists an epimorphism Wσ(λ0) → W ⋆
σ,λ. So we

need to prove that all the defining relations of the module Wσ(λ0) hold in
the module W ⋆

σ,λ. For a diagram automorphism τ and a simple root vector

ei except for the root en of A
(2)
2n we have:

[ei, τei] = 0,

(see Figure 1). In type A
(2)
2n the vectors en, τen, [ei, τei] form a Heisenberg

algebra.
Let v be the lowest weight vector of W (w̄0λ). Note that any orbit of the

group generated by τ contains exactly one element ei such that i ≤ n. We

have σ̂(eα+δ).σ(v) = 0, α ∈ ∆−. For all cases except for i = n in type A
(2)
2n

we have: (∑j−1
k=0 τ

kei
j

)mi+1

.v = 0.

Analogously for A
(2)
2n we have: (en + τen)

2mn+1 .v = 0. Hence for any positive
root α ∈ ∆+

e−〈λ0,α∨〉+1
α .v = 0.

Thus using the action of the Weyl group we obtain

e
−〈λ0,α∨〉+1
σ(α) .σ(v) = 0.

Thus rank-one computation shows that

σ̂(eα)
−〈λ0,α∨〉+1.σ(v) = 0

and

σ̂(eα)

[
−

〈λ0,α
∨〉

2

]
+1

.σ(v) = 0

if g is of type A
(2)
2n , α is a short root and σ(α) ∈ ∆−.

So we have proved that the defining relations of Wσ(λ0) hold in W (w̄0λ)
with the shifted action. Hence they also hold in W ⋆

σ,λ. This completes the
proof of the Lemma. �

2.6. tQBG and Weyl modules. In the following lemma we give a criterion
of the existence of edges in the twisted quantum Bruhat graph. In part ii)
by a long root we mean a root such that there exists another root of a smaller
length.
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Lemma 2.7. Consider the dual untwisted case. For σ ∈ W , γ ∈ ∆+ the
two following statements are equivalent:

i) there is an edge in the twisted quantum Bruhat graph σ
γ

−→ σsγ ;

ii) there are no elements α, β ∈ ∆+ such that α, β 6= γ, α+ β = 2 〈α,γ〉
〈γ,γ〉γ,

σ̂(α) + σ̂(β) = 2 〈α,γ〉
〈γ,γ〉 σ̂(γ); if σγ ∈ ∆−, then additionally γ is not a long

nonsimple root contained in a rank two subalgebra, generated by roots from
∆+.

Proof. The proof is analogous to the proof for untwisted algebras by inter-
changing roots and coroots (see [FM3], Lemma 2.12). �

Definition 2.8. Let β̄ = (β1, . . . , βr) be a sequence of affine roots. Consider
a weight σ(λ), where σ ∈ W , λ ∈ X−. Then the generalized Weyl module
with characteristics Wσ(λ)(β̄,m), m = 0, . . . , r is the cyclic naf module with
a generator v and the following relations: hv = 0, h ∈ hkδ, k ≥ 1 and for all
α ∈ ∆+: σ̂(e−α+δ)v = 0 and

σ̂(eα)

[
lα,m

2

]
+1

v = 0, if g of type A
(2)
2n , σ(α) ∈ ∆−, α is short;

σ̂(eα)
lα,m+1v = 0, otherwise,

where lα,m = −〈α∨, λ〉 − |{βi|Reβi = −α, i ≤ m}|.

Remark 2.9. If m = 0, then Wσ(λ)(β̄, 0) ≃ Wσ(λ). Now assume that m =

l(t−ωi
) and the sequence of roots β̄ comes from a reduced decomposition of

t−ωi
. Then according to Proposition 1.4, part a), we have an isomorphism

Wσ(λ)(β̄,m) ≃ Wσ(λ+ωi).

Let τ1, τ2 ∈ ∆+ be two roots from the root system of g0. Let L2 be
the semisimple Lie algebra with the root system ∆′ ⊂ ∆ spanned by roots

τ1, τ2. Let naf
′
be the subalgebra of naf generated by the elements of the

form eγ+kδ ∈ naf , where γ ∈ ∆′ ∪ 2∆′, k ≥ 0.

Remark 2.10. The set 2∆′ shows up only in the A
(2)
2n case.

Lemma 2.11. For the naf -module Wσ(λ)(β̄,m) we define naf
′
-submodule

M2 = U(naf
′
)v ⊂ Wσ(λ)(β̄,m), where v is the cyclic vector and m satisfies

σ(Reβm+1) ∈ Z〈τ1, τ2〉. Then M2 is a quotient of some naf
′
module of the

form W
σ̃(λ̃)

(β̃, m̃), where σ̃, λ̃, β̃, m̃ are parameters for naf
′
. In addition,

σReβm+1 = σ̃Reβ̃m̃+1.

Proof. Without loss of generality we assume that τ1, τ2 is a basis of ∆′ =

Z〈τ1, τ2〉∩∆. We have several possible cases for ∆′ and naf
′
. The first case:

∆′ is the root system of type A1 ⊕ A1 (this happens when τ1 is orthogonal
to τ2 and [eτ1 , eτ2 ] = 0). In this case the claim is obvious. The second case

is L2 ≃ G2 and naf
′
isomorphic to the positive affine nilpotent algebra of

type D
(3)
4 . So we have naf = naf

′
and hence there is nothing to prove. The
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third case is ∆′ being the root system of type A2; then naf
′
is the positive

affine nilpotent algebra of type A
(1)
2 . This case was worked out in [FM3],

Lemma 2.17. The two remaining cases are A
(2)
3 and A

(2)
4 (so ∆′ is either of

type C2 or of type B2). The A
(2)
3 is equivalent to the untwisted C2 situation

from [FM3]. The only difference is that we apply Corollary 1.5, iii), to the

roots instead of coroots. Finally, the last A
(2)
4 case is equivalent to the A

(2)
3

thanks to the recipe from [OS] (see also subsection 1.2). �

2.7. The decomposition procedure. In order to describe the generalized
Weyl modules we follow the same strategy as in [FM3]. Namely, we consider
the sequence of surjections

Wσ(λ) = Wσ(λ)(β̄
i, 0) → Wσ(λ)(β̄

i, 1) → · · · → Wσ(λ)(β̄
i, r) = Wσ(λ+ωi),

β̄i = β̄(t−ωi
), 〈λ, α∨

i 〉 6= 0 and describe the kernels. The description is
given in terms of the twisted quantum Bruhat graph for the twisted affine
Kac-Moody algebra.

Remark 2.12. The type A
(2)
2n is very special. First, the tQBG in this case

is of type D
(2)
n+1. Second, in what follows we will be interested in the paths

along the edges of tQBG. More concretely, given a vertex σ of tQBG and
an affine root β we will check if there is an edge σ → σsReβ. The existence
of such an edge allows us to move along the graph. However, ONLY in

types A
(2)
2n , there is an additional restriction (see [OS]). Namely, even if an

edge does exist, we are not allowed to use it if the edge is quantum and
degβi

m+1 + 〈βi
m+1

∨
, λ+ ωi〉 is odd (see Subsection 1.2, Lemma 1.3).

Theorem 2.13. Let β̄i = (βi
1, . . . , β

i
r) be the sequence of β’s for some re-

duced decomposition of the element t−ωi
. Then we have:

(i) If there is no edge σ
Reβi

m+1
−→ σsReβm+1

or in type A
(2)
2n the edge σ

Reβi
m+1

−→

σsReβi
m+1

is quantum and degβi,λ+ωi

m+1 = degβi
m+1 + 〈βi

m+1
∨
, λ + ωi〉 is odd,

then
Wσ(λ)(β̄

i,m) ≃ Wσ(λ)(β̄
i,m+ 1).

(ii) Assume there is an edge σ
Reβi

m+1
−→ σsReβm+1

. Then we have the exact
sequence

WσsReβm+1
(λ)(β̄

i,m+ 1) → Wσ(λ)(β̄
i,m) → Wσ(λ)(β̄

i,m+ 1) → 0.

Proof. As in [FM3], we reduce the proof to the rank two case using Lemmas
2.7 and 2.11. �

Corollary 2.14.

chWσ(λ−ωi) ≤
∑

p∈QB(σ,λ,β̄i,λ)

qdeg(qwt(p))chW
wt(end(p))
dir(end(p))(λ),

chWσ(λ) ≤ Ctλ
σ ,
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where inequalities mean the coefficient-wise inequalities.

Proof. The proof is the same as the proof of Corollary 2.19 from [FM3]. �

Theorem 2.15. The inequalities of Corollary 2.14 are in fact the equalities.

Proof. According to [I] in dual untwisted types dimW−ωi
= E−ωi

(1, 1, 0)

for all fundamental weights ωi. In type A
(2)
2n [I] implies dimW−w†ωi

=
E−ωn−i

(1, 1, 0), i 6= n and dimW−w†2ωn
= E−ω0

(1, 1, 0). Now the rest of

the proof follows the same lines as in [FM3]. The only special case is A
(2)
2n

and i = n. Then inequality (2.12) is valid only for λ such that 〈λ, α∨
n〉 is even.

So we are forced to use double decomposition procedure (i.e. we consider
the filtration such that all the subquotients are isomorphic to Wκ(λ+2ωn)).
However, since we know that inequalities of Corollary 2.14 become equalities
after the double application of the decomposition procedure, we obtain the
equalities at each application. �

Theorem 2.16. Let λ be an antidominant weight, σ ∈ W . Then chWσ(λ) =

Ctλ
σ . In addition, the sequence

0 → WσsReβm+1
(λ)(β̄

i,m+ 1) → Wσ(λ)(β̄
i,m) → Wσ(λ)(β̄

i,m+ 1) → 0

is exact.

Proof. The proof is similar to the proof of Theorem 2.21, [FM3] modulo the
following equality

(2.13) len(Reβi
m+1)l−Reβi

m+1
,m = deg βi

m+1

(in the untwisted settings the factor len(Reβi
m+1) is missing in the left hand

side). �

As a consequence, we obtain an alternative proof of the following claim
(see [CI]).

Corollary 2.17. Let λ be a dominant weight. Then for any twisted current
algebra E−λ(x, q, 0) = chW (λ).

We also obtain the representation-theoretic interpretation of the special-
ization of nonsymmetric Macdonald polynomials at t = ∞.

Corollary 2.18. Let λ be an antidominant weight. Then Eλ(x, q
−1,∞) =

chW−λ.

Proof. We use Theorem 1.2,(ii) and the following result (see e.g. [LNSSS2]):
the element w0 ∈ W inverses arrows in the twisted quantum Bruhat graph.

�

Corollary 2.19. Consider the twisted current algebra of type A
(2)
2n . Then

for any σ ∈ W one has

dimWσ(
∑n−1

i=1
miωi+2mnωn) =

n∏

i=1

(
2n+ 1

i

)mi

.
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In particular, we obtain the dimension (0.1) for the classical Weyl modules.

Proof. The decomposition procedure tells us that

dimWσ(
∑n−1

i=1
miωi+2mnωn) = (dimW−2w†ωn

)mn

n−1∏

i=1

(dimW−w†ωi
)mi .

However using Proposition 2.4 and [CIK], Theorem 3 we know that dimW−w†ωi
=(2n+1

i

)
, i < n and dimW−2w†ωn

=
(2n+1

n

)
. �

Remark 2.20. Assume that 〈λ, α∨
n〉 ∈ 2Z + 1. Then the dimension of Wσλ

depends on σ (this already happens in type A
(2)
2 , see subsection (3.1)). For

σ = id this dimension is known (see [FK]).

3. Low rank cases

In this section we work out the case of rank one and rank two level zero
algebras. The corresponding twisted affine algebras are of types A

(2)
2 , D

(2)
3 ,

A
(2)
4 and D

(3)
4 . We first prepare several facts to be used in the proofs.

Remark 3.1. In what follows we use the relation in Wσ(λ)(β̄
i,m): for any

α ∈ ∆+ and n ≥ 0

e
lα,m+1
σ̂(α)+nδv = 0.

Remark 3.2. Let g be a simple Lie algebra and n ⊂ g its nilpotent subalgebra.
Let V be a cyclic n module with cyclic vector v such that emi+1

αi
v = 0

for any simple root αi, mi ≥ 0. Then for any positive root α one has

e
〈
∑

miωi,α
∨〉+1

α v = 0.

Lemma 3.3. (i)Let g be of arbitrary type. Let τ be a positive root and for
m ≥ 0 let η = −Reβi

m+1. Assume that η and sητ are simple. Then m = 0
and

(3.1) σ̂sη(eτ )
lτ,m+1+1σ̂(eη)

lη,mv = 0.

(ii) If m = 0 and there exists a subalgebra N ⊂ naf isomorphic to the finite
dimensional nilpotent subalgebra n0 ⊂ g0 containing η and sητ , then relation
(3.1) holds.

Proof. Let us first prove (i). Consider the subalgebra spanned by σ̂(eη) and
σ̂(esητ ). Then this subalgebra is isomorphic to n0 and we obtain the needed
conditions because the module generated by σ̂(eη) and σ̂(esητ ) from v is
isomorphic to the (restriction of) simple module over g0. This completes
the proof of (i). The proof of (ii) is completely analogous. �
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3.1. Type A
(2)
2 . In this subsection we consider the case of twisted affine

algebra of type A
(2)
2 . So we start with g = sl3 and consider the twisted

current algebra g[t](2). The roots system of g0 = so3 is equal to ∆ = {α,−α}

and the real roots of g[t](2) are of the form ±α+kδ, k ≥ 0 and±2α+(2k+1)δ,
k ≥ 0. The imaginary roots are of the form kδ and each weight space hkδ
is one-dimensional. The tQBG contains two vertices labeled by id and s
and two arrows pointing in both directions. The element ŝ acts as the
transposition of roots α and −2α+ δ and of root vectors eα and e−2α+δ .

The sequence β̄1 is of length one, i.e. β̄1 = (β) and β = −α + δ. In
particular, degβ = 1. For an antidominant weight λ = −mω one has
degβ1,λ = degβ + 〈−α,mω〉 = m. For m ≥ 0 the defining relations of
the module W−mω are

hv = 0, h ∈ hkδ, k ≥ 1,

e−α+kδv = 0, e−2α+(2k−1)δv = 0, k > 0, em+1
α v = 0,

and the defining relations of the module Wmω = Ws(−mω) are

hv = 0, h ∈ hkδ, k ≥ 1,

eα+kδv = 0, e2α+(2k+1)δv = 0, k ≥ 0, e
[m2 ]+1

−2α+δv = 0.

By definition, W2kω ≃ W(2k+1)ω. This proves Theorem 2.13, (i), since the

edge from s to id is quantum and Remark 2.12 tells us that if degβ1,λ is odd
(i.e. λ = (−2k − 1)ω for some k), then Ws(λ) ≃ Ws(λ+ω).

Let us prove Theorem 2.13, (ii). Let v be the generator of the module
W−mω, m ≥ 0. Then direct computation shows that

(e−2α+δ)
m
2 emα v = 0, m is even,

(e−2α+δ)
m+1

2 emα v = 0, m is odd.

Now let v be the generator of the module Wmω, m > 0. Then

emα (e−2α+δ)
[m2 ]v = 0.

This completes the proof of Theorem 2.13, (ii).
Here are the characters of the first several Weyl modules (x = xω):

chW0 = 1, chWω = x, chW−ω = x−1 + x, chW2ω = x2 + q + qx2,

chW−2ω = x−2 + 1 + x2, chW3ω = xchW2ω,

chW−3ω = x−3 + x−1(1 + q) + x(1 + q) + x3,

chW4ω = x4 + (q + q2)x2 + q + q2 + q3 + (q2 + q3)x−2 + q2x−4,

chW−4ω = x−4 + x−2(1 + 2q) + (1 + q) + x2(1 + q) + x4,

chW5ω = xchW4ω.
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Figure 2. tQBG of type D
(2)
3

The dimensions of the generalized Weyl modules are given by the formula

dimWmω =





3m/2, m is even and nonnegative,

3−m/2, m is even and negative,

3(m−1)/2, m is odd and positive,

2 · 3(−m+1)/2, m is odd and negative.

3.2. Type D
(2)
3 . The goal of this section is to prove Theorem 2.13 for g of

type D
(2)
3 .

We denote by α1 the short simple root, by α2 the long simple root,
∆+ = {α1, α2, α2 + α1, α2 + 2α1} and the set of corresponding coroots is
{α∨

1 , α
∨
2 , 2α

∨
2 + α∨

1 , α
∨
2 + α∨

1 }. We have the following sequences of β’s:

β1
1 = −α1 + δ, β1

2 = −2α1 − α2 + 2δ, β1
3 = −α1 − α2 + δ;

β2
1 = −α2+2δ, β2

2 = −α1−α2+2δ, β2
3 = −2α1−α2+2δ, β2

4 = −α1−α2+ δ.

The twisted quantum Bruhat graph is shown on Figure 3.2.

Proposition 3.4. Let β̄i be the sequence of β’s for some reduced decompo-

sition of the element t−ωi
, i = 1, 2. If there is no edge σ

Reβm+1
−→ σsReβm+1

,
then

Wσ(λ)(β̄
i,m) ≃ Wσ(λ)(β̄

i,m+ 1).

Proof. Let v be the cyclic vector of Wσ(λ)(β̄
i,m). We need to prove the

relation

(3.2) (σ̂e−Reβm+1
)l−Reβm+1,mv = 0

assuming that there is no edge σ
Reβm+1
−→ σsReβm+1

.
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Lemma 2.7 tells us that we need to consider two cases. Assume that there
are elements τ, η ∈ ∆+ such that:

τ, η 6= −Reβm+1,

τ + η = 2
〈τ,Reβm+1〉

〈Reβm+1,Reβm+1〉
Reβm+1,

σ̂(τ) + σ̂(η) = 2
〈τ,Reβm+1〉

〈Reβm+1,Reβm+1〉
σ̂Reβm+1.

Then −Reβm+1 is equal to α2 + α1 or α2 + 2α1. Assume that −Reβm+1 =
α2 + α1. Then τ = α1, η = α2 or τ = 2α1 + α2, η = α2. We con-
sider the first case, then eσ̂(−Re)βm+1

is an element of the Lie algebra with
simple root vectors eσ̂(α1), eσ̂(α2). Using Corollary 1.5, iii) we have that
lReβm+1,m > lα2,m + 2lα1,m. Consider the Lie algebra spanned by vectors
eσ̂(α2), eσ̂(α1), eσ̂(α1+α2), [eσ̂(α1+α2)eσ̂(α1)]. This subalgebra is isomorphic to
the (finite-dimensional) Borel subalgebra of type C2. Thus using Remark
3.2 we obtain that σ̂(eReβm+1

)lα2,m
+2lα1,m

+1v = 0. The second case (τ =
2α1 + α2, η = α2) can be worked out in a similar way by the brute force
computations.

Now assume that −Reβm+1 = α2 + 2α1. Then τ = α1, η = α2 + α1.
Then either the linear span of σ̂eα1

, σ̂eα2+2α1
, σ̂eα2+α1

, σ̂eα2
or the linear

span of σ̂eα1
, σ̂eα2+2α1

, σ̂eα2+α1
, σ̂e−α2+δ is closed under the Lie bracket. If

the subspace spanned by σ̂eα1
, σ̂eα2+2α1

, σ̂eα2+α1
, σ̂eα2

is closed under the
Lie bracket then we can analogously to the previous case use Remark 3.2.
Conversely, if the subspace spanned by

σ̂eα1
, σ̂eα2+2α1

, σ̂eα2+α1
, σ̂e−α2+δ

is closed under the Lie bracket, then the needed equation is equivalent to

(σ̂e−α2+δ)
lα2,m

+lα1,m
+1(σ̂eα2+α1

)lα2+α1,m
+1v = 0.

The remaining case is σ̂(−Reβm+1) ∈ ∆−, −Reβm+1 = 2α1+α2. However
in this case σ̂(2α1 +α2) = σ̂(α1 +α2) + σ̂α1 or σ̂(2α1 +α2) = σ̂(α1 +α2) +
σ̂α1+δ. If σ̂(2α1+α2) = σ̂(α1+α2)+σ̂α1, then we are in the situation of the
previous paragraph. Now assume that σ̂(2α1 +α2) = σ̂(α1 +α2) + σ̂α1 + δ.
We know that exactly one of the elements σ(α1), σ(α1+α2) is negative. We
work out the case σ(α1) ∈ ∆+, the second case is very similar. So assume
that σ(α1) ∈ ∆+, σ(α1 + α2) ∈ ∆−. Then the subalgebra of naf generated
by the root vectors corresponding to roots

σ(α2) + 2δ, σ̂(α1 + α2) + δ, σ̂(2α1 + α2), σ̂(α1)

is isomorphic to the nilpotent subalgebra of type C2. Now the desired rela-
tion (3.2) follows from the Remark 3.1 and Remark 3.2. �

Proposition 3.5. Let β̄i be the sequence of β’s for some reduced decompo-
sition of the element t−ωi

, i = 1, 2. Put η = −Reβm+1. If there exists an
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edge σ
η

−→ σsη, then there exists a surjection

Wσsη(λ)(β̄
i,m+ 1) ։ U(naf )σ̂(eη)

lη,mv.

Proof. We need to prove the following equalities:

(3.3) σ̂sη(eτ )
lτ,m+1+1σ̂(eη)

lη,mv = 0.

Note first that if both η and τ are long roots then Z〈η, τ〉 ≃ A1 ⊕ A1.
Therefore we can use Proposition 2.11.

If η and sητ are simple then we obtain the needed relation using Lemma
3.3.

Assume now that η is a short simple root and τ is nonsimple short root.
Then the only cases not covered by Lemma 3.3, ii) are σ = sα and σ =
w0. In these cases [σ̂(e−α2+δ), σ̂(eα1+α2

)] = σ̂(eα1
). Applying operators

σ̂(eα1+α2
)σ̂(e−α2+δ) and σ̂(eα1

) to the vector σ̂(eα1+α2
)m1+m2+1v we obtain

that the vectors σ̂(eα1+α2
)m1+m2+1σ̂(eα1

)v and σ̂(eα1+α2
)m1+m2 σ̂(e2α1+α2

)v
are equal to zero. Continuing such computations we obtain the needed
relations. In the same way we obtain the needed relations for the remaining
cases, namely for η and τ both simple roots.

Let η be nonsimple. Then we obtain the needed relations by the weight
reasons. We work out one case in details, the other cases are very similar.

Let η = 2α1 + α2 and τ = α1 + α2. Then
(3.4)

wt(σ̂(eτ )
lτ,m+1σ̂(eη)

lη,mv) = σ(λ) + l2α1+α2,mσ(2α1 +α2) + lα1+α2,mσ(−α1).

However, we know that there is no such weight space in Wσ(λ)(β̄
i,m). In

fact, the module Wσ(λ)(β̄
i,m) is generated by naf from v. The maximal

number of times we can apply σ̂(α2) is equal to lα2,m. Therefore all the
weights of Wσ(λ)(β̄

i,m) are of the form σ(λ) + k1σ(α1) + k2σ(α1 + α2) (for
some integer k1 and k2) with k1 ≥ −lα2,m. But the right hand side of (3.4)
does not satisfy this condition, since lα1+α2,m ≥ l2α1+α2,m + lα2,m. �

3.3. Type A
(2)
4 . Consider now type A

(2)
4 . Then the tQBG and the sequences

β̄1, β̄2 are the same as in type D
(2)
3 . Let us fix an antidominant λ and

i = 1, 2 such that 〈λ, αi〉 < 0. Assume that σ̂(−Reβi
m+1) is negative short

and degβi,λ+ωi

m+1 = l is odd. Recall (2.13) that l = l−Reβi
m+1

,m. Therefore

by definition the only difference between Wσ(λ)(β̄
i,m+1) and Wσ(λ)(β̄

i,m)

is the relation (σ̂e−Reβi
m+1

)[
l−1

2 ]+1v = 0 instead of (σ̂e−Reβi
m+1

)[
l
2 ]+1v = 0.

However for odd l these relations coincide. Thus if σ̂(−Reβi
m+1) is negative

short and degβi,λ+ωi

m+1 = l is odd, then Wσ(λ)(β̄
i,m+1) ≃ Wσ(λ)(β̄

i,m). The
proof of all other conditions from Theorem 2.13, (i), is straightforward.

Proposition 3.6. Theorem 2.13, (ii) holds for twisted current algebra A
(2)
4 .

Proof. If −Reβi
m+1 is nonsimple then analogously to type D

(2)
3 we obtain

the needed result by the weight reasons. Thus we only need to consider the



20 EVGENY FEIGIN AND IEVGEN MAKEDONSKYI

case m = 0. Put η = −Reβi
m+1. If η = α2 and τ = α2 + 2α1, then we can

use Lemma 2.11 to complete the proof. Note that the vectors σ̂(eα1
) and

σ̂(eα2
) generate the Lie algebra isomorphic to the nilpotent subalgebra of

type C2 (the short and the long roots can be interchanged). Thus if sη(τ) is
simple, then one can use Remark 3.2. All remaining cases can be obtained
by a direct computation. �

3.4. Type D
(3)
4 . Let gaf be the affine Lie algebra of type D

(3)
4 . Then the

subalgebra g0 is of type G2. Denote by α1 the short simple root and by
α2 the long simple root of g0. The tQBG of type G2 can be obtained from
QBG of type G2 (see e.g. [LL], p.19, figure 2) by interchanging s1 and s2
in the labels of all vertices and keeping all the arrows unchanged. In words,
the twisted quantum Bruhat graph looks as follows: there are Bruhat edges
from any element of length p to any element of length p + 1, 0 ≤ p ≤ 5.
There is quantum edge from any element with the reduced decomposition
(
∏

sik)sj to the element (
∏

sik), j, ik ∈ {1, 2}, from any element with the
reduced decomposition (

∏
sik)s2s1s2 to the element (

∏
sik) and from any

element with the reduced decomposition (
∏

sik)s1s2s1s2s1 to the element
(
∏

sik).
Using Proposition 1.4 we obtain the following sequences β̄1, β̄2:

(3.5) β1
1 = −α1 + δ, β1

2 = −3α1 − α2 + 3δ, β1
3 = −2α1 − α2 + 2δ,

β1
4 = −3α1 − 2α2 + 3δ, β1

5 = −α2 − α1 + δ, β1
6 = −2α1 − α2 + δ.

(3.6)

β2
1 = −α2+3δ, β2

2 = −α2−α1+3δ, β2
3 = −3α1−2α2+6δ, β2

4 = −α2−2α1+3δ,

β2
5 = −α2 − α1 + 2δ, β2

6 = −3α1 − α2 + 3δ, β2
7 = −2α1 − α2 + 2δ,

β2
8 = −3α1 − 2α2 + 3δ, β2

9 = −α2 − α1 + δ, β2
10 = −2α1 − α2 + δ.

Proposition 3.7. Assume that there is no edge w
α

−→ wsReβi
m+1

. Then

Wσ(λ)(β̄
i,m) ≃ Wσ(λ)(β̄

i,m+ 1).

Proof. Lemma 2.7 tells us that we need to consider two cases. Assume that
there exist elements τ, η ∈ ∆+ such that

τ, η 6= −Reβi
m+1,

τ + η = 2
〈τ,Reβi

m+1〉

〈Reβi
m+1,Reβ

i
m+1〉

Reβi
m+1,

σ̂(τ) + σ̂(η) = 2
〈τ,Reβi

m+1〉

〈Reβi
m+1,Reβ

i
m+1〉

σ̂Reβi
m+1.
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Then we have two cases:

τ + η = −Reβi
m+1,

σ̂(τ) + σ̂(η) = −σ̂Reβi
m+1

or

τ + η = −3Reβi
m+1,

σ̂(τ) + σ̂(η) = −3σ̂Reβi
m+1.

Let us work out the first case (in the second case βi
m+1 is short nonsimple

and this case can be worked out by the brute force computation). Assume
that −Reβi

m+1 = α1 + α2. Then m > 0 and l−Reβi
m+1

,m > 3lα2,m + lα1,m.

But using Remark 3.2 we have:

(σ̂(e−Reβi
m+1

))3lα1,m
+lα2,m

+1v = 0.

Now assume that −Reβi
m+1 = 2α1 + α2. Then −Relβi

m+1
,m > lα1+α2,m +

lα2,m. If the set [σ̂(fα2
), σ̂(fα1

)] = σ̂(fα1+α2
), then using Remark 3.2 we

have:

(σ̂(e−Reβi
m+1

))lα1+α2,m
+lα2,mv = 0.

Conversely we have that [(eσ̂(−α1+δ)), σ̂(eα1+α2
)] = σ̂(eα2

) and using this
fact we obtain:

σ̂(e−Reβi
m+1

))lα1+α2,m
+lα2,m

+1v = 0.

In the similar way we prove the claim for −Reβi
m+1 = α1 + 3α2 or

−Reβi
m+1 = 2α1 + 3α2.

Now assume that there do not exist such τ and η that −Reβi
m+1 is

nonsimple long and σ̂(−Reβi
m+1) ∈ ∆−. Then the only possible cases

are σ = w0 or σ = s2α1+3α2
. Then using the direct computation we ob-

tain that (σ̂e−Reβi
m+1

)
l
−Reβi

m+1
,m lie in the left ideal generated by (σ̂eα)

lα,m ,

α 6= −Reβi
m+1. �

Proposition 3.8. We consider a module Wσ(λ)(β̄
i,m). If there exists an

edge

σ
Reβi

m+1
−→ σsReβi

m+1

in the quantum Bruhat graph, then U(naf )σ̂(e−Reβi
m+1

)
l
−Reβi

m+1
,mv is the quo-

tient module of Wσs
Reβi

m+1

(λ).

Proof. Let v1 = σ̂(e−Reβi
m+1

)
l
−Reβi

m+1
,mv. If 〈Reβi

m+1, η〉 = 0, then it is easy

to see that [e−Reβi
m+1

, eη] = 0 and thus Z〈Reβi
m+1, τ〉 ∩∆ is the root system

of type A1 ⊕A1. Therefore the claim is a consequence of the Lemma 2.11.
If Reβi

m+1 is long, then for any long root τ 6= −Reβi
m+1 we have that

Z〈Reβi
m+1, τ〉 ∩ ∆ is a root system of type A2. Indeed, the Lie algebra
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spanned by all long roots of G2 is isomorphic to A2. Hence the claim is a
consequence of the Lemma 2.11.

Consider the following cases: 1) − Reβi
m+1 = α2 + 2α1, 2) − Reβi

m+1 =

2α2+3α1, 3)−Reβi
m+1 = α2+α1, τ 6= α1, 4)−Reβi

m+1 = α2+3α1, τ 6= α2.
Then the needed condition holds because of the weight reasons in the same

way as in the proof for D
(2)
3 .

Now assume that −Reβi
m+1 = α2. Then m = 0. Note that the cases of

long τ or τ orthogonal to α1 are already covered. The case τ = α1 + α2 is
covered by Remark 3.2. 2α1 + α2 is orthogonal to α2. Thus it remains just
to consider case τ = α1. We need to prove the following equation:

σ̂(eα1+α2
)m1+1σ̂(eα2

)m2v = 0.

This and all remaining cases can be proven by a direct computation. �
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Progress in Mathematics, 204. Birkhäuser Boston, Inc., Boston, MA, 2002.

[KS] F. Knop, S. Sahi, A recursion and a combinatorial formula for Jack polynomials,
Invent. Math. 128 (1997), no. 1, 9–22.

[L] C. Lenart, From Macdonald polynomials to a charge statistic beyond type A, Journal
of Combinatorial Theory, Series A, vol. 119 (3),2012, pp. 683–712.

[Lu] G. Lusztig. Hecke algebras and Jantzen’s generic decomposition patterns. Advances
in Math. 37 (1980), 121–164.

[LL] C. Lenart, A. Lubovsky, A uniform realization of the combinatorial R-matrix,
http://arxiv.org/abs/1503.01765.

[LS] C. Lenart and A. Schilling, Crystal energy functions via the charge in types A and

C, Math.Z.273 (2013), no. 1-2, 401–426.
[LNSSS1] C. Lenart, S. Naito, D. Sagaki, A. Schilling, and M. Shimozono, Quantum

Lakshmibai-Seshadri paths and root operators, preprint 2013, arXiv:1308.3529.
[LNSSS2] C. Lenart, S. Naito, D. Sagaki, A. Schilling, and M. Shimozono, A uniform

model for Kirillov-Reshetikhin crystals I: Lifting the parabolic quantum Bruhat graph,
Int. Math. Res. Not. 2015 (2015), 1848–1901.

[LNSSS3] C. Lenart, S. Naito, D. Sagaki, A. Schilling, and M. Shimozono, A uniform

model for Kirillov-Reshetikhin crystals II: Alcove model, path model, and P = X,
preprint 2014, arXiv:1402.2203.

http://arxiv.org/abs/1512.03254
http://arxiv.org/abs/1605.01560
http://arxiv.org/pdf/math/9812022v3.pdf
http://arxiv.org/abs/1503.01765
http://arxiv.org/abs/1308.3529
http://arxiv.org/abs/1402.2203


24 EVGENY FEIGIN AND IEVGEN MAKEDONSKYI

[LNSSS4] C. Lenart, S. Naito, D. Sagaki, A. Schilling, M. Shimozono, A uniform model

for Kirillov-Reshetikhin crystals III: Nonsymmetric Macdonald polynomials at t = 0
and Demazure characters, arXiv:1511.00465.

[M1] I.G. Macdonald, Symmetric functions and Hall polynomials, second ed., Oxford Uni-
versity Press, 1995.

[M2] I.G. Macdonald, Affine Hecke algebras and orthogonal polynomials, Séminaire Bour-
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