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Abstract

The main goal of this paper is to construct non-commutative Hilbert modular
symbols. However, we also construct commutative Hilbert modular symbols. Both
the commutative and the non-commutative Hilbert modular symbols are generaliza-
tions of Manin’s classical and non-commutative modular symbols. We prove that
many cases of (non-)commutative Hilbert modular symbols are periods in the sense
on Kontsevich-Zagier. Hecke operators act naturally on them.

Manin defines the non-commutative modilar symbol in terms of iterated path
integrals. In order to define non-commutative Hilbert modular symbols, we use a
generalization of iterated path integrals to higher dimensions, which we call iterated
integrals on membranes. Manin examines similarities between non-commutative
modular symbol and multiple zeta values both in terms of infinite series and in
terms of iterated path integrals. Here we examine similarities in the formulas for non-
commutative Hilbert modular symbol and multiple Dedekind zeta values, recently
defined by the author, [H3], both in terms of infinite series and in terms of iterated
integrals on membranes.
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0 Introduction

Classical elliptic modular symbols were introduced by Birch [Bi] and Manin [M1] in
connection with Birch - Swinnerton-Dyer conjecture for certain congruence subgroups of
SL2(Z). We recall that a modular symbol {p, q} is associated to a pair of cusp points
p, q ∈ P1(Q) on the completed upper half plane H1∪P1(Q). One can think of the modular
symbol {p, q} as a homology class of the geodesic connecting p and q, inH1(XΓ, {cusps}),
where XΓ is the modular curve associated to a congruence subgroup of SL2(Z). One
can pair {p, q} with a cusp form f by

{p, q} × f 7→
∫ q

p
fdz

If f is a cusp form of weight 2 then fdz can be considered as cohomology class inH1(XΓ).
This gives a pairing between homology (Betti) and cohomology (de Rham) that leads to
periods. Modular symbols are a useful tool applied to L-functions and computation of
cohomology groups. For a review of such topics, one can consult [M3].

Their theory was developed by Manin, Drinfeld, Shokurov, Mazur, [M1, Dr, Shok,
Maz]. Later the theory was extended to higher ranks by A. Ash, Rudolf, A. Borel,
Gunnels [AR, AB, Gu].

Elliptic modular symbols are important tool in the study of modular forms. They are
particularly useful in computations with modular forms. J. Cremona designed algorithms
for computations with elliptic curves, based on modular symbols (”modular symbol
algorithm”), see [Cre]. Some of the applications include computations of homology and
cohomology. Also, the study of special values of L-functions became a vast area of
applications of classical modular symbols, see [MS, KMS].

Later W. Stein also has contributed to the difficult area of computations with modular
forms. See his excellent book [Ste], which contains both theory and computational
methods. For higher rank groups one can consult the Appendix by P. Gunnels in the
same book.

Manin’s non-commutative modular symbol [M2] is a generalization of both the classi-
cal modular symbol and of multiple zeta values in terms of Chen’s iterated integral theory
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in the holomorphic setting. Manin shows that the non-commutative modular symbol is a
non-commutative 1-coclycle. He also shows that each of the iterated integrals on Hecke
eigenforms that enter in the non-commutative modular symbol are periods.

The main goal of this paper is to construct non-commutative Hilbert modular sym-
bols. However, we also construct an analog of the classical modular symbol for Hilbert
modular varieties. Both symbols are generalizations of the corresponding Manin’s con-
structions.

We compute explicit integrals in terms of the non-commutative Hilbert modular
symbol of type b and present similar formulas for the recently defined multiple Dedekind
zeta values (see [H3]). We prove that the iterated integrals on membranes that enter in
the non-commutative modular symbol of type c are periods. We also give some explicit
and some categorical arguments in support of a conjecture that a certain type of non-
commutative Hilbert modular symbol satisfies a non-commutative 2-cocycle condition.

Before describing our results let us recall the non-commutative modular symbol
of Manin [M2]. Let ∇ = d −∑m

i=1 Xifidz be a connection on the upper half plane,
where f1, . . . , fm are cusp forms and X1, . . . ,Xm are formal variables. One can think of
X1, . . . ,Xm as constant square matrices of the same size.

Let Jb
a be the parallel transport of the identity matrix 1 at the point a to the matrix

Jb
a at the point b. Alternatively, Ja

b can be written as a generating series of iterated path
integrals of the forms f1dz, . . . , fmdz, (see [Ch] and [M2]), namely,

Jb
a = 1 +

m
∑

i=1

Xi

∫ b

a
fidz +

m
∑

i,j=1

XiXj

∫ b

a
fidz · fjdz + · · ·

Then Jb
aJ

c
b = Jc

a. This property leads to the 1-cocycle c1a(γ) = Ja
γa, which is the non-

commutative modular symbol (see [M2] and Section 1 of this paper). If f1, . . . , fm are
normalized cusp Hecke eigenforms then each iterated integral appearing in the generating
series Jb

a is a period. In this paper we introduce both commutative and non-commutative
modular symbols for Hilbert modular surfaces. As it turned out we need some new tools
in comparison to the classical modular symbols. In particular for the non-commutative
Hilbert modular symbol we need iterated integrals in dimension higher than one. We
introduce them and study their properties in the special case of Hilbert modular surfaces.
In this paper, we construct both commutative and non-commutative modular symbols for
the Hilbert modular group SL2(OK). For the Hilbert modular group, one may consult
[B] and [F]. In the case of Hilbert modular surface, it is not possible to repeat Manin’s
constructions for the non-commutative modular symbols, since the integration domain is
two-dimensional over the complex numbers. Instead, we develop a new approach (Section
2), which we call iterated integrals on membranes. This is a higher dimensional analogue
of iterated path integrals. In Subsection 3.7, we explore similar relations between non-
commutative Hilbert modular symbols and multiple Dedekind zeta values (see [H3]).

In Section 3, we associate modular symbols for SL2(OK) to geodesic triangles and
geodesic diangles (2-cells whose boundary has two vertices and two edges, which are
geodesics.) We are going to explain how the geodesic triangles and the geodesic diangles
are constructed. Consider 4 cusp points in H2∪P1(K). We can map every three of them
to 0, 1 and ∞ with a linear fractional transformation γ ∈ GL2(K). There is a diagonal
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map H1 → H2, whose image ∆ contains 0, 1 and ∞. We can take a pull-back of ∆ with
respect to the map γ in order to obtain a holomorphic (or anti-holomorphic) curve that
passes through the given three points. If det γ is totally positive or totally negative then
γ∗∆ is a holomorphic curve in H2. If det γ is not totally positive or totally negative (that
is in one of the real embedding it is positive and in the other it is negative) then γ∗∆ is
anti-holomorphic. This means that it is holomorphic in H2 if we conjugate the complex
structure in one of the copies of H1. The same type of change of the complex structure
is considered in [F].

On each holomorphic, or anti-holomorphic curve γ∗∆, there is a unique geodesic
triangle connecting the three given points. However, if we take two of the points, we
see that they belong to two geodesic triangles. Thus they belong to two holomorphic,
(or anti-holomorphic) curves. Therefore, there are two geodesic connecting the two
points - each lying on different holomorphic (or anti-holomorphic) curves, as faces of the
corresponding geodesic triangles, defining the curves. There are two pairings that we
consider: the first one is an integral of a cusp form over a geodesic triangle and the second
one is an integral of a cusp form over a geodesic diangle. If we integrate a holomorphic
2-form coming from a cusp form over a geodesic triangle, we obtain 0, if the triangle lies
on an holomorphic curve. Thus the only non-zero pairings come from integration of a
cusp form over a diangle or over a triangle, lying on an anti-holomorphic curve.

Now let us look again at the four cusp points together with the geodesics that we
have just described. We obtain four geodesic triangles, corresponding to each triple of
points among the four points, and six diangles, corresponding to the six “edges” of a
tetrahedron with vertices the four given points. Thus, we obtain a “tetrahedron” with
thickened edges. We will use tetrahedrons with thickened edges as an intuition for a non-
commutative 2-coclycle relation (see Conjecture 3.15) for the non-commutative Hilbert
modular symbol, which is an analogue of Manin’s non-commutative 1-cocycle relation
for the non-commutative modular symbol.

Usually, the four vertices are treated as a tetrahedron and a 2-cocycle is functional
on the faces, considered as 2-chains. The boundary is defined as a sum of the 2-cocycles
on each of the faces (which are triangles). The boundary of the tetrahedron gives a
boundary relation of a 2-cocycle.

In our case the analogue of a 2-cocycle is a functional on diangles and on triangles.
And the boundary map is a sum over the faces of the thickened tetrahedron. Thus, the
faces of the thickened tetrahedron are four triangles and six diangles, corresponding to
the six edges of a tetrahedron.

We show that the geodesics on the boundary of a diangle or of a geodesic triangle
lie on a holomorphic curves γ∗∆ for various elements γ with totally positive or totally
negative determinant. This implies that when we take the quotient by a Hilbert modular
group the holomorphic curve γ∗∆ becomes Hirzebruch-Zagier divisor [HZ]. Then we
prove that the commutative Hilbert modular symbols paired with a cusp forms of weight
(2, 2) give periods in the sense of [KZ].

In order to construct a non-commutative Hilbert modular symbol, first we define
a suitable generalization of iterated path integrals, which we call iterated integrals on
membranes (see Section 2). We choose the word “membrane” since such integrals are
invariant under suitable variation of the domain of integration.
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There is a topological reason for considering non-commutative Hilbert modular sym-
bol as opposed to only commutative one. Let us first make such comparison for the
case of SL2(Z). The commutative modular symbol captures H1(XΓ), while the non-
commutative symbol captures the rational homotopy type of the modular curve XΓ.
Now, let X̃ be a smooth Hilbert modular surface, by which we mean the minimal desin-
gularization of the Borel-Baily compactification due to Hirzebruch. Then the rational
fundamental group of a Hilbert modular surface vanishes, π1(X̃)Q = 0, (see [B]). The
non-commutative Hilbert modular symbol is an attempt to capture more from the ra-
tional homotopy type compared to what H2(X̃) captures.

For convenience of the reader, first we define type a iterated integrals on membranes
(Definition 2.3). They are simpler to define and more intuitive. However, they do not
have enough properties. (For example, they do not have an integral shuffle relation.)
Then we define the type b iterated integrals on membranes (Definition 2.4), which in-
volves two permutations. Type b has integral shuffle relation (Theorem 2.21 (i)) and
type a is a particular case of type b.

We are mostly interested in iterated integrals of type b. If there is no index specifying
the type of iterated integral over membranes, we assume that it is of type b.

Similarly to Manin’s approach, we define a generating series of iterated integrals over
membrane of type b over U , which we denote by J(U). We also define a shuffle product
of generating series of iterated integrals over membranes of type b (see Theorem 2.21
part (iii)),

φ(J(U1)×Sh J(U2)) = J(U1 ∪ U2)

for disjoint manifolds with corners of dimension 2, U1 and U2, as subsets of H
2 ∪P1(K),

(see [BS]). This shuffle product generalizes the composition of generating series of iter-
ated path integrals, namely, Jb

aJ
c
b = Jc

a, to dimension 2. Note that similar definition is
also possible in higher dimensions. Also J(U) is invariant under homotopy. This allows
to consider cocycles and coboundaries, where the relations use homotopy invariance and
the values at the different cells can be composed via the shuffle product.

We define non-commutative Hilbert modular symbols which we call c1 and c2. Then
c1 is the functional J on certain geodesic diangles and c2 is the functional J on geodesic
triangles. Conjecturally, c1 is a 1-cocycle such that if we change the base point of c1

then c1 is modified by a coboundary. Also conjecturally, c2 is a 2-cocycle up to finitely
many multiples of different values of c1. Also, if we change the base point of c2 then
c2 is modified by a coboundary up to a finitely many multiples of different values of
c1. In Subsection 3.5 we give explicit formulas in support of the interpretation of the
non-commutative symbols as co-cycles.

In Subsection 3.6, we give a categorical construction, which might help proving that
the non-commutative symbols as co-cycles.

In Subsection 3.7, we define multiple L-values associated to cusp forms and we com-
pare them to multiple Dedekind zeta values (see [H3]).

We also briefly recall the Riemann zeta values and multiple zeta values (MZVs). The
Riemann zeta values are defined as

ζ(k) =
∑

n>0

1

nk
,
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where n is an integer. MZVs are defined as

ζ(k1, . . . , km) =
∑

0<n1<···<nm

1

nk1
1 . . . nkm

m

,

where n1, . . . , nm are integers. The above MZV is of depth m. Riemann zeta values ζ(k)
and MZV ζ(k1, . . . , km) were defined by Euler [Eu] for m = 1, 2.

The common feature of MZVs and the non-commutative modular symbol is that
they both can be written as iterated path integrals (see [G1], [G2]). Moreover, Manin’s
non-commutative modular symbol resembles the generating series of MZV, which is the
Drinfeld associator. Let us recall that the Drinfeld associator is a generating series of
iterated integrals of the type Jb

a associated to the connection

∇ = d−A
dx

x
−B

dx

1− x

on YΓ(2) = P1 − {0, 1,∞}. One can think of YΓ(2) as the modular curve associated to

the congruence subgroup Γ(2) of SL2(Z). Then the differential forms dx
x and dx

1−x are
Eisenstein series of weight 2 on the modular curve YΓ(2).

Relations between MZV and modular forms have been examined by many authors.
For example, Goncharov has considered a mysterious relation between MZV (multiple
zeta values) of given weight and depth 3 and cohomology of GL3(Z) (see [G2] and [G3]),
which is closely related to the cohomology of SL3(Z). In pursue for such a relation in
depth 4, Goncharov has suggested and the author has computed the group cohomology
of GL4(Z) with coefficients in a family of representations, [H2]. Another relation between
modular forms and MZV is presented in [GKZ].

Similarly to Manin’s approach, we explore relations between the non-commutative
Hilbert modular symbols and multiple Dedekind zeta values (see [H3]). Let us recall
multiple Dedekind zeta values. Let each of C1, . . . , Cm be a suitable subset of the ring
of integers OK of a number field K. We call each of C1, . . . , Cm a cone. Then multiple

Dedekind zeta values are defined as

ζK;C1,...,Cm(k1, . . . , km) =
∑

αi∈Ci for i=1,...,m

1

N(α1)k1N(α1 + α2)k2 · · ·N(α1 + · · ·+ αm)km
.

The connection between non-commutative Hilbert modular symbols and multiple Dedekind
zeta values is both in similarities in the infinite sum formulas and in the definition in
terms of iterated integrals on membranes (see [H3]).

We consider a non-commutative Hilbert modular symbol of type b over one diangle
and compare it with (multiple) Dedekind zeta values with summation over one discrete
cone [H3]. However, in this case the two series look very different. We obtain that the
multiple L-values are non- commutative modular symbols defined as J evaluated at an
infinite union of diangles. We obtain that such L-values are very similar to the sum
of multiple Dedekind zeta values, in the same way as the integrals in the Manin’s non-
commutative modular symbol are similar to the multiple zeta values (MZV). Then the
sum of the multiple Dedekind zeta values is over an infinite union of cones. The idea to
consider cones originated by Zagier [Z] and more generally by Shintani [Sh].
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Classical or commutative modular symbols for SL3(Z) and SL4(Z) were constructed
by Ash and Borel [AB] and Ash and Gunnels [AG]. For GL2(OK), where K is a real
quadratic field, Gunnels and Yasaki have defined a modular symbol based on Voronoi
decomposition of a fundamental domain, in order to compute the 3-rd cohomology group
of GL2(OK), (see [GY]). (For the Hilbert modular group, SL2(OK), one may consult
[B] and [F].) In contrast, here we use a geodesic triangulation of H2/SL2(OK). We are
interested mostly in 2-cells, whose boundaries are geodesics. One of the (commutative)
symbols that we define here, resembles combinatorially the symplectic modular symbol of
Gunnells, [Gu]. However, the meanings of the two types of symbols and their approaches
are different.

There are several different directions for further work on Hilbert modular symbols.
First of all, the commutative Hilbert modular symbols have good behavior with respect
to Hecke operators. It will be interesting to extend the Hecke operators to the cases
of higher equal weight case (k, k). To apply Hecke operators to the Hilbert modular
groups one either assumes a trivial narrow class group or one has to work with adeles.
Another possible continuation of the coronet work is to extend commutative Hilbert
modular symbols to the adelic setting. Then, one may try to extend these properties
- higher equal weight cusp forms and Hecke operators in the adelic setting to the non-
commutative Hilbert modular symbols. Hopefully, the abelian Hilbert modular symbol
would lead to computational tools for cohomology of some Hilbert modular groups with
coefficients in various representations.

For the non-commutative Hilbert modular symbols we expect that some of the con-
tinuations would be establishing the 2-categorical framework that define non-abelian
2-cohomology set. Such a task would also have applications to non-commutative reci-
procity laws on algebraic surfaces. In dimension 1, we have a non-commutative reci-
procity law as a reciprocity law for a generating series of iterated path integrals on a
complex curve [H4]. In dimension 2 we have proven both the Parshin reciprocity and
a new reciprocity for a 4-function local symbols [H5] defined by the author, which are
particular cases in the generating series. A 2-categorical 2-nd cohomology set would
capture algebraically the generating series of iterated integrals on membranes needed for
the general reciprocity on algebraic surfaces.

Finally, we expect that the (non-)commutative Hilbert modular symbols would be
used for studying L-functions and multiple L-functions together with their special values.

1 Manin’s non-commutative modular symbol

In this section we would like to recall the definition and the main properties of the
Manin’s non-commutative modular symbol, (see [M2]). In his paper [M2], Manin uses
iterated path integrals on a modular curve and on its universal cover - the upper half
plane. Our main constructions are parallel to some extend to Manin’s approach and for
that reason we recall it below. However, instead of iterated path integrals we introduce a
new tool - iterated integrals on membranes (see Section 2). Only this notion is adequate
for studying non-commutative Hilbert modular symbols by generalizing the iteration
process to higher dimensions.
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1.1 Iterated path integrals

Here we recall iterated path integrals (see also [P], [Ch], [G1], [M2]). In the next Section,
we are going to generalize them to iterated integrals over membranes.

Definition 1.1 Let ω1, . . . , ωm be m holomorphic 1-forms on the upper half plane to-
gether with the cusps, H1 ∪ P1(Q). Let

g : [0, 1] → H1 ∪ P1(Q),

be a piece-wise smooth path. We define an iterated integral

∫

g
ω1 . . . ωm =

∫

. . .

∫

0<t1<t2···<tm<1
g∗ω1(t1) ∧ · · · ∧ g∗ωm(tm).

Let X1, . . . ,Xm be formal variables. Consider the differential equation

dF (Ω) = F (Ω)(X1ω1 + . . . Xnωm) (1.1)

with values in the associative but non-commutative ring of formal power series in the
non-commuting variablesX1, . . . ,Xm over the ring of holomorphic functions on the upper
half plane. There is a unique solution with initial condition for F (Ω)(g(0)) = 1, at the
starting point g(0), equal to 1. Then F (Ω) at the end of the path, that is at the point
g(1), has the value

Fg(Ω) = 1 +

m
∑

i=1

Xi

∫

g
ωi +

m
∑

i,j=1

XiXj

∫

g
ωiωj +

m
∑

i,j,k=1

XiXjXk

∫

g
ωiωjωk + . . . (1.2)

Using the Solution (1.2) to Equation (1.1), we prove the following theorem.

Theorem 1.2 Let g1 and g2 be two paths such that the end of g1, g1(1) is equal to the
beginning of g2, g2(0). Let g1g2 denote the concatenation of g1 and g2. Then

Fg1g2(Ω) = Fg1(Ω)Fg2(Ω).

Proof. The left hand side is the value of the solution of the linear first order ordinary
differential equation at the point g2(1). From the uniqueness of the solution, we have
that the solution along g2 gives the same result, when the initial condition at g2(0) is
Fg1(Ω). That result is Fg1(Ω)Fg2(Ω).

The same result can be proven via product formula for iterated integrals. We need
this alternative proof in order to use it for generalization to higher dimensions.

Lemma 1.3 (Product Formula) Let ω1, . . . , ωm be holomorphic 1-forms on C and g1, g2
be two paths such that the end of g1 is the beginning of g2, that is g1(1) = g2(0). As
before we denote by g1g2 the concatenation of the paths g1 and g2. Then

∫

g1g2

ω1 · · ·ωm =

m
∑

i=0

∫

g1

ω1 · · ·ωi

∫

g2

ωi+1 · · ·ωm.
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Proof. Let g1 : [0, 1] → C and let g2 : [1, 2] → C. We consider the concatenation g1g2 as
a map g1g2 : [0, 2] → C such that its restriction to the interval [0, 1] gives the path g1
and its restriction to the interval [1, 2] gives g2. From Definition 1.1, we have that

∫

g1g2

ω1 · · ·ωm =

∫

· · ·
∫

0<t1<···<tm<2
(g1g2)

∗ω1(t1) ∧ · · · ∧ (g1g2)
∗ωm(tm).

In the domain of integration 0 < t1 < · · · < tm < 2 insert the number 1. Geometrically,
we cut the simplex 0 < t1 < · · · < tm < 2 into a disjoint union of products of pairs of
simplexes such that its tk ∈ [0, 1] for k ≤ i and tk ∈ [1, 2] for k > i. Thus, the union
is over distinct values of i for i = 0, . . . ,m. And for each fixed i the two simplexes are
0 < t1 < · · · < ti < 1 and 1 < ti+1 < · · · < tm < 2. Then we have

∫

g1g2

ω1 · · ·ωm =

=

n
∑

i=0

∫

· · ·
∫

0<t1<···<ti<1; 1<ti+1<···<tm<2
(g1g2)

∗ω1(t1) ∧ · · · ∧ (g1g2)
∗ωm(tm) =

=
n
∑

i=0

(
∫

· · ·
∫

0<t1<···<ti<1
g∗1ω1(t1) ∧ · · · ∧ g∗1ωi(ti)

)

×

×
(

∫

· · ·
∫

1<ti+1<···<tm<2
g∗2ωi+1(ti+1) ∧ · · · ∧ g∗2ωm(tm)

)

=

=

m
∑

i=0

∫

g1

ω1 · · ·ωi

∫

g2

ωi+1 · · ·ωm.

Definition 1.4 The set of all shuffles sh(i, j) is a subset of all permutations of the set
{1, 2, . . . , i+ j} such that

ρ(1) < · · · < ρ(i)

and
ρ(i+ 1) < · · · < ρ(i+ j).

Such a permutation σ is called a shuffle.

Lemma 1.5 (Shuffle Relation) Let ω1, . . . , ωm be holomorphic 1-forms on C and let g
be a path. Then

∫

g
ω1 · · ·ωi

∫

g
ωi+1 · · ·ωm =

∑

σ∈sh(i,m−i)

∫

g
ωρ(1) · · ·ωρ(m),

where sh(i, j) is the set of shuffles from Definition 1.4.

1.2 Manin’s non-commutative modular symbol

Now let g be a geodesic connecting two cusps a and b in the completed upper half plane
H1 ∪P1(Q). Let Ω = {f1dz, . . . , fmdz} be a finite set of holomorphic forms with respect
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to a congruence subgroup Γ of SL2(Z), such that f1, . . . , fm are cusp forms of weight 2.
Let

Jb
a = Fg(Ω).

As a reformulation of Theorem 1.2, we obtain the following.

Lemma 1.6

Jb
aJ

c
b = Jc

a.

We give a direct consequence of it.

Corollary 1.7

Ja
b = (Jb

a)
−1.

Now we are ready to define Manin’s non-commutative modular symbol. Note that
there is a natural action of Γ on Jb

a. If γ ∈ Γ then γJb
a is defined as Jγb

γa. If f1, . . . , fm
are cusp forms of weight 2. Then ω1 = f1dz, . . . , ωm = fmdz are forms of weight 0, that
is, they are invariant forms with respect to the group Γ. Then

γJb
a = Fγg(ω1, . . . , ωm) = Fg(g

∗ω1, . . . , g
∗ωm) = Fg(ω1, . . . , ωm) = Jb

a.

Let Π be a subgroup of the invertible elements C ≪ X1, . . . ,Xm ≫ with constant term
1. We extend action of Γ on Jb

a to a trivial action of Γ on Π.
Following Manin, we present the key Theorem for and Definition of the non-commutative

modular symbol.

Theorem 1.8 Put
c1a(γ) = Ja

γa.

Then c1a represent a cohomology class in H1(Γ,Π) independent of the base point a

Proof. First c1a is a cocycle:

dc1a(β, γ) = Ja
βa(β · Ja

γa)(J
a
βγa)

−1 = Ja
βaJ

βa
βγaJ

βγa
a = 1.

Second, c1a and c1b are homologous:

c1a(γ) = Ja
γa = Ja

b J
b
γbJ

γb
γa = Ja

b c
1
b(γ)(γ · Ja

b )
−1. ✷

Definition 1.9 A non-commutative modular symbol is a non-abelian cohomology class
in H1(Γ,Π), with representative

c1a(γ) = Ja
γa,

2 Iterated integrals on membranes

Iterated integrals on membranes are a higher dimensional analogue of iterated path
integrals. This technical tool was used in [H3] for constructing multiple Dedekind zeta
values and in [H5] for proving new and classical reciprocity laws on algebraic surfaces.
It appeared first in the author preprint [H1] for the purpose of non-commutative Hilbert
modular symbols.
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2.1 Definition and properties

Let H1 be the upper half plane. Let H2 be a product of two upper half planes. We are
interested in the action of GL2(K), where K is a real quadratic field. This group acts
on H2 by linear fractional transforms. It is convenient to introduce cusp points P1(K)
as boundary points of H2.

Let ω1, . . . , ωm be holomorphic 2-forms on H2, which are continuous at the cusps
P1(K). Let

g : [0, 1]2 → H2 ∪ P1(K)

be a continuous map, which is smooth almost everywhere. Denote by F 1 and F 2 the
following coordinate-wise foliations: For any a ∈ [0, 1], define the leaves

F 1
a = {(t1, t2) ∈ [0, 1]2 | t1 = a }.

and
F 2
a = {(t1, t2) ∈ [0, 1]2 | t2 = a }.

Definition 2.1 We call the above map g : [0, 1]2 → H2 ∪ P1(K) a membrane on H2 if
it is continuous and piecewise differentiable map such that g(F 1

a ) and g(F 2
a ) belong to a

finite union of holomorphic curves in H2 ∪ P1(K) for all constants a.

Similarly, we define a membrane of a Hilbert modular variety. Let ω1, . . . , ωm be
holomorphic 2-forms on YΓ = H2/Γ, which are continuous at the cusps P1(K)/Γ. Let

g : [0, 1]2 → XΓ

be a continuous map, which is smooth almost everywhere, where XΓ = H2 ∪ P1(K) Let
fi : XΓ → P1(C) for i = 1, 2 be two algebraically independent rational functions on
the Hilbert modular surface XΓ. Denote by F 1 and F 2 the following coordinate-wise
foliations: For any a ∈ [0, 1], define the leaves

F 1
a = {(t1, t2) ∈ [0, 1]2 | t1 = a }.

and
F 2
a = {(t1, t2) ∈ [0, 1]2 | t2 = a }.

Let also
P 1
x = {P ∈ XΓ | f1(P ) = x}.

and
P 2
x = {P ∈ XΓ | f2(P ) = x}.

Definition 2.2 We call the above map g : [0, 1]2 → XΓ on XΓ if it is continuous
and piecewise differentiable map such that for each a there are x1 and x2 such that
g(F 1

a ) ⊂ P 1
x1

and g(F 2
a ) ⊂ P 2

x2
.
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We define three types of iterated integrals over membranes - type a, type b and
type c. Type a consists of linear iterations and type b is more general and involves
permutations. Type a is less general, but more intuitive. The advantage of type b is
that it satisfies integral shuffle relation (Theorem 2.21). In other words a product of two
integrals of type b can be expresses as a finite sum of iterated integrals over membranes
of type b. However, one might not be able to express a product of two integrals of type
a as a sum of finitely many integrals of type a. Both type a and type b are defined
on a product of two upper half planes. Type c is defined on a Hilbert modular surface;
that is, on a quotient of a product of upper half planes by an arithmetic group, which
is commensurable to SL2(OK). Type c also satisfies a shuffle product, that is a product
of two integrals of this type can be expresses a finite sum of such.

Definition 2.3 (Type a, ordered iteration over membranes) Let

g : [0, 1]2 → H2 ∪ P1(K)

be a membrane on H2 ∪ P1(K).

∫

g
ω1 · · ·ωm =

∫

D

m
∧

j=1

g∗ωi(t1,j , t2,j),

where

D = {(t1,1, . . . , t2,m) ∈ [0, 1]2m | 0 ≤ t1,1 ≤ · · · ≤ t1,m ≤ 1, 0 ≤ t2,1 ≤ · · · ≤ t2,m ≤ 1}.

Definition 2.4 (Type b, 2 permutations) Let

g : [0, 1]2 → H2 ∪ P1(K)

be a membrane on H2 ∪ P1(K). Let ρ1, ρ2 be two permutations of the set {1, 2 . . . ,m}.
∫ ρ1,ρ2

g
ω1 · · ·ωm =

∫

D

m
∧

j=1

g∗ωj(t1,ρ1(j), t2,ρ2(j)),

where

D = {(t1,1, . . . , t2,m) ∈ [0, 1]2m | 0 ≤ t1,1 ≤ · · · ≤ t1,m ≤ 1, 0 ≤ t2,1 ≤ · · · ≤ t2,m ≤ 1}.

Definition 2.5 (Type c, 2 permutations) Let

g : [0, 1]2 → XΓ

be a membrane on the Hilbert modular surface XΓ = (H2 ∪ P1(K))/Γ. Let ρ1, ρ2 be two
permutations of the set {1, 2 . . . ,m}.

∫ ρ1,ρ2

g
ω1 · · ·ωm =

∫

D

m
∧

j=1

g∗ωj(t1,ρ1(j), t2,ρ2(j)),

where

D = {(t1,1, . . . , t2,m) ∈ [0, 1]2m | 0 ≤ t1,1 ≤ · · · ≤ t1,m ≤ 1, 0 ≤ t2,1 ≤ · · · ≤ t2,m ≤ 1}.

12



Examples of iterated integral of type b: Let αi(t1, t2) = g∗ωi(t1, t2). Denote by
(1) the trivial permutation and by (12) the permutation exchanging 1 and 2.

1. The following 4 diagrams

t1,1

t2,1

t1,2

t2,2

α1(t1,1, t2,1)

α2(t1,2, t2,2)

t1,1

t2,1

t1,2

t2,2

α1(t1,2, t2,1)

α2(t1,1, t2,2)

t1,1

t2,1

t1,2

t2,2 α1(t1,2, t2,2)

α2(t1,1, t2,1)

t1,1

t2,1

t1,2

t2,2 α1(t1,1, t2,2)

α2(t1,2, t2,1)

correspond, respectively, to the integrals

∫ (1),(1)

g
ω1 · ω2,

∫ (12),(1)

g
ω1 · ω2,

∫ (12),(12)

g
ω1 · ω2,

∫ (1),(12)

g
ω1 · ω2,

2. The following diagram
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t1,1 t1,2 t1,3

t2,1

t2,2

t2,3

α1(t1,2, t2,1)

α2(t1,1, t2,2)

α2(t1,3, t2,3)

corresponds to the integral
∫ (12),(1)

g
ω1 · ω2 · ω3.

Remark 2.6 Let us give more intuition about Definition 2.4. Each of the differential
forms g∗ω1, . . . , g

∗ωm has two arguments. Consider the set of first arguments for each
of the differential forms g∗ω1, . . . , g

∗ωm. They are ordered as follows

0 < t1,1 < t1,2 < · · · < t1,m < 1, (2.3)

(They are the coordinates of the domain D.) Since g∗ωj depends on t1,ρ1(j), we have
that t1,k is an argument of g∗ωρ−1

1
(k), where k = ρ1(j). Then we can order the differ-

ential forms g∗ω1, . . . , g
∗ωm according to the order of their first arguments given by the

Inequalities (2.3), which is

g∗ωρ−1

1
(1), g

∗ωρ−1

1
(2), . . . , g

∗ωρ−1

1
(m)

Similarly, we can order the differential forms g∗ω1, . . . , g
∗ωm, with respect to the order

of their second arguments

g∗ωρ−1

2
(1), g

∗ωρ−1

2
(2), . . . , g

∗ωρ−1

2
(m)

We call the first ordering horizontal and the second ordering vertical.

Now we are going to examine homotopy of a domain of integration and how that
reflects on the integral. Let gs : [0, 1]2 → H2 ∪ P1(K) be a family of membranes such
that gs(0, 0) = ∞ and gs(1, 1) = 0. Assume that the parameter s is in the interval [0, 1].

Put h(s, t1, t2) = gs(t1, t2) to be a homotopy between g0 and g1. Let

Gs : [0, 1]
2m → (H2 ∪ P1(K))m,

be the map

Gs(t1,1, . . . , t2,m) =
(

gs
(

t1,σ1(1), t2,σ2(1)

)

, gs
(

t1,σ1(2), t2,σ2(2)

)

, . . . , gs
(

t1,σ1(m), t2,σ(m)

))

.
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Let H be the induced homotopy between G0 and G1, defined by

H(s, t1,1, . . . , t2,m) = Gs(t1,1, . . . , t2,m).

We define diagonals in the domain D ⊂ (0, 1)2m, where

D = {(t1,1, t2,1, . . . , t1,m, t2,m) ∈ (0, 1)2m | 0 ≤ t1,1 ≤ t1,2 ≤ · · · ≤ t1,m ≤ 1,

and 0 ≤ t2,1 ≤ t2,2 ≤ · · · ≤ t2,m ≤ 1}.

We define D1,k for k = 0, . . . ,m as D1,0 = D|t1,1=0, D1,k = D|t1,k=t1,k+1
, for k =

1, . . . ,m − 1 and D1,m = D|t1,m=1. Similarly, we define D2,k for k = 0, . . . ,m as
D2,0 = D|t2,1=0, D2,k = D|t2,k=t2,k+1

, for k = 1, . . . ,m− 1 and D2,m = D|t2,m=1.
For iterated integrals of types a and b, we define diagonals in V = (H2 ∪ P1(K))m.

We denote a generic coordinate of V = (H2 ∪ P1(K))m by (z1,1, z2,1, . . . , z1,m, z2,m) For
k = 1, . . . ,m− 1, let V1,k = V |z1,k=z1,k+1

. Let also, V1,0 = V |z1,1=0 and V1,m = V |z1,m=1.
Similarly, for k = 1, . . . ,m − 1, let V2,k = V |z2,k=z2,k+1

. Let also, V2,0 = V |z2,1=0 and
V2,m = V |z2,m=1.

For iterated integrals of type c, we define “diagonals” as fibers product of schemes
corresponding to certain varieties. (for fiber product of schemes one may look at the
book [Har]. Occasionally, it will be more natural to realize the multiple fiber products
as a finite limit in the category of schemes of finite type over C. Let Xi,j = XΓ for
i, j = 1, . . . , n. Let V be the universal scheme (finite limit) that maps to Xij for each
i and j as a part of a commutative diagram. The commutative diagram is defined as
follows: Xi,j and Xi+1,j both map to P1(C) via the morphism f1 for 1 ≤ i ≤ n − 1 and
all j and Xi,j and Xi,j+1 both map to P1(C) via the morphism f2 for 1 ≤ j ≤ n − 1
and all i. Let V1,0 be the subscheme of V defined by putting P1(C) in the place of X1,j ,
so that f1 : X1,j → P1(C) is replaced by the identity map and and the corresponding
f2 : X1,j → P1(C) is deleted. Let V2,0 be the subscheme of V defined by putting P1(C) in
the place of Xi,1, so that f2 : X1,j → P1(C) is replaced by the identity map and and the
corresponding f1 : X1,j → P1(C) is deleted. Let V1,n be the subscheme of V defined by
putting P1(C) in the place of Xn,j, so that f1 : Xn,j → P1(C) is replaced by the identity
map and and the corresponding f2 : Xn,j → P1(C) is deleted. Let V2,n be the subscheme
of V defined by putting P1(C) in the place of Xi,n, so that f2 : Xn,j → P1(C) is replaced
by the identity map and and the corresponding f1 : Xn,j → P1(C) is deleted. Let also
V1,i be the subscheme of V obtained by replacing each factor Xi,j ×P1(C) Xi+1,j by the
corresponding diagonal for fixed i and for all j. And finally, let V2,j be the subscheme
of V obtained by replacing each factor Xi,j ×P1(C) Xi,j+1 by the corresponding diagonal
for fixed j and all i.

Theorem 2.7 (Homotopy Invariance Theorem I) The iterated integrals on membranes
from Definition 2.4 (of type b) are homotopy invariant, when the homotopy preserves
the boundary of the membrane.

Proof. Let

Ω =

m
∧

j=1

ωj(z1,σ1(j), z2,σ2(j)).
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Note that Ω is a closed form, since ωi is a form of top dimension. By Stokes Theorem,
we have

0 =

∫ s=1

s=0

∫

D
H∗dΩ = (2.4)

=

∫

D
G∗

1Ω−
∫

D
G∗

0Ω± (2.5)

±
∫ s=1

s=0

m−1
∑

k=1

(

∫

D1,k

±
∫

D2,k

)

H∗Ω (2.6)

±
∫ s=1

s=0

(

∫

D1,0

±
∫

D2,0

)

H∗Ω (2.7)

±
∫ s=1

s=0

(

∫

D1,m

±
∫

D2,m

)

H∗Ω (2.8)

We want to show that the difference in the terms in (2.5) is zero. It is enough to show
that each of the terms (2.6), (2.7) and (2.8) are zero. If z1,k = z1,k+1 for types a and b

(or on V1,k for type c), then the wedge of the corresponding differential forms will vanish.
Thus the terms in (2.6) are zero. If z1 = 0 then dt1 = 0, defined via the pull-back H∗.
Then the terms (2.7) are equal to zero. Similarly, we obtain that the last integral (2.8)
vanishes. ✷

Let A be a manifold with corners of dimension 2 in [0, 1]2. We recall the domain of
integration

D = {(t1,1, . . . , t2,m) ∈ [0, 1]2m | 0 ≤ t1,1 ≤ · · · ≤ t1,m ≤ 1, 0 ≤ t2,1 ≤ · · · ≤ t2,m ≤ 1}.

Let us define

AD = {(t1,1, . . . , t2,m) ∈ D | (t1,i, t2,j) ∈ A for i, j = 1, . . . ,m }

Let ρ1 and ρ2 be two permutations of m elements. We define

G(t1,1, . . . , t2,m) =
(

g
(

t1,ρ1(1), t2,ρ2(1)
)

, g
(

t1,ρ1(2), t2,ρ2(2)
)

, . . . , g
(

t1,ρ1(m), t2,ρ(m)

))

.

as a function on AD. Recall

Ω =
m
∧

j=1

ωj(z1,ρ1(j), z2,ρ2(j)).

Definition 2.8 With the above notation, we define an iterated integral over a membrane
of type b restricted to a domain U , where U = g(A) as

b

∫ ρ1,ρ2

g,U
ω1 · · ·ωm =

∫

AD

G∗Ω.

Now we are going to define iterated integrals of type c.
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Definition 2.9 Let Ω0 =
∧m

i,j=1Ωi,j, where Ωi,j = ωiδi,j on Xi,i ≡ XΓ, and where
Ωi,j = 1 for i 6= j. Let in : X → ∏n

i,j=1Xi,j be the inclusion of the finite limit into the
product of the schemes Xi,j. Let Ω = in∗Ω0.

With this definition of Ω, we define iterated integrals of type c restricted to a domain
U , where U = g(A) as

c

∫ ρ1,ρ2

g,U
ω1 · · ·ωm =

∫

AD

G∗Ω.

Let A1 and A2 be two manifolds with corners, with a common component of the
boundary as subsets of [0, 1]2. Let A = A1 ∪A2. Let s be a map of sets with values 1 or
2,

s : {1, . . . ,m} → {1, 2}.
We define a certain set AD

s as a subset of AD in the following way: Consider the image
of the map G. It has m coordinates. The first coordinate, g

(

t1,ρ1(1), t2,ρ2(1)
)

, will be
restricted to the set As(1). The second coordinate, g

(

t1,ρ1(2), t2,ρ2(2)
)

, will be restricted
to As(2), . . . and the last m coordinate g

(

t1,ρ1(m), t2,ρ2(m)

)

will be restricted to As(m).
Formally, this can be written as

AD
s = {(t1,1, . . . , t2,m) ∈ AD | (t1,ρ1(i), t2,ρ2(i)) ∈ As(i) for i = 1, . . . ,m}.

Note that the image of the map s is 1 or 2.

Definition 2.10 With the above notation, we define an iterated integral of type b or c

over two domains U1 and U2, where Ui = g(Ai) and U = U1 ∪ U2 by

∫ ρ1ρ2

g,U,s
ω1 · · ·ωm =

∫

AD
s

G∗Ω. (2.9)

For type b we have that U is in H2 ∪ P1(K) and for type c we have that U is in
XΓ = (H2 ∪ P1(K))/Γ.

Again we examine homotopy of iterated integrals on membranes. Now we restrict
the domain of integration to a manifold with corners A as a subset of [0, 1]2. Assume
that for the boundary of a domain A, denoted by ∂A, we have that g(∂A) belongs to a
finite union of complex analytic curves in H2 for type b and in XΓ for type c. We call a
complex boundary of g(∂A) the minimal union of complex analytic (holomorphic) curves
such that g(∂A) belongs to a finite union of complex analytic curves in H2 for type b

and in XΓ for type c.

Theorem 2.11 (Homotopy Invariance Theorem II) Iterated integrals over membranes
are homotopy invariant with respect to a homotopy that changes the boundary ∂U of
the domain of integration U , so that the boundary varies on a finite union of complex
analytic curves.

Proof. Assume that g0(∂A) and g1(∂A) have the same complex boundary. Let h be a
homotopy between g0 and g1, such that for each value of s we have that h(s, ∂A) has the
same complex boundary as h(0, ∂A) = g0(∂A). Let A ⊂ B be a strict inclusion of disks.
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Identify B−A◦ with A× [0, 1]. Let i : B−A◦ → [0, 1]×∂A. Here A◦ is the interior of A
and ∂A is the boundary of A. Let g̃0 be a map from B to H2 so that g̃0(a) = g0(a) for
a ∈ A and g̃0(b) ∈ h(i(b)). Since the restriction of pull-back (g̃∗0ωi)|B−A = 0 is mapped
to a finite union of complex curves, then it vanishes. Therefore

∫

A
g∗0Ω =

∫

B
g̃∗0Ω. (2.10)

Let g̃1 be a membrane from B defined by g̃1(a) = g1(a) for a ∈ A and g̃1(b) = g̃1(a) for
i(b)=(s,a). (Note that i(b) ∈ [0, 1] × ∂A.) Again

∫

A
g∗1Ω =

∫

B
g̃∗1Ω. (2.11)

However, the boundary of B is mapped to the same set (point-wise) by both g̃0 and g̃1.
Moreover, the homotopy between g0 and g1 extends to a homotopy between g̃0 and g̃1
that respects the inclusion into the complex boundary. Thus by Theorem 2.7, we have
that

∫

B
g̃∗0Ω =

∫

B
g̃∗1Ω.

Using Equations (2.10) and (2.11), we complete the proof of this theorem. ✷

2.2 Generating series

We are going to define two types of generating series - type a and type b, corresponding
to the iterated integrals on membranes of type a and type b.

Definition 2.12 (Type a) Let A be a domain in R2. Let g be a membrane. Let U =
g(A) ⊂ H2. And let ω1, . . . , ωm be holomorphic 2-forms on H2. We define a generating
series of type a by

Ja(U) = 1 +

∞
∑

k=1

∑

c:{1,...,k}→{1,...,m}
Xc(1) ⊗ · · · ⊗Xc(k)

∫

g,U
ωc(1) . . . ωc(k),

where c : {1, . . . , k} → {1, . . . ,m} be a map of sets.

Consider a map of sets c : {1, . . . , k} → {1, . . . ,m} and two permutations ρ1, ρ2 of
{1, 2, . . . , k}. We call two triples (c′, ρ′1, ρ

′
2) and (c′′, ρ′′1 , ρ

′′
2) equivalent if they are in the

same orbit of the permutation group Sk. That is, (c′′, ρ′′1 , ρ
′′
2) ∼ (c′, ρ′1, ρ

′
2) if for some

τ ∈ Sk we have c′′ = c′τ−1, ρ′′1 = ρ′1τ
−1 and ρ′′2 = ρ′2τ

−1. Then for each equivalence class
of a triple (c, ρ1, ρ2), we can associate a unique pair (c ◦ ρ1, c ◦ ρ2), (which are precisely
the indices of the X-variables and Y -variables in (2.14) and (2.15), respectively.) The
reason for using such an equivalence is that the integral in (2.15) is invariant by the
above action of τ ∈ Sk on the triple (c, ρ1, ρ2).

Definition 2.13 (Ring R, values of the generating series) The values of the generation
series of iterated integrals on membranes will be in a ring R, which we define as follows.
Let R0 be the quotient of the ring of formal power series

R0 = C ≪ X1, Y1, . . . ,Xm, Ym ≫ /I
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modulo the two-sided ideal I generated by XiYj − YjXi for i, j = 1, . . . ,m. Let R ⊂ R0

be the subring of formal power series whose monomials have the following property: in
every monomial of R′, Xi occurs as many times as Yi.

Definition 2.14 (Type b) We define the generating series of type b on U by

Jb(U) =1 +
∞
∑

k=1

∑

(c,ρ1,ρ2)/∼
Xc(ρ−1

1
(1)) ⊗ · · · ⊗Xc(ρ−1

1
(k))⊗ (2.12)

⊗ Yc(ρ−1

2
(1)) ⊗ · · · ⊗ Yc(ρ−1

2
(k))

∫ ρ1,ρ2

g,U
ωc(1) . . . ωc(k), (2.13)

where the second summation is over all maps of sets c : {1, . . . , k} → {1, . . . ,m} and all
permutations ρ1, ρ2 of k elements, up to the above equivalence.

Let YΓ be a Hilbert modular surface. Let α and β be two rational functions on YΓ.
We denote byD the union of the divisors (α)∞ and (β)∞ at infinity. Let F : YΓ−D → C2

be defined as F (y) = (α(y), β(y)). Let g : (0, 1)2 → YΓ −D be a membrane, so that the
composition F ◦g respects the coordinate-wise foliations. Consider the differential forms
ωi from the Definition of type b. They are invariant under the action of the arithmetic
group Γ. Thus, we can treat them as differential forms on the Hilbert modular variety
YΓ.

Definition 2.15 (Type c) With the new definition of a membrane g, and a domain
U ⊂ YΓ, we define the generating series of type c by

Jc(U) =1 +

∞
∑

k=1

∑

(c,ρ1,ρ2)/∼
Xc(ρ−1

1
(1)) ⊗ · · · ⊗Xc(ρ−1

1
(k))⊗ (2.14)

⊗ Yc(ρ−1

2
(1)) ⊗ · · · ⊗ Yc(ρ−1

2
(k))

∫ ρ1,ρ2

g,U
ωc(1) . . . ωc(k), (2.15)

where the second summation is over all maps of sets c : {1, . . . , k} → {1, . . . ,m} and all
permutations ρ1, ρ2 of k elements, up to the above equivalence.

Definition 2.16 (Ring R′, genrating series J(U1, U2)) We define a generating series of
iterated integrals on two disjoint domain U1 and U2 (see Definition 2.10). Let Ui = g(Ai).

J(U1, U2) =1 +

∞
∑

k=1

∑

s:{1,...,k}→{1,2}

∑

(c,ρ1,ρ2)/∼
Xc(ρ−1

1
(1)),s(1) ⊗ · · · ⊗Xc(ρ−1

1
(k)),s(k)⊗ (2.16)

⊗ Yc(ρ−1

2
(1)),s(1) ⊗ · · · ⊗ Yc(ρ−1

2
(k)),s(k)

∫ ρ1,ρ2

g,U,s
ωc(1) . . . ωc(k), (2.17)

The generating series takes values in a ring R′ defined as follows. Let R′
0 be a quotient

of the ring of formal power series

R′
0 = C ≪ X1,1,X1,2, Y1,1, Y1,2, . . . ,Xm,1,Xm,2, Ym,1, Ym,2 ≫ /I ′,

where I ′ is the two-sided ideal generated by Lie commutators of X with any subscript and
Y with any subscript. Let R′ be a subring of R′

0 with the property: in every monomial
of R′, Xi,j occurs as many times as Yi,j.
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Lemma 2.17 Let φ : R′ → R be a homomorphism of rings defined by φ(Xi,1) =
φ(Xi,2) = Xi and φ(Yi,1) = φ(Yi,2) = Yi. If U = U1 ∪ U2 is in H2 ∪ P1(K) then

φ(J(U1, U2)) = Jb(U).

If U = U1 ∪ U2 is in XΓ then

φ(J(U1, U2)) = Jc(U).

Proof. After applying the homomorphism φ the formal variables on the left hand side
become independent of the map s. Therefore, we have to examine what happens when
we sum over all possible maps s. The map s(i) is 1 or 2. Their meaning is the following:
If s(i) = 1 then we restrict the form g∗ωc(i) to A1 (instead of to A). Similarly, if s(i) = 2,
we restrict g∗ωc(i) to A2. If we add both choices, restriction to A1 and restriction to A2,
then we obtain restriction of g∗ωc(i) to A = A1 ∪A2. Thus, we obtain the formula

∑

s:{1,...,k}→{1,2}

∫ ρ1,ρ2

g,U,s
ωc(1) . . . ωc(k) =

∫ ρ1,ρ2

g,U
ωc(1) . . . ωc(k).

We do the same for every monomial in R. That proves the above Lemma for the gener-
ating series. ✷

2.3 Shuffle product of generating series

The regions of integration that we are mostly interested in will be ideal diangles, that is,
a 2-cell whose boundary has two vertices and two edges, and ideal triangles. All other
regions that we will deal with are going to be a finite union of ideal diangles and ideal
triangles. The first type of decomposition is based on a union of two diangles with a
common vertex. The second type of decomposition will be based on two of the cells
(diangles, or triangles) with a common edge.

Let g1 and g2 be two membranes. Let P = (0, 0) and Q = (1, 1) be the vertices of
a diangle A and Q = (1, 1) and R = (2, 2) are the two points of a diangle B as subsets
of R2. Assume that A lies within the rectangle with vertices (0, 0), (0, 1), (1, 1), (1, 0).
Similarly, assume that B lies within the rectangle (1, 1), (1, 2), (2, 2), (2, 1). Let U = g(A)
and V = g(B).

Theorem 2.18 (i)

∫

g,U∪V
ω1 . . . ωm =

m
∑

j=0

∫

g,U
ω1 . . . ωj

∫

g,V
ωj+1 . . . ωm;

(ii) The generating series of type a from Definition 2.12 satisfies the following prop-
erty:

Ja(g;A ∪B; Ω) = Ja(g;A; Ω)Ja(g;B; Ω).

The proof of the first statement is essentially the same as the combinatorial proof for
composition of path, when one considers iterated path integrals (see Lemma 1.3). The
second statement is combining all compositions into generating series (see Definition
2.12), resembling the Manin’s approach for non-commutative modular symbol.

For generating series of type b, we have a similar statement.
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Definition 2.19 Let ρ′ and ρ′′ be two permutations of the sets {1, . . . , i}, {i+1, . . . , i+
j}, respectively. We define the permutation ρ′−1 ∪ ρ′′−1 of {1, . . . , i + j}, which acts on
{1, . . . , i} as ρ′−1 and on {i + 1, . . . , i + j} as ρ′′−1. We define the set of shuffles of
two given permutations, denoted by sh(ρ′, ρ′′), as the set of all permutations ρ of the set
{1, 2, . . . , i + j} such that ρ−1 is the composition of a shuffle of sets τ ∈ sh(i, j) (see
Definition 1.4) and with ρ′−1 ∪ ρ′′−1. That is,

ρ−1 = τ ◦ (ρ′−1 ∪ ρ′′−1).

Definition 2.20 We define a shuffle of two monomials

M ′ = Xc′(ρ′−1

1
(1)) ⊗ · · · ⊗Xc′(ρ′−1

1
(i)) ⊗ Yc′(ρ′−1

2
(1)) ⊗ · · · ⊗ Yc′(ρ′−1

2
(i))

∫ ρ′
1
,ρ′

2

g,U ′

ωc′(1) . . . ωc′(i)

and

M ′′ = Xc′′(ρ′′−1

1
(1))⊗· · ·⊗Xc′′(ρ′′−1

1
(j))⊗Yc′′(ρ′′−1

2
(1))⊗· · ·⊗Yc′′(ρ′′−1

2
(j))

∫ ρ′′1 ,ρ
′′

2

g,U ′′

ωc′′(i+1) . . . ωc′′(i+j),

where ρ′1 and ρ′2 are permutations of {1, . . . , i} and c′ is a map of sets c′ : {1, . . . , i} →
{1, . . . ,m}, and ρ′′1 and ρ′′2 are permutations of {i+ 1, . . . , i+ j} and c′′ is a map of sets
c′′ : {i+ 1, . . . , i+ j} → {1, . . . ,m}. By a shuffle product of the monomials M ′ and M ′′,
we mean the following sum

M ′ ×Sh M
′′ =

∑

ρ1∈sh(ρ′1,ρ′′1 ),ρ2∈sh(ρ′2,ρ′′2 )
Xc(ρ−1

1
(1)),s(1) ⊗ · · · ⊗Xc(ρ−1

1
(i+j)),s(i+j)⊗

⊗ Yc(ρ−1

2
(1)),s(1) ⊗ · · · ⊗ Yc(ρ−1

2
(i+j)),s(i+j)

∫ ρ1,ρ2

g,U ′∪U ′′,s
ωc(1) . . . ωc(i+j),

where c : {1, . . . , i+j} → {1, . . . ,m} such that the map c restricted to the first i elements
is c′ and c restricted to the last j elements is c′′. Here the maps s takes the value 1 on the
set c−1{1, . . . , i} = c′−1{1, . . . , i} and it takes the value 2 on the set c−1{i+1, . . . , i+j} =
c′′−1{i+ 1, . . . , i+ j}.

Theorem 2.21 (Shuffle product) For iterated integrals of type b and the corresponding
generating series, we have the following shuffle relations:

(i)

∫ ρ′1,ρ
′

2

g,U
ω1 . . . ωj

∫ ρ′′1 ,ρ
′′

2

g,U
ωj+1 . . . ωm =

∑

ρ1∈sh(ρ′1,ρ′′1 ),ρ2∈sh(ρ′2,ρ′′2 )

∫ ρ1,ρ2

g,U
ω1 · · ·ωm (2.18)

(ii)

∫ ρ′
1
,ρ′

2

g,U ′

ω1 . . . ωj

∫ ρ′′
1
,ρ′′

2

g,U ′′

ωj+1 . . . ωm =
∑

ρ1∈sh(ρ′1,ρ′′1 ),ρ2∈sh(ρ′2,ρ′′2 )

∫ ρ1,ρ2

g,U,s
ω1 · · ·ωm, (2.19)

where s is a map from {1, . . . ,m} to {1, 2} so that {1, . . . , j} are mapped to 1 and the
remaining elements are mapped to 2.
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(iii)
φ(Jb(U ′)×Sh J

b(U ′′)) = Jb(U ′ ∪ U ′′) (2.20)

(iv)
φ(Jc(U ′)×Sh J

c(U ′′)) = Jc(U ′ ∪ U ′′) (2.21)

Proof. For part (i), it is useful to consider the two orders of differential forms, given in
Remark 2.6. Note that we need to order the forms both horizontally and vertically in
the terminology of Remark 2.6. Let us consider first the horizontal order. That is the
order with respect to the first variables of the differential forms g∗ωρ′−1

1
(1), . . . , g

∗ωρ′−1

1
(j)

and g∗ωρ′′−1

1
(j+1), . . . , g

∗ωρ′′−1

1
(m) , corresponding to the two integrals on the left hand

side of Equation (2.18). In order to arrange both of the above orderings in one sequence
of increasing first arguments, we need to shuffle them (similarly to a shuffle of a deck of
cards.) That leads to ρ1 ∈ sh(ρ′1, ρ

′′
1) (see Definition 2.19). We proceed similarly, with

the second arguments and the permutations ρ′2, ρ
′′
2 and ρ2.

For part (ii) apply the equality from part (i) when the differential forms g∗ω1, . . . , g
∗ωj

are multiplied by the function 1A′ defined by

1A′(x) =

{

1 for x ∈ A′

0 for x /∈ A′

and the differential forms g∗ωj+1, . . . , g
∗ωm are multiplied by 1A′′ . For part (iii), we are

going to establish similar relation among generating series as elements of R′. Applying
the homomorphism φ : R′ → R from Lemma 2.17, we obtain desired equality. Every
monomial from J(U1) is of the form

M ′ = Xc′(ρ′−1

1
(1)) ⊗ · · · ⊗Xc′(ρ′−1

1
(i)) ⊗ Yc′(ρ′−1

2
(1)) ⊗ · · · ⊗ Yc′(ρ′−1

2
(i))

∫ ρ′
1
,ρ′

2

g,U ′

ωc′(1) . . . ωc′(i)

and similarly every monomial from J(U2) is of the form

M ′′ =Xc′′(ρ′′−1

1
(1)) ⊗ · · · ⊗Xc′′(ρ′′−1

1
(j))⊗

⊗ Yc′′(ρ′′−1

2
(1)) ⊗ · · · ⊗ Yc′′(ρ′′−1

2
(j))

∫ ρ′′1 ,ρ
′′

2

g,U ′′

ωc′′(i+1) . . . ωc′′(i+j),

where ρ′1 and ρ′2 are permutations of {1, . . . , i} and c′ is a map of sets c′ : {1, . . . , i} →
{1, . . . ,m}, and ρ′′1 and ρ′′2 are permutations of {i+ 1, . . . , i+ j} and c′′ is a map of sets
c′′ : {i + 1, . . . , i + j} → {1, . . . ,m}. We take the shuffle product of the monomials M ′

and M ′′ (see Definition 2.20)

M ′ ×Sh M
′′ =

∑

ρ1∈sh(ρ′1,ρ′′1 ),ρ2∈sh(ρ′2,ρ′′2 )
Xc(ρ−1

1
(1)),s(1) ⊗ · · · ⊗Xc(ρ−1

1
(i+j)),s(i+j)⊗

⊗ Yc(ρ−1

2
(1)),s(1) ⊗ · · · ⊗ Yc(ρ−1

2
(i+j)),s(i+j)

∫ ρ1,ρ2

g,U,s
ωc(1) . . . ωc(i+j),

where the map s takes the value 1 on the set c−1{1, . . . , i} and takes the value 2 on the
set c−1{i+ 1, . . . , i+ j}. It determines the map s uniquely.
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In order to complete the proof, we have to show that every monomial in J(U1, U2) can
be obtained in exactly one way as a result (on the right hand side) of a shuffle product of
a pair of monomials (M1,M2) from J(U1) and J(U2). Every monomial from J(U1, U2) is
characterized by two permutation ρ1, ρ2, and two maps of sets c : {1, . . . , k} → {1, . . . ,m}
and s : {1, . . . , k} → {1, 2}. Let i be the number of elements in s−1(1) and j be the
number of elements in s−1(2). Then i + j = k. Then i is the number of differential
forms among g∗ωc(1), · · · , g∗ωc(k), which are restricted to the set A1. The remaining j
differential forms are restricted to A2. Also, every permutation ρ1 can be written in
an unique way as a composition of a shuffle τ1 ∈ sh(i, j) and two disjoint permutations
ρ′1 and ρ′′1 of i and of j elements, respectively (see Definition 2.19). Similarly, ρ2 can
be written in a unique way as a product of a shuffle τ2 ∈ sh(i, j) and two disjoint
permutation ρ′2 and ρ′′2. The map of sets c1 is defined as a restriction of the map c to
the image of ρ′1. Similarly, the map c2 is defined as a restriction of the map c to the
image of ρ′′1. Now we can define the monomials M ′ and M ′′ in J(U1) and J(U2), based
on the triples ρ′1, ρ

′
2, c

′ and ρ′′1, ρ
′′
2 , c

′′, respectively. Such monomials are unique. One can
show that the shuffle product of M ′ and M ′′ contains the monomial in J(U1, U2), that
we started with, exactly once. The proof of part (iii) is complete after applying Lemma
2.17. ✷

3 Hilbert modular symbols

In this Section, we recall the Hilbert modular group and its action on the product of
two upper half planes. Then we define commutative Hilbert module symbol, (Subsec-
tion 3.1) and its pairing with the cohomology of the Hilbert modular surface, (Subsection
3.2). In Subsections 3.3 and 3.4, we define the non-commutative Hilbert module symbols
(Definition 3.13) as a generating series of iterated integrals over membranes of type b.
We also examine relations among the non-commutative Hilbert modular symbols (The-
orem 3.12), which we interpret as cocycle conditions or as a difference by a coboundary
(Theorem 3.14). In Subsection 3.5, we consider a two-category C with a sheaf J on
C. Then the non-commutative Hilbert modular symbol a sheaf on a two-category. This
is done in order to give a plausible approach to defining a suitable non-commutative
cohomology set. In Subsection 3.6, we make explicit computations and compare them
to computations for multiple Dedekind zeta values.

3.1 Commutative Hilbert modular symbols

In this Subsection, we define a commutative Hilbert modular symbol, using geodesics,
geodesic triangles and geodesic diangles. Then, we prove certain relations among the
commutative Hilbert modular symbols, which are generalized to relations among non-
commutative Hilbert modular symbols (Subsection 3.4).

Let K = Q(
√
d) be a real quadratic extension of Q. Then the ring of integers in K is

OK =











Z[1+
√
d

2 ] for d = 1 mod 4,

Z[
√
d] for d = 2, 3 mod 4.

23



Then Γ = SL2(OK) is called a Hilbert modular group. Let γ ∈ Γ. We recall the action
of γ on a product of two upper half planes H2. Let

γ = γ1 =

(

a1 b1
c1 d1

)

.

Let a2, b2, c2, d2 be the Galois conjugate of a1, b1, c1, d1, respectively. Let us define γ2 by

γ2 =

(

a2 b2
c2 d2

)

.

Let z = (z1, z2) be any point of the product of two upper half planes H2.
For an element γ ∈ GL2(K), we define the following action: If det γ is totally positive,

that is det γ1 > 0 and det γ2 > 0, then the action of γ on z = (z1, z2) ∈ H2 is essentially
the same as for γ ∈ SL2(K), namely,

γz = (γ1z1, γ2z2),

where

γ1z1 =
a1z1 + b1
c1z1 + d1

and γ2z2 =
a2z2 + b2
c2z2 + d2

are linear fractional transforms. If det γ is totally negative, that is, det γ1 < 0 and
det γ2 < 0, then we define

γz =

(

−a1z1 + b1
c1z1 + d1

,−a2z2 + b2
c2z2 + d2

)

.

Similarly if one of the embeddings of det γ is positive and the other is negative, for
example, det γ1 > 0 and det γ2 < 0, such as det γ =

√
d, then

γz =

(

a1z1 + b1
c1z1 + d1

,−a2z2 + b2
c2z2 + d2

)

.

We add cusp points P1(K) to H2. Then the quotient SL2(OK)\(P1(K) ∪ H2) is
compact.

We are going to examine carefully geodesics joining the cusps 0, 1 and ∞.
Let z0, z1, z∞ be three distinct cusp points. There is a unique element γ ∈ PGL2(K)

such that that send z0, z1 and z∞ to 0, 1 and ∞, respectively.
Let

i : H → H2

i(x) = (x, x)

be the diagonal map and ∆ be its image. Consider the Hirzebruch-Zagier divisor X =
γ∗∆. It is an analytic curve that passes through the points z0, z1 and z∞. Then X is
a holomorphic curve in H2 if det γ is totally positive or totally negative. If det γ is not

totally positive or totally negative, then X is a holomorphic curve in H1 ×H
1 ∪ P1(K),

in other words it is anti-holomorphic curve in H2, such as z1 = −z2. Let ∆X = γ∗∆ be
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the pull-back of the geodesic triangle ∆ between the points 0, 1,∞ in the analytic curve
X.

Given four points on the boundary in H2 ∪ P1(K), we are tempted to consider them
as vertices of a geodesic tetrahedron in H2∪P1(K), whose faces are triangles of the type
∆X . However, there is one problem that we encounter: Two distinct cusps could be
connected by two different geodesics in H2 ∪ P1(K). In particular, two triangles from
the faces of the “tetrahedron” might not have a common edge, but only two common
vertices. Thus, we are led to consider a thickened tetrahedron with two types of faces
on the boundary: the first type is an ideal triangle that we have just defined and the
other type is an ideal diangle - a union of geodesics connecting two fixed points, which
has the homotopy type of a disc with two vertices and two edges. The two edges of an
ideal diangle in the boundary of a thickened tetrahedron correspond to the two geodesics
connecting the same two cusps, where two geodesics belong to the geodesic triangles that
have the two cusps in common.

Let us describe a diangle D0,∞;1,α whose two vertices are 0 and ∞ and whose two
sides are geodesics that belong to each of the ideal triangles 0, 1,∞ and 0, α,∞. The
geodesic l0 between the points 0 and ∞ that lie on the geodesic triangle 0, 1,∞ can be
parametrized in the following way: {(it, it) | t ∈ R, t ≥ 0} ⊂ Im(H) × Im(H). Here by
Im(H) we mean the imaginary part of the upper half plane. The element γ ∈ Γ that sends

0, α,∞ to 0, 1,∞ is γ =

(

α−1 0
0 1

)

Then (α−1)∗(it, it) = (|α1|it, |α2|it). Therefore,

the geodesic lα between the points 0 and ∞ that lie on the geodesic triangle 0, α,∞ can
be parametrized in the following way {(|α1|it, |α2|it) | t ∈ R, t ≥ 0} ⊂ Im(H) × Im(H).
Then, we define the diangle D0,∞;1,α as the two dimensional region in Im(H) × Im(H)
between the lines l0 and lα. We also consider the diangle with orientation. If |α1| > |α2|
then it is positively oriented. If the inequality is reversed then the diangle is negatively
oriented; if |α1| = |α2| then it is a degenerate diagle, which consists of a single geodesic.
All other diangles that we will consider are translates of D0,∞;1,α via the action of any
element γ ∈ PGL2(K).

Lemma 3.1 (i) Each geodesic triangle ∆X lies either on a holomorphic curve or on an
anti-holomorphic curve.

(ii) Each geodesic in a geodesic triangle ∆X belongs both to a holomorphic curve and
to an anti-holomorphic curve.

Part (i) follows from the construction of a geodesic triangle before the lemma. For part
(ii), consider the following: Let ∆(0, 1,∞) be the geodesic triangle in the diagonal of
H2 connecting the points 0, 1 and ∞. It is a holomorphic curve. Thus, a geodesic
{(it, it) ∈ H2 | t > 0}, connecting the points 0 and ∞ as a face of the geodesic triangle
∆(0, 1,∞) lies on a holomorphic curve. Now consider the geodesic triangle D(0,

√
d,∞).

It lies on an anti-holomorphic curve in H2, by which we mean a complex curve in H2,
where we have taken the complex conjugate complex structure in one of the upper
half planes. Since, the linear fractional transform that sends D(0,

√
d,∞) to D(0, 1,∞)

does not have totally positive (or totally negative) determinant. Explicitly, the linear
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fractional transform that sends (0,
√
d,∞) to (0, 1,∞) is

γ =

(

1 0

0
√
d

)

Then

(γ1, γ2) =

((

1 0

0
√
d

)

,

(

1 0

0 −
√
d

))

We have γ1(it) = 1√
d
it and γ2(it) = − 1√

d
it = γ1(it). Then the same geodesic (it, it)

belongs to the anti-holomorphic curve given by the pull-back of the diagonal with respect
to the linear fractional map γ. Thus, we obtain that the geodesic (it, it), connecting 0
and ∞, belongs to both a holomorphic curve and an anti-holomorphic curve. Similarly,
any translate of the geodesic (it, it) via a linear fractional map from GL2(K) would
belong to both a holomorphic curve and an anti-holomorphic curve. That proves part
(ii). ✷

Definition 3.2 Let p1, p2, p3, p4 be cusp points in H2 ∪ P1(K). To each triple of points
p1, p2, p3, we associate the geodesic triangle {p1, p2, p3} with coefficient 1 as an element
of the singular chain complex in C2(H

2 ∪ P1(K),Q). Also, to each quadruple of points
p1, p2, p3, p4, we associate the geodesic diangle between the two geodesic connecting p1
and p2 so that the first geodesic is a face of the geodesic triangle {p1, p2, p3} and the
second geodesic is a face of the geodesic triangle {p1, p2, p4}. We denote such diangle
by {p1, p2; p3, p4}. We call the geodesic triangle {p1, p2, p3} and the geodesic diangle
{p1, p2; p3, p4}, considered as elements of C2(H

2 ∪ P1(K),Q), commutative Hilbert

modular symbols.

Theorem 3.3 The commutative Hilbert modular symbols modulo the boundary of sin-
gular 3-chains, ∂C3(H

2 ∪ P1(K),Q) satisfy the following properties:
1. If σ is a permutation of the set {1, 2, 3} then

{pσ(1), pσ(2), pσ(3)} = sign(σ){p1, p2, p3}.

2. If p1, p2, p3, p4 are four points on the same holomorphic (or anti-holomorphic)
curve of the type γ∗∆ then

{p1, p2, p3}+ {p2, p3, p4} = {p1, p2, p4}+ {p1, p3, p4}.

To each four points p1, p2, p3, p4, we associate a diangle with vertices p1 and p2. Let
{p1, p2; p3, p4} be the corresponding symbol.

3. If p1, p2, p3, p4 are four points on the same holomorphic (or anti-holomorphic)
curve of the type γ∗∆ then

0 = {p1, p2; p3, p4}.
4. For every district four points p1, p2, p3, p4, we have the following relations based

on the orientation of the domain

{p2, p1; p3, p4} = {p1, p2; p4, p3} = −{p2, p1; p4, p3} = −{p1, p2; p3, p4}.
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5. For every five points p1, p2, p3, p4, p5, we have

{p1, p2; p3, p4}+ {p1, p2; p4, p5} = {p1, p2; p3, p5}.

6. We also have relation between the two types of commutative Hilbert modular
symbols. For every four distinct points p1, p2; p3, p4, we have

0 ={p1, p2, p3}+ {p2, p3, p4}−
− {p1, p2, p4} − {p1, p3, p4}+
+ {p1, p2; p3, p4}+ {p2, p3; p1, p4}+ {p3, p1; p2, p4}+
+ {p3, p4; p1, p2}+ {p1, p4; p2, p3}+ {p2, p4; p3, p1}.

Proof. Part 1 follows from orientation of the simplex in singular homology. Part 2 is an
equality induced by two different triangulations on a holomorphic (or anti-holomoprhic)
curve with 4 vertices. In that setting the diangles are trivial, which proves Part 3. Part
4 follows from orientation of the diangle. Part 5 corresponds to a union of two geodesic
diangles with a common face, given by a third geodesic diangle. Part 5 will be used for
a non-commutative 1-cocycle relation for the non-commutative Hilbert modular symbol
(see Conjecture 3.14). Part 6 is a boundary relation for the boundary of a thickened
tetrahedron. By a thickened tetrahedron we mean a union of four geodesic triangles
corresponding to each triple of points among the four points p1, p2, p3, p4 together with
six geodesic diangles that correspond to the area between the faces of the geodesic
triangles. They correspond exactly to the thickening of the six edges of a tetrahedron.
✷

Part 6 will be used to derive explicit formulas for the non-commutative Hilbert mod-
ular symbol of type c’ resembling a non-commutative 2-cocycle relation (see Conjecture
3.15).

3.2 Pairing of the modular symbols with cohomology

In this subsection, we consider pairings between commutative Hilbert modular symbols
and cusp forms. In some cases, we prove that such pairings give periods in the sense of
[KZ].

We are interested in holomorphic cusp forms with respect to Γ. Equivalently, we
can consider the holomorphic 2-forms on X̃ , which is the minimal smooth algebraic
compactification of X [Hirz]. At this point we should distinguish between geodesic
triangles p1, p2, p3 that lie on a holomorphic curve or on anti-holomorphic curve. The
reason for distinguishing is that a holomorphic 2-form restricted to a holomorphic curve
vanishes. The way to distinguish the two type of geodesic triangles is the following:
Let γ be a linear fractional transform that sends the points p1, p2, p3 to 0, 1,∞. If
det γ is totally positive or totally negative then the geodesic triangle p1, p2, p3 lies on a
holomorphic curve. If det γ is not totally positive nor totally negative then the geodesic
triangle p1, p2, p3 lies on an anti-holomorphic curve.

Definition 3.4 Let M2(H
2 ∪ P1(K),Q) be the span of the Hilbert modular symbols

{p1, p2, p3} and {p1, p2; p3, p4} as a subspace of the singular chain C2(H
2 ∪ P1(K),Q).
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We define the following pairing

< , >: M2(H
2 ∪ P1(K))× S2,2(Γ) → C,

by setting

< {p1, p2, p3}, fdz1 ∧ dz2 >=

∫

{p1,p2,p3}
fdz1 ∧ dz2

for geodesic triangles and

< {p1, p2; p3, p4}, fdz1 ∧ dz2 >=

∫

{p1,p2;p3,p4}
fdz1 ∧ dz2

for geodesic diangles.

We are going to use that a Hilbert modular surface X(C) can be realized as the
complex points of an arithmetic surface defined over a number field F .

Theorem 3.5 The image of the above pairing is a period over a number field F , when
we integrate a normalized cusp Hecke eigenform f of weight (2, 2); (for Hecke eigenforms,
see [Shi], [BBDDDV]).

Proof. From Lemma 3.1 (ii), the boundary of the geodesic triangles of the diangles are
geodesics that lie on holomorphic curves in H2 ∪ P1(K). Therefore, in the quotient by
the congruence group Γ, the geodesic lie in Hirzebruch-Zagier divisor on the Hilbert
modular surface. Thus, we integrate a closed algebraic differential 2-form, (that is, a
global differential 2-form with algebraic coefficients), on the Hilbert modular surface,
with boundaries Hirzebruch-Zagier divisors.

Conjecture 3.6 Let f ∈ Sk,k(Γ) be a normalized cusp Hecke eigenform of weight (k, k).
Then

∫

{p1,p2,p3}
fdz1 ∧ dz2

for geodesic triangles and
∫

{p1,p2;p3,p4}
fdz1 ∧ dz2

for geodesic diangles are periods.

Theorem 3.5 is a proof of Conjecture 3.6 for the case of cusp form of weight (2, 2).

3.3 Iteration - revisited

We have defined iterated integrals on diangles in Definitions 2.14, 2.15. However, these
definitions have to be extended to other domains of integration in order to consider
iterated integrals on geodesic triangles.

A consequence of the results from this Subsection is the following:

Theorem 3.7 Iterated integrals of type c on a geodesic diangle and on a geodesic triangle
of algebraic differential 2-forms on a Hilbert modular surface are periods in the sense of
Kontsevich-Zagier.
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Before giving the proof, we need definitions of several objects as well as their prop-
erties. In the process, we will be able to extend the definition on iterated integral on
membrane when the domain of integration is a geodesic triangle.

For type b, in Definition 2.14, we have a map g : U → H2 that sends the two R-
foliations on U into two coordinate-wise C-foliations of H2. The same definition does not
work when the domain U is a geodesic triangle. The reason is that a geodesic triangle is
either a holomorphic curve or (an anti-holomorphic curve). In both cases, a pull-back of
one leaf to the geodesic triangle is a point not a line, (which is the case for the diangles).

In order to extend Definitions 2.14, 2.15 to the case when the domain U is a geodesic
triangle, we are going to construct a new spaces using fiber product multiple times.

Now, we are going to define a space Yn associated to an iterated integral on n 2-forms
on H2. We are going to use fiber products (see [Har]). Let p1 and p2 be the projections
of H2 on the first and the second component, respectively. Define Xij = H2 for 1 ≤ i ≤ n
and 1 ≤ j ≤ n. (One should think of the component Xij as the complexification of the
real coordinated (si, tj).) Let Ci = H for 1 ≤ i ≤ n and C ′

j = H for 1 ≤ j ≤ n. Let

Xj = X1j ×C′

j
X2j ×C′

j
· · · ×C′

j
Xnj.

(Xj corresponds to the variable tj) Then

Xj ⊂ X1j ×X2j × · · · ×Xnj .

Let also
Pj = (p1, · · · , p1) : X1j ×X2j × · · · ×Xnj → C1 × · · · × Cn

Let P ◦
j = Pj |Xj

be the restriction of Pj to the subset Xj . We define Yn as the fiber
product of X1, . . . ,Xn with respect to the morphisms P ◦

1 , . . . , P
◦
n over the base C1 ×

· · · × Cn, namely
Yn = X1 ×C · · · ×C Xn, (3.22)

where C = C1 × · · · × Cn. Note that Xj is isomorphic to Xj+1. Let Zj be the subspace
of Yn defined by setting the j- and the (j + 1)-component of Yn = X1 ×C · · · ×C Xn

to be equal. (The space Zj corresponds to a boundary components obtained by letting
tj = tj+1.) Similarly, we could have defined Yn by defining first

X ′
i = Xi1 ×Ci

Xi2 ×Ci
· · · ×Ci

Xin

(X ′
i corresponds to si) so that

X ′
i ⊂ Xi1 ×Xi2 × · · · ×Xin

Let
P ′
i = (p2, . . . , p2) : Xi1 ×Xi2 × · · · ×Xin → C ′

1 × · · · × C ′
n

Define P ′◦
i = P ′

i |X′

i
to be the restriction of P ′

i to X ′
i. We define Yn as the fiber product

of X ′
1, . . . ,X

′
n with respect to the morphisms P ′◦

1 , . . . , P ′◦
n over the base C ′

1 × · · · × C ′
n,

namely
Yn = X ′

1 ×C′ · · · ×C′ X ′
n, (3.23)
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where C ′ = C ′
1 × · · · × C ′

n. Similarly we define Z ′
i to be the subspace of Yn defined by

setting the i- and the (i + 1)-component of Yn = X ′
1 ×C′ · · · ×C′ X ′

n to be equal. (The
space Z ′

i corresponds to a boundary components obtained by letting si = si+1.)
We have given two Definitions 3.22 and 3.23 of the space Yn. In the two definitions

we have only exchanged the role of p1 and p2. We will prove that both definitions lead
to the same object in the case of n = 2. The general case is left to the reader.

Lemma 3.8 For n = 2, the two Definitions 3.22 and 3.23 define isomorphic objects Y2.

Proof. The space Y2 can be defined as a finite limit (in a categorial sense) of a diagram
in the following way. Consider the commutative diagram

C ′
1

X11

==④④④④④④④④

}}④④
④④
④④
④④

X12

!!❈
❈❈

❈❈
❈❈

❈

aa❈❈❈❈❈❈❈❈

C1 C2

X21

!!❈
❈❈

❈❈
❈❈

❈

aa❈❈❈❈❈❈❈❈

X22

}}④④
④④
④④
④④

==④④④④④④④④

C ′
2

For any space W such that

C ′
1

X11

==④④④④④④④④

}}④④
④④
④④
④④

X12

!!❈
❈❈

❈❈
❈❈

❈

aa❈❈❈❈❈❈❈❈

C1 W

aa❈❈❈❈❈❈❈❈

==④④④④④④④④

!!❈
❈❈

❈❈
❈❈

❈

}}④④
④④
④④
④④

C2

X21

!!❈
❈❈

❈❈
❈❈

❈

aa❈❈❈❈❈❈❈❈

X22

}}④④
④④
④④
④④

==④④④④④④④④

C ′
2

(3.24)

commutes, we have that the maps fij : W → Xij factor through gij : Y2 → Xij so that
fij = gij ◦ h, for some h : W → Y2 and Y2 is part of the commutative diagram
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C ′
1

X11

==④④④④④④④④

}}④④
④④
④④
④④

X12

!!❈
❈❈

❈❈
❈❈

❈

aa❈❈❈❈❈❈❈❈

C1 Y2

aa❈❈❈❈❈❈❈❈

==④④④④④④④④

!!❈
❈❈

❈❈
❈❈

❈

}}④④
④④
④④
④④

C2

X21

!!❈
❈❈

❈❈
❈❈

❈

aa❈❈❈❈❈❈❈❈

X22

}}④④
④④
④④
④④

==④④④④④④④④

C ′
2

In order to prove this universal property of Y2 we follow the first definition of Y2. It
leads to the commutative diagram

C ′
1

X11

99rrrrrrrrrrrr

}}⑤⑤
⑤⑤
⑤⑤
⑤⑤

X11 ×C′

1
X12

//oo X12

!!❇
❇❇

❇❇
❇❇

❇

ee▲▲▲▲▲▲▲▲▲▲▲▲

C1 W

OO

��

C2

X21

%%▲▲
▲▲

▲▲
▲▲

▲▲
▲▲

aa❇❇❇❇❇❇❇❇

X21 ×C′

2
X22

//oo X22

yyrrr
rr
rr
rr
rr
r

==⑤⑤⑤⑤⑤⑤⑤⑤

C ′
2

Then we have that X1 = X11 ×C′

1
X12 maps to C = C1 ×C2 and also X2 = X21 ×C′

2
X22

maps to C = C1 × C2. Thus the maps from W to any element of the diagram factors
through Y2 = X1 ×C X2. Similarly, W factors through X ′

1 ×C′ X ′
2, where X ′

1 = X11 ×C1

X21, X
′
2 = X12 ×C2

X22 and C ′ = C ′
1 × C ′

2. Since both X1 ×C X2 and X ′
1 ×C′ X ′

2 are
universal objects with respect to the diagram (3.24), we have that they are isomorphic.
✷

Now, we return to the initial question of this subsection, namely, how to iterated
over a geodesic triangle so that it is consistent with the current definition of iteration
over a diangle.

For an n-fold iteration of n 2-forms of types b or c, we have to specify a domain
U ⊂ H2, dimRU = 2 and a pair of permutations ρ1 and ρ2 of n elements. We make an
essential assumption that the boundary of U ⊂ H2, denoted by ∂U , projected onto the
Hilbert modular surface YΓ lies on a finite union of Hirzebruch-Zagier divisors. We will
denote the finite union of such Hirzebruch-Zagier divisors by HZ.
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Let
Pρ1,ρ2 : X11 × · · · ×Xnn → Xρ1(1)ρ2(1) × · · · ×Xρ1(n)ρ2(n)

be a projection to n of the factors. Let Uij
∼= U for 1 ≤ i ≤ n and 1 ≤ j ≤ n. Let

I : Uρ1(1)ρ2(1) × · · · × Uρ1(n)ρ2(n) → Xρ1(1)ρ2(1) × · · · ×Xρ1(n)ρ2(n)

be the induced from the product of inclusion of the domains U → X. We will use the
following notation

Uρ = Uρ1(1)ρ2(1) × · · · × Uρ1(n)ρ2(n)

and
Xρ = Xρ1(1)ρ2(1) × · · · ×Xρ1(n)ρ2(n).

Then the map I becomes
I : Uρ → Xρ

Let
J : Yn → Xρ

be the composition of the natural inclusion Yn → X11 × · · · × Xnn and the projection
Pρ1,ρ2 . Then we define the domain of integration to be

Uρ
Yn

= Uρ ×Xρ Yn,

which is the fiber product of the maps I and J . Since I : Uρ → Xρ is an inclusion, we
have that the induced map

Uρ
Yn

→ Yn

is an inclusion.
In the above constructions, we have used a parallel between type b and type c of

iterated integrals on membranes. THe following definition allows us to extend in some
sense the two types when the domain of integration is an ideal triangle

Definition 3.9 (iterated integrals on membranes of types b’ or c’) For any manifold
with corners of dimension 2 on the Hilbert modular variety, we define an iterated integral

∫ Σn(ρ1,ρ2)

U
(f1dz1 ∧ dz2) · · · (fndz1∧ dz2) =

∫

Uρ
Yn

J∗(f1dz1 ∧ dz2, . . . , fndz1∧ dz2), (3.25)

where fkdz1 ∧ dz2 is a form defined on Xρ1(k)ρ2(k), for 1 ≤ k ≤ n. If Yn and Uρ
Yn

are constructed in the setting of type b iterated integrals on membranes, then the above
definition is of iterated integral on membranes of type b’. Similarly, if Yn and Uρ

Yn

are constructed in the setting of type c iterated integrals on membranes, then the above
definition is of iterated integral on membranes of type c’.

If U is a diangle, then the relation of the above integral to the ones defined by iterated
integrals over membranes is the following. The integral

∫ Σn(ρ1,ρ2)

U
(f1dz1 ∧ dz2) · · · (fndz1 ∧ dz2)
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is the sum of the integrals from Definitions 2.14 or 2.15, namely, the sum

∑

ρ∈Σn

∫ (ρρ1,ρρ2)

U
(f1dz1 ∧ dz2) · · · (fndz1 ∧ dz2)

over the orbit of the diagonal action of the permutation group Σn on any chosen pair of
permutations (ρ1, ρ2).

Proposition 3.10 (Properties of the iterated integral 3.25) (a) the iterated integral 3.25
is well-defined when U is an ideal triangle both for types b and c;

(b) the iterated integral 3.25 for type c is a period if U is an ideal triangle or an ideal
diangle, when f1, . . . , fn are normalized Hecke eigenforms of weight (2, 2).

(c) the iterated integral 3.25, both for types b and c, is homotopy invariant with
respect to a homotopy that varies within the divisors

J−1(Xρ1(1)ρ2(1) × · · · × p−1
1 (qi)× · · · ×Xρ1(n)ρ2(n)),

where qi is a point of Xρ1(i)ρ2(i) for fixed i and p1 : Xρ1(i)ρ2(i) → C; or a homotopy that
varies within the divisors

J−1(Xρ1(1)ρ2(1) × · · · × p−1
2 (qi)× · · · ×Xρ1(n)ρ2(n)),

where qi is a point of Xρ1(i)ρ2(i) for fixed i and p2 : Xρ1(i)ρ2(i) → C ′.

Proof. (a) The integral 3.25 is well defined for any two dimensional submanifold with
corners of the Hilbert modular variety. ([BS])

(b) The iterated integral 3.25 is a period since:
(1) a Hilbert modular variety can be defined over a number field
(2) the normalized Hecke eigenforms f1, . . . , fn of weight (2,2) can be realized as

algebraic differential forms on the Hilbert modular variety;
(3) the boundary of the region of integration U

ρ
Yn

is a divisor on Yn, namely,

n
⋃

i=1

HZi,

where
HZi = J−1(Xρ1(1)ρ2(1) × · · · ×HZ × · · · ×Xρ1(n)ρ2(n))

is a divisor of Yn obtained by a pull-back of a divisor whose i-th component is a
Hirzebruch-Zagier divisor HZ and the rest of the factors are Xρ1(k)ρ2(k) for k 6= i.

(c) The proof is essentially the same as the one of Theorem 2.7. ✷
The domain UYn

might be cut into disconnected components by the divisors Zi’s
and Z ′

j’s. In order to choose a connected component we need to define another region
of integration. Recall: For the case of intreated integrals on membranes of type b,
p1 : H2 → C and p2 : H2 → C ′ be projections onto the first and the second component
with C ∼= H and C ′ ∼= H.
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For the case of iterated integrals on membranes of type c, p1 = α1 ◦π and p2 = α2 ◦π
are compositions of the map from the universal cover to the Hilbert modular surface

π : H2 → XΓ

and
α1, α2 : XΓ → P1

be two algebraically independent rational functions on the Hilbert modular surface and
Ci

∼= P1 and C ′
j
∼= P1 for 1 ≤ i ≤ n and 1 ≤ j ≤ n.

Let q0, q1, r0, r1 ∈ P1 be points. Let each of Q0, Q1, R0 and R1 be a connected
component of p−1

1 (q0), of p
−1
1 (q1), of p

−1
2 (r0), and of p−1

2 (r1), respectively.
Let V → H2 be a domain in H2 such that its boundaries lie on the union

Q0 ∪Q1 ∪R0 ∪R1,

and its interior does not meet the union Q0 ∪ Q1 ∪ R0 ∪ R1. We define the divisors
Z0, Zn, Z

′
0, Z

′
n of Yn, which will have the following meaning: Z0 will be the beginning of

the integration of the t1 variable (t1 = 0), Zn will be the end of the integration of the tn
variable (tn = 1), Z ′

0 will be the beginning of the integration of the s1 variable (s1 = 0),
and Z ′

n will be the end of the integration of the sn variable (sn = 1). We define them as
the a fiber product

Z0 = Q0 ×C X2 ×C · · · ×C Xn,

Zn = X1 ×C · · · ×C Xn−1 ×C Q1,

Z ′
0 = R0 ×C′ X ′

2 ×C′ · · · ×C′ X ′
n

and
Z ′
n = X ′

1 ×C′ · · · ×C′ X ′
n−1 ×C′ R1.

We will use the following notation

V ρ = Vρ1(1)ρ2(1) × · · · × Vρ1(n)ρ2(n)

and
Xρ = Xρ1(1)ρ2(1) × · · · ×Xρ1(n)ρ2(n).

Then the map I ′ becomes
I ′ : V ρ → Xρ

Let
J ′ : Yn → Xρ

be the composition of the natural inclusion Yn → X11 × · · · × Xnn and the projection
Pρ1,ρ2 . Then we define the domain of integration to be

V ρ
Yn

= V ρ ×Xρ Yn,

which is the fiber product of the maps I ′ and J ′. Since I ′ : Uρ → Xρ is an inclusion, we
have that the induced map

V ρ
Yn

→ Yn
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is an inclusion.
Then the divisors Z0, Z1, . . . , Zn−1, Zn and Z ′

0, Z
′
1, . . . , Z

′
n−1, Z

′
n cut out from V Yn

a
product of two n-simplices, corresponding to the region where {0 ≤ s1 ≤ · · · ≤ sn ≤
1} × {0 ≤ t1 ≤ · · · ≤ tn ≤ 1} is embedded. Denote by V

ρ
Yn

the connected components of

V
ρ
Yn

that contains the image of {0 ≤ s1 ≤ · · · ≤ sn ≤ 1}× {0 ≤ t1 ≤ · · · ≤ tn ≤ 1} under
the map g from Definition 2.5.

Proof. (of Theorem 3.7) We consider the type of iterated integrals defined in Definition
2.15. Using the above notation the domain of integration is U , where U ⊂ V . We define

U
ρ
Yn

= Uρ
Yn

∩ V
ρ
Yn

Then the boundary of U
ρ
Yn

lies on the union of divisors

∂U
ρ
Yn

⊂
(

n
⋃

i=1

Zi

)

∪





n
⋃

j=1

Z ′
j



 .

The normalized Hecke eigenforms of weight (2,2) can be realized as algebraic differential
forms on the Hilbert modular variety. Then the iterated integrals on a membrane of
type c over the domain U is a period since:

(1) a Hilbert modular variety can be defined over a number field
(2) the normalized Hecke eigenforms f1, . . . , fn of weight (2,2) can be realized as

algebraic differential forms on the Hilbert modular variety;
(3) the boundary of the region of integration U

ρ
Yn

is a divisor on Yn, namely,

(

n
⋃

i=1

Zi

)

∪





n
⋃

j=1

Z ′
j



 .

✷

3.4 Generating series and relations

In this Subsection we examine the generating series of iterated integrals on membranes (of
types b’ or c’), evaluated at geodesic triangles and geodesic diangles. We prove relations
among them. Most importantly, the generating series J will be used in Subsection 3.5
for Defining non-commutative Hilbert modular symbols. Moreover, the relations that
we prove in this Section, will be interpreted as cocycles or as coboundaries of the the
non-commutative Hilbert modular symbols satisfy in Subsection 3.5.

Definition 3.11 Let f1, . . . , fm be m cusp forms with respect to a Hilbert modular group
Γ. Let f1dz1 ∧ dz2, . . . , fmdz1 ∧ dz2 be the corresponding differential forms, defining the
generating series. Let J(p1, p2, p3) be the generating series J evaluated at the geodesic
triangle with vertices p1, p2, p3. Let J(p1, p2; p3, p4) be the generating series J evaluated
at the geodesic diangle {p1, p2; p3, p4}.

Both J(p1, p2, p3) and J(p1, p2; p3, p4) will be called non-commutative Hilbert modular
symbols after the action of the arithmetic group is included (see Definition 3.13).

35



Theorem 3.12 The generating series J is one of the following types b, c, b’ or c’.
Note that J(p1, p2; p3, p4) is defined for all the types, while J(p1, p2, p3) is defined only
for types b’ or c’. Then the generating series J(p1, p2, p3) and J(p1, p2; p3, p4) satisfy
the following relations:

1. If σ is a permutation of the set {1, 2, 3} then

J(pσ(1), pσ(2), pσ(3)) = Jsign(σ)(p1, p2, p3).

2. If p1, p2, p3, p4 are four points on the same holomorphic (or anti-holomorphic)
curve of the type γ∗∆ then

1 =J(p1, p2, p3)J(p2, p3, p4)

J(p2, p1, p4)J(p1, p4, p3)

and
3. If p1, p2, p3, p4 are four points on the same holomorphic (or anti-holomorphic)

curve of the type γ∗∆ then
1 = J(p1, p2; p3, p4).

4. For every four points p1, p2, p3, p4, we have the following relation based on the
orientation of the domain

J(p2, p1; p3, p4) =J(p1, p2; p4, p3) =

=J−1(p2, p1; p4, p3) =

=J−1(p1, p2; p3, p4).

5. For every five points p1, p2, p3, p4, p5, we have

J(p1, p2; p3, p4)J(p1, p2; p4, p5) = J(p1, p2; p3, p5).

6. For every four points p1, p2, p3, p4, we have the following relation, based on the
boundary of a thickened tetrahedron,

1 =J(p1, p2, p3)J(p2, p3, p4)

J(p2, p1, p4)J(p1, p4, p3)

J(p1, p2; p3, p4)J(p2, p3; p1, p4)J(p3, p1; p2, p4)

J(p3, p4; p1, p2)J(p1, p4; p2, p3)J(p2, p4; p3, p1).

Proof. For part 1, let σ be an odd permutation. Let U be an union of two triangles
along one of their the edges. Let the first triangle be with vertices p1, p2, p3 and the
second triangle be with vertices p3, p2, p1 with the opposite orientation. We can glue
the two triangles along the edge p1p2. (Glueing along any other edge would lead to the
same result for the corresponding generating series.) From the shuffle product formula
Theorem 2.21 (iii), it follows that J(U) = J(p1, p2, p3)J(p3, p2, p1). (Note that the
product is not the product in the ring R. It is induced by a shuffle product of iterated
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integrals on membranes.) From the second homotopy invariance theorem (Theorem
2.11) it follows that the generating series J(U) depends on U up to homotopy, which
keeps the boundary components p2p3, p3p2, p1p3 and p3p1 on fixed union holomorphic
curves. We can contract U to its boundaries ∂U so that the contracting homotopy
“keeps the boundary components” on a fixed union of holomorphic curves. Therefore,
J(U) = J(∂U) = 1.

Parts 2, 4 and 5 can be proven similarly.
For part 3, if p1, p2, p3, p4 belong to the same holomorphic (or anti-holomorphic)

curve then the corresponding diangle has no interior, since the two edges will coincide.
Recall that the edges of the diangle are defined via unique geodesic triangles lying on a
holomorphic (or anti-holomorphic) curve.

The proof of part 6 is essentially the same as the one for part 1; however, we will prove
it independently, since it is a key property of the non-commutative Hilbert modular sym-
bol. Consider a thickened tetrahedron with vertices p1, p2, p3, p4. The faces of the thick-
ened tetrahedron are precisely the ones listed in the product of property 6. The whole
product is equal to J(V ), where V = union of all faces of the thickened tetrahedron.
From the second homotopy invariance theorem it follows that the generating series J(V )
depends on V up to homotopy, which keeps the boundary components on a fixed union
holomorphic curves. Since V bounds a contractible 3-dimensional region (a thickened
tetrahedron), from Theorem 2.11, it follows that J(V ) = J(point) = 1. ✷

3.5 Definition of non-commutative Hilbert modular symbols

In this Subsection we define non-commutative Hilbert modular symbols. They are ana-
logues of Manin’s non-commutative modular symbol (see [M2]), applicable to the Hilbert
modular group. Instead of iterated path integrals that Manin uses, we use a higher di-
mensional analogue, defined in Section 2.

Usually, a modular symbol represents a cohomology class. Manin’s non-commutative
modular symbol represent a non-commutative 1-st cohomology class. We would like
to say that the non-commutative Hilbert modular symbols represent non-commutative
cohomology classes, which we formulate as Conjectures.

After defining the non-commutative Hilbert modular symbols, we prove some of their
properties. These properties will be interpreted intuitively as co-cycle conditions or as co-
boundary conditions. The approach in this Subsection is more geometric. The purpose
for presenting them here is to give many examples of relations and to help establishing a
suitable cohomology theory that would truly capture these relations in a more structured
way.

The cocycle interpretation is only for intuition it is not precise. The formula holds
for geometric reasons. Note that the composition is not the multiplication in the ring
R, it is given by the shuffle product (see Theorem 2.21), which works for the generating
series on iterated integrals on membranes. The multiplication is written linearly as we
would multiply several elements in a group or in a ring; however, the multiplication is
two-dimensional among regions with common boundaries.

In the next Subsection will give some intuition about higher categories for the purpose
of giving more structure to the non-commutative Hilbert modular symbols and for a
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possible approach to defining such a 1-st and 2-nd non-commutative cohomology class.
For definitions of iterated integrals on membranes of types b, c, b’ and c’ see Defi-

nitions 2.4, 2.5) for types b, c, and 3.9 for types b’ and c’.

Definition 3.13 We define non-commutative Hilbert modular symbols as a generating
series of iterated integrals on membranes of types b, or c, or b’, or c’ over a geodesic
diangle by

c1p1,p2;p3(γ) = J(p1, p2; p3, γp3).

We also define non-commutative Hilbert modular symbols as a generating series of iter-
ated integrals on membranes of types b’ or c’ over a geodesic triangle by

c2p(γ, δ) = J(p, γp, γδp),

where p, p1, p2, p3 are cusp points in H2 ∪ P1(K) and β, γ, δ ∈ SL2(OK).

We are going to define an action of Mat2(OK)+ on the generating series Jc, where
Mat2(OK)+ is the semi-group of 2× 2 matrices with a totally positive determinant.

In order to interpret c1(γ) and c2(γ, δ) as cocycles, we are going to define an action
of the semi-group Mat2(OK)+ on the whole ring R, where the generating series take
values. Such an action can be given via Hecke operators.

For simplicity, we shall assume that OK has narrow class number 1. We consider
all Hecke eigenforms of weight (2, 2) with respect to Mat2(OK)+. Now, let u be a unit
such that u1 > 0 and u2 < 0, where u1 and u2 are the images of u under the two real
embeddings of K into R. It exists, since the narrow class group is trivial. (For example
K = Q(

√
2) is such a field.) We define an action of γ ∈ Mat2(OK) on the ring R

(Definition 2.13), where the generating series takes values. We define

γ • f 7→ Tγ(f)

if γ ∈ Mat2(OK)+. Let f1, . . . , fm be a basis of Hecke eigenforms of the space of the
cusp form of weight (2, 2). To each fi we associate two of the generators of R Xi and
Yi. Let X1, Y1, . . . ,Xm, Ym be generators of R. Then the action of γ ∈ Mat2(OK)+ is
given by Tγ(Xi) = c(γ, fi)Xi and Tγ(Yi) = Yi, where c(γ, fi) the eigenvalue of the Hecke
operator.

In this setting the group action, namely, the action of the Hilbert modular group is
trivial. This trivial action extend to the the action of T1 = id on the whole ring R. In
fact, for an element β ∈ SL2(OK), the trivial action on c1p1,p2;p3 and on c2p can be realized
as follows:

(βc1p1,p2;p3)(γ) = c1βp1,βp2;βp3(βγ)

and
(βc2p)(γ, δ) = c2βp(βp, βγp, βγδp).

The last two relations hold, since for a cusp form of weight (2, 2) the differential form
fdz1 ∧ dz2 is invariant under the action of the Hilbert modular group Γ. Algebraically,
for any geodesic diangle, we have

βJ(p1, p2; p3, p4) = J(p1, p2; p3, p4) = J(βp1, βp2;βp3, βp4).
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similarly for a geodesic triangle,

βJ(p1, p2, p3) = J(p1, p2, p3) = J(βp1, βp2, βp3).

The relations among the symbols are based on two properties: composition via shuffle
product Theorem 2.21 (iii) and the homotopy invariance (Theorems 2.7 and 2.11).

Conjecture 3.14 The non-commutative Hilbert modular symbol c1p1,p2;p3 is a 1-cocycle.
Moreover, if we change the point p3 to q3, then the cocycle changes by a coboundary.

Property 5 of Theorem 3.12 can be interpreted as a 1-cocycle relation. Consider the
analogy with non-commutative 1-cocycle of a group acting on a non-commutative ring,
we define the boundary of c1p1,p2;p3 by

dc1p1,p2;p3(β, γ) = c1p1,p2;p3(β)(βc
1
p1,p2;p3)(γ)(c

1
p1,p2;p3(βγ))

−1

The action of β on the cocycle is given in Definition 3.13. In contrast to a 1-st non-
commutative cocycle (see for example Kenneth Brown [Br]), here we have two-dimensional
composition of symbols, that is, one can compose the symbols as two-morphisms in a
two-category.

Then

dc1p1,p2;p3(β, γ) = J(p1, p2; p3, βp3)(βJ(p1, p2; p3, γp3))J
−1(p1, p2; p3, βγp3)

= J(p1, p2; p3, βp3)J(p1, p2;βp3, βγp3)J
−1(p1, p2; p3, βγp3)

= 1. (3.26)

If we change p3 to q3 then the cocycle changes by a coboundary. Let b0 = J(p1, p2; p3, q3)
be a 0-cochain. Then

c1p1,p2;q3(γ) = J(p1, p2; p3, γp3)

= J(p1, p2; p3, q3)J(p1, p2; q3, γq3)J(p1, p2; γq3, γp3)

= J(p1, p2; p3, q3)J(p1, p2; q3, γq3)(γJ(p1, p2; p3, q3))
−1

= b0c1p1,p2;q3(γ)(γb
0)−1 (3.27)

Conjecture 3.15 The non-commutative Hilbert modular symbol c2p(β, γ) satisfies a 2-
cocycle relation. Moreover, if we change the point p to q, then the cocycle changes by a
coboundary up to terms involving c1.

Recall
c2p(β, γ) = J(p, βp, βγp).

Then c2p satisfies a 2-cocycle condition up to a multiple of the 1-cocycle c1q1,q2;q3 for various
points q1, q2, q3. For the 2-cocycle relation, we compute dc2p(β, γ, δ).

dc2p(β, γ, δ) =c2p(β, γ)c
2(β, γδ)(c2(βγ, δ))−1(β · c2(γ, δ))−1 =

=J(p, βp, βγp)J(p, βp, βγδp)×
× J(p, βγp, βγδp)−1J(βp, βγp, βγδp)−1 (3.28)
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In order to have dc2p(β, γ, δ) = 1, we must multiply by suitable values of c1, corre-
sponding to edges of a certain thickened tetrahedron. Then

dc2p(β, γ, δ)×[c1p,βp;βγp((βγ)δ(βγ)
−1)c1βp,βγp;p(βγδ)c

1
βγp,p;βp((β)γδβ

−1)×
× c1βγp,βγδp;p(β)c

1
p,βγδp;βp(βγβ

−1)c1βp,βγδp;βγp((βγ)
−1)] =

=[c2p(β, γ)c
2(β, γδ)(c2(βγ, δ))−1(β · c2(γ, δ))−1]×

× [c1p,βp;βγp((βγ)δ(βγ)
−1)c1βp,βγp;p(βγδ)c

1
βγp,p;βp((β)γδβ

−1)×
× c1βγp,βγδp;p(β)c

1
p,βγδp;βp(βγβ

−1)c1βp,βγδp;βγp((βγ)
−1)] =

=[J(p, βp, βγp)J(p, βp, βγδp)×
× J(p, βγp, βγδp)−1J(βp, βγp, βγδp)−1]×
× [J(p, βp;βγp, βγδp)J(βp, βγp; p, βγδp)J(βγp, p;βp, βγδp)×
× J(βγp, βγδp; p, βp)J(p, βγδp;βp, βγp)J(βp, βγδp;βγp, p)] =

=1.

The first equality follows from Equation (3.28). The second equality follows from the
definition of the symbols. And the last equality follows from Property 6 of Theorem 3.12
with (p1, p2, p3, p4) = (p, βp, βγp, β, γδp). Therefore, we obtain that dc2p(β, γ, δ) is 1 up
to values of the 1-cocycle c1.

Now we would like to have that c2p and c2q are homologous.

Conjecture 3.16 The conjectural cocycles c2p and c2q are homologous

c2p(β, γ) = c2q(β, γ)[db
1
pq(β, γ)]

∏

i

J(Di),

up to a product of J(Di),where Di are geodesic diangles.

Before we proceed, we would like to make an analogy between 1-dimensional and 2-
dimensional cocycles. For the 1-dimensional cocycle, the property that it is a cocycle uses
the geometry of a triangle where the faces of the triangle are essentially the 1-cocycle.
We want commutativity of the triangular diagram. We think of the commutativity of
the diagram as follows: consider the interior of the triangle as a homotopy of paths
and we think of the 1-cocycle as a homotopy invariant function. For the 2-cocycle, the
2-cocycle relation is represented by the faces of a tetrahedron. By a ’commutativity’ of
the diagram, we mean a homotopy invariant 2-cocycle and a homotopy from one of the
faces to the union of the other three faces.

The comparison that c1p1,p2;p3 and c1p1,p2;q3 are homologous is given by a square-shaped
diagram. The analogy with dimension 2 is that the cocycles c2p and c2q are two faces of an
octahedron. The vertices associated to c2p(β, γ) are (p, βp, βγp) and the vertices associ-
ated to c2q are (q, βq, βγq). The two faces will be opposite to each other on the octahedron
Oct so that the three pair of opposite vertices are (p, βγq), (βp, q) and (βγp, βq). The re-
maining 6 faces are combined into two triples. Each of them corresponds to a coboundary
of a 1-chain.

Let
b1p,q(β) = [J(p, q, βp)J(q, βq, βp)][J(q, βp; p, βq)].
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Consider the action of γ ∈ Γ on b1, by action on each point in the argument of J , denoted
as before by γ · b1. Then, we define

db1p,q(β, γ) = b1p,q(β)[β · b1p,q(γ)][b1p,q(βγ)]−1,

where β · b1p,q(γ) = [J(βp, βq, βγp)J(βq, βγq, βγp)][J(βq, βγp; p;βγq)].
Consider the above octahedron Oct. Remove from it the tetrahedron T with vertices

(p, q, βγq, βγp). Then the triangles of the remaining geometric figure are precisely the
triangles in the definitions of c2p(β, γ), c

2
q(β, γ) and db1p,q(β, γ). Now, consider thickening

of the edges, which are common for two triangles. It can be done in the following way.
Instead of any triangle, we can take a geodesic triangle. The two triangles that had a
common edge might have only two common vertices. Then the region between the two
geodesic, one for each of the geodesic triangles, forms the induced diangle. Take J of
the induces diangles from the octahedron Oct and J−1 of the induced diangles from the
tetrahedron T . Their product gives

∏

i J(Di). The equality holds because we apply J
to the union of the faces of the thickened Oct− T , which gives 1.

3.6 A two-category

Why do we need a two-category? Is there an example of a sheaf on this category/topology?
How does the non-commutative Hilbert modular symbols represents a sheaf?

The ideas presented in this Subsection will be developed in a follow-up paper. Here
we present the basic constructions that give justification for the conjectures that the
non-commutative Hilbert modular symbols c1 and c2 are co-cycles in some categoric and
sheaf-theoretic setting. For sheaves on 2-categories one may consult Street [St]. Since
our 2-morphisms are invertible one may also use Lurie’s [L] constructions of sheaves on
higher categories.

We are going to construct a 2-category C and a sheaf J on the 2-category C. We
define p to be an object of the 2-category C if p is a cusp point, that is p ∈ P1(K).
We define 1-morphisms in the following way. Let σ be the geodesic connecting 0 and
∞ that lies on the diagonal ∆ = i(H) ⊂ H × H. There is unique such geodesic. All
geodesics γ∗σ together with a choice of orientation are defined to be 1-morphisms, where
γ ∈ PGL2(K). We define the 1-morphisms of C to be a finite concatenation of geodesics
of the type γ∗σ or the trivial path whose image coincides with a cusp point. Consider
ideal triangles and ideal diangles as cells from which we build manifolds with corners. A
2-morphism is a finite union of manifolds with corners, made from finitely many ideal
dangles and ideal triangles, which is path connected and has orientation.

The boundary of a 1-morphism is a union of two object objects - the starting point
and the ending point of the directed path. The boundary of a 2-morphism (a 2-manifold
with corners) is a finite union of 1-morphisms (oriented loops), where the orientation of
the loops on the boundary is induced by the orientation of the 2-manifold with corners.

Now we are going to define a 2-sheaf J , whose values on a 2-morphism will be in a
subset of the ring R and whose values of an object and on a 1-morphism will be a subset
of a countable product of the ring R with itself.

As always, S2,2(Γ) denotes the space of cusp forms of weight (2, 2) with respect to
the group Γ. Here we will consider this space as the space of holomorphic 2 forms on
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H×H, which vanish on the cusps and which can dessend to the Hilbert modular surface
XΓ = Γ\(H2 ∪ P1(K)). Every n-tuple of such holomorphic forms Ω ∈ (S2,2(Γ))

n defines
a value on a 2-morphism f in C. Let this values be the generating series Jf (Ω). Let Jf
be the collection of all values Jf (Ω) for all Ω ∈ (S2,2(Γ))

n. Let e be a 1-morphism. We
say that e is in the boundary of a 2-morphism f , denoted by e ⊂ ∂f , if the image of the
loop e is in the boundary of the image of the membrane f together with the induced
orientation on e from f . We say that an object p is in the boundary of a 1-morphism
e, denoted by p ∈ ∂e, if p is a source or a target of e. We define the values of J on a
1-morphism e to be the product

∏

e⊂∂f

Jf ⊂
∏

e⊂∂f

R.

We define values of J on objects p to be

∏

p∈∂e; e⊂∂f

Jf ⊂
∏

p∈∂e; e⊂∂f

R.

The sheaf conditions for 1-morphisms and the sheaf conditions for 2-morphisms re-
semble the classical conditions for a presheaf to be a sheaf.

Let fi : Ai → [0, 1]2 be a finite collection of disjoint 2-morphisms, whose union is
a morphism f : A → [0, 1]2. We define a finite collection fk

ij of 1-morphisms and 0-

morphisms (objects) such that the union
⋃

k Im(fk
ij) = Im(fi) ∩ Im(fj) is a disjoint

union of the intersection.
Then the equalizer

Jf →
∏

i

Jfi ⇒
∏

ijk

Jfk
ij

is exact (for a definition of equalizer one may consult [Bor]).
Similarly, let e be a 1-morphism and let {ei}i be a finite set of disjoint 1-morphisms

such that the union
⋃

i Im(ei) = Im(e). We can write the intersection Im(ei) ∩ Im(ej)
as a finite union of 0-morphisms

⋃

k Im(ekij), for some 1-morphisms ekij.
Then the equalizer

Je →
∏

i

Jei ⇒
∏

ijk

Jekij

is exact.
The cochain is defined as

∏

p: 0-morph

Jp →
∏

e: 1-morph

Je →
∏

f : 2-morph

Jf →
∏

g : 2-morph
∂g = ∅

Jg

The maps Je → Jp and Jp → Jf are surjective when they are defined, resembling
flabby sheaves. Thus, we should have trivial 0-th or 1-st cohomology set. The only
non-trivial cohomology will be 2-nd cohomology set. The cocycle conditions for both
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non-commutative Hilbert modular symbols c1 and c2 can be interpreted as a particular
case of maps

∏

f : 2-morph

Jf →
∏

g : 2-morph
∂g = ∅

Jg

For c1, the boundary condition is that a union of two diangles with a common edge is a
third diangle. One can think of the these three diangles as a boundary of a degenerate
3-dimensional region. One can realize this cocycle condition as a sheaf-theoretic one
by modifying the above definition so that the 2-morphisms consists of a finite union of
ideal diangles (without using the ideal triangles). Then the sheaf-theoretic 2-nd cocycle
condition is the one for non-commutative Hilbert modular symbol c1.

If we are able to quotient the 2-category described in the beginning of this subsection
by the 2-morphisms generated by dianlges, then we have only two morphisms generated
by ideal triangles. The non-commutative Hilbert modular symbol c2 is exactly the one
that considers ideal triangles. Note that its cocycle relation for c2 is satisfied up to
2-morphisms generated by diangles.

3.7 Explicit Computations. Multiple Dedekind Zeta Values

In this Subsection, we make explicit computations of some ingredients in the non-
commutative Hilbert modular symbol. In [M2], Manin compares explicit formulas of
integrals in the non-commutative modular symbol to multiple zeta values. The similar-
ities are both in terms of infinite series formulas and in terms of formulas via iterated
path integrals. Here we compare certain integrals in the non-commutative Hilbert mod-
ular symbol to multiple Dedkeind zeta values (for multiple Dedekind zeta values, see
[H3]). Again the similarities are both in terms of infinite series formulas and in terms of
formulas via iterated integrals over membranes.

We are going to consider the Fourier expansion of two Hilbert cusp forms f and g. Let
ωf = fdz1 ∧ dz2, ωg = gdz1 ∧ dz2 and ω0 = dz1 ∧ dz2. We are going to associate L-values
to iterated integrals of the forms ωf and ωg. The L-values would be iterated integrals
over an union of diangles. One can think of a diangle connecting 0 and ∞ as a segment
or a real cone. The union will be a disjoint union of all such real cones connecting 0
and ∞ or simply Im(H) × Im(H). We also recall the definition of a multiple Dedekind
zeta values via (discrete) cone. Finally, we show analogous formulas for iterated L-values
associated to Hilbert cusp forms and for multiple Dedekind zeta values.

We will be mostly interested in the modular symbol associated to a diangle. Let us
recall what we mean by a diangle.

Let p1, p2, p3, p4 be four cusp points. Let γ1 ∈ GL2(K) be a linear fractional transform
that sends γ1(p1) = 0, γ1(p2) = ∞, γ1(p3) = 1. Let ∆ be the image of the diagonal
embedding of H1 into H2. Then 0, 1 and ∞ are boundary points of ∆. Let λ(0,∞) be
the unique geodesic in ∆ that connects 0 and ∞. And let

λ1(p1, p2) = γ−1
1 λ(0,∞)

be the pull-back of the geodesic λ to a geodesic connecting p1 and p2.
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Now consider the triple p1, p2 and p4. Let γ2 ∈ GL2(K) be a linear fractional
transform that sends γ2(p1) = 0, γ2(p2) = ∞ and γ2(p4) = 1. Let ∆ be the image
of the diagonal embedding of H1 into H2. Then 0, 1 and ∞ are boundary points of ∆.
Let λ(0,∞) be the unique geodesic in ∆ that connects 0 and ∞. And let

λ2(p1, p2) = γ−1
2 λ(0,∞)

be the pull-back of the geodesic λ to a geodesic connecting p1 and p2.
By a diangle, we mean a region in H2 ∪ P1(K) of homotopy type of a disc, bounded

by the geodesics λ1(0,∞) and λ2(0,∞).
We are going to present a computation for the diangle Du defined by the points

(0,∞, u1, u−1), where u is a generator for the group of units modulo ±1 in K. Let (1)
be the trivial permutation.

Lemma 3.17 Let u be a totally positive unit. Then

∫ ∫ (1)(1)

Du

e2πi(α1z1+α2z2)dz1 ∧ dz2 =
1

(2πi)2
u22 − u21

(α1u1 + α2u2)(α1u2 + α2u1)

Proof. Let u1 and u2 be the two embeddings of u into R. Then (0,∞, u) can be

mapped to (0,∞, 1) by γ1 =

(

u−1 0
0 1

)

. The geodesic λ(0,∞) can be parametrized

by (it, it) for t ∈ R. Then the geodesic λ1(0,∞) on the geodesic triangle (0,∞, u) can be
parametrized by {(iu1t, iu2t) | t > 0}. Similarly, the geodesic λ2(0,∞) on the geodesic
triangle (0,∞, u−1) can be parametrized by {(iu2t, iu1t) | t > 0}. Then the diangle Du

can be parametrized by

Du = {(z1, z2) ∈ H2 |Re(z1) = Re(z2) = 0, Im(z1) ∈
(

u1
u2

t,
u2
u1

t

)

, Im(z2) = t ∈ (0,∞)}.

Then we have

∫ ∫ (1)(1)

Du

e2πi(α1z1+α2z2)dz1 ∧ dz2 =

∫ 0

∞

(

∫
u1
u2

t

u2
u1

t
e2πi(α1z1+α2t)dz1

)

dt =

=
1

2πiα1

∫ 0

∞

(

e
α1

u1
u2

t+α2t − e
α1

u2
u1

t+α2t
)

dt =

=
1

(2πi)2
1

α1

(

1

α1
u1

u2
+ α2

− 1

α1
u2

u1
+ α2

)

=

=
1

(2πi)2
u22 − u21

(α1u1 + α2u2)(α1u2 + α2u1)

Therefore, one term of the Fourier expansion of a Hilbert cusp form paired with a symbol
given by one diangle does not resemble a norm of an algebraic integer. However, if we
integrate over an infinite union of diangles then a similarity with Dedekind zeta and with
multiple Dedekind zeta occurs.
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Consider the limit when n → ∞ of Dun . It is the product of the two imaginary axes
of the two upper half planes. Denote by

Im(H2) = Im(H)× Im(H).

One can think of this region as an infinite union of diangles.
Denote by αz the sum of products α1z1 + α2z2. Using the methods of [H3], Section

1, we obtain

(2πi)−2

N(α)N(α + β)
=

∫ (1)(1)

Im(H2)
e2πiαzdz1 ∧ dz2 · e2πiβzdz1 ∧ dz2

and

1

(2πi)2
1

N(α)3N(α+ β)2
=

∫ (1)(1)

Im(H2)
e2πiαzdz1∧dz2·(dz1∧dz2)·(dz1∧dz2)·e2πiβzdz1∧dz2·(dz1∧dz2)

Let f and g be two cusp form of wights (2k, 2k) and (2l, 2l), respectively. Consider
the Fourier expansion of both of the cusp forms. Let

f =
∑

α>>0

aαe
2πiαz

and let
g =

∑

β>>0

bβe
2πiβz .

Since f is of weight (2k, 2k), we have that auα = aα, where u is a unit. For such a
modular form the modular factor with respect to the transformation z → uz is 1. The
L-values of f is

Lf (n) =

∫ (1)(1)

Im(H2)

∑

α∈O+

K
/U+

aαe
2πiαzdz1 ∧ dz2 · (dz1 ∧ dz2)

·(n−1) =
1

(2πi)2n

∑

α∈O+

K
/U+

aα
N(α)n

.

Here O+
K denotes the totally positive algebraic integers in K and U+ denotes the totally

positive units.
We recall some of the definitions from [H3]. We fix a positive cone C in OK , by

which we mean
C = N ∪ {α ∈ OK | a+ bǫ, a, b ∈ N},

where ǫ is a generator of the group of totally positive units. By ǫkC, we mean the
collection of products ǫkα, where α varies in the cone C.

The following infinite sum is an example of a multiple Dedekind zeta value

ζK;C,ǫkC(m,n) =
∑

α∈C

∑

β∈ǫkC

1

N(α)mN(α+ β)n
.

Let Z(m,n) =
∑

k∈Z ζK;C,ǫkC(m,n), where C is any set representing the totally

positive algebraic integers O+
K modulo totally positive units U+.
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Lemma 3.18 The values Z(m,n) are finite for m > n > 1.

Proof. Let ǫ be a generators of the group of totally positive units U+ in K. For the two
real embeddings ǫ1 and ǫ2 of ǫ, we can assume that ǫ1 > 1 > ǫ2. Otherwise we can take
its reciprocal.

Z(m,n) =
∑

k∈Z

∑

α,β∈C

1

N(α)mN(α+ ǫkβ)n
< (3.29)

<
∑

α,β∈C

1

N(α)m

(

1

N(α+ β)n
+ (3.30)

+
∞
∑

k=1

2n

ǫk1

(

1

αn
1β

n
2

+
1

αn
2β

n
1

))

<

<
∑

α,β∈C

1

N(α)m

(

1

N(α+ β)n
+

+

∞
∑

k=1

2

ǫk1

(

N(α+ β)n −N(α)n

N(α+ β)n

))

= (3.31)

=
∑

α,β∈C

1

N(α)m

(

1

N(α+ β)n
+ (3.32)

+
2

ǫ1 − 1

(

N(α+ β)n −N(α)n

N(α+ β)n

))

=

=
∑

α,β∈C

1

N(α)mN(α+ β)n
+ (3.33)

+
2

ǫ1 − 1

1

N(α)n
− 2

N(α)m−nN(α+ β)n
=

=ζK(C;m,n)− 2

ǫ1 − 1
(ζK(C;n) + ζK(C;m− n, n)) . (3.34)

Equation (3.29) is the definition. Inequality (3.30) is based on the following: ǫ2 < 1 is
replaced with 1 then k > 0. For k < 0 we use ǫk2 = ǫ−k

1 . We put 1 for ǫk1 for k < 0.
The case k = 0 is treated separately. Finally we group the terms with equal powers of
ǫ1. In the Inequality (3.31) we estimate the mixed terms in the brackets. In Equation
(3.32) we take the sum of the geometric series in ǫ−1

1 . Then in Equation (3.33) we open
the brackets. And finally, in Equation (3.34), we express the sums as a finite linear
combinations of a Dedekind zeta value and multiple Dedekind zeta values.

The following definition of an iterated L-value is the coefficient of one monomial from
the non-commutative Hilbert modular symbol of type b.

Definition 3.19 For a pair of Hilbert cusp forms f and g with Fourier expansion

f =
∑

α>>0

aαe
2πiαz and g =

∑

β>>0

bβe
2πiβz,
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we define the following iterated L-values

Lf,g(m,n) =

∫ (1)(1)

Im(H2)

∑

(α,β)∈(O+

K
,O+

K
)/U

(aαe
2πiαzdz1 ∧ dz2) · (dz1 ∧ dz2)

·(m−1)·

· (bβe2πiβzdz1 ∧ dz2) · (dz1 ∧ dz2)
·(n−1).

Theorem 3.20 Using the above definition we have

Lf,g(m,n) =
∑

k∈Z

∑

α∈C,β∈ǫkC

aαbβ
N(α)mN(α+ β)n

Proof.

Lf,g(m,n) =

∫ (1)(1)

Im(H2)

∑

(α,β)∈(O+

K
,O+

K
)/U

(aαe
2πiαzdz1 ∧ dz2) · (dz1 ∧ dz2)

·(m−1)·

· (bβe2πiβzdz1 ∧ dz2) · (dz1 ∧ dz2)
·(n−1) =

=
∑

(α,β)∈(O+

K
,O+

K
)/U

aαbβ
N(α)mN(α+ β)n

=

=
∑

k∈Z;α,β∈C

aαbβ
N(α)mN(α+ ǫkβ)n

=

=
∑

k∈Z,

∑

α∈C

∑

β∈ǫkC

aαbβ
N(α)mN(α+ β)n

.

✷

We would like to bring to the attention of the reader the Definition 3.19 of the multiple
L- values. More specifically, we would like to point out that the region of integration
is an infinite union of diangles, (or equivalently an infinite union of real cones; see the
beginning of this Section.) Note also that in Theorem 3.20 the values of the multiple
L-functoins are expressed as an infinite sums over different discrete cones, namely, over
ǫkC, for k ∈ Z. However, a single real cone Du as in Lemma 3.18, does not correspond
to a single discrete cone. Only a good union of real cones Im(H)× Im(H) corresponds to
a good union of discrete cones

⋃

k∈Z(C, ǫ
kC) as a fundamental domain of (O+

K ,O+
K)/U+.
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